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Political campaigns increasingly conduct experiments to learn how to persuade voters. Little
research has considered the implications of this trend for elections or democracy. To probe these
implications, we analyze a unique archive of 146 advertising experiments conducted by US

campaigns in 2018 and 2020 using the platform Swayable. This archive includes 617 advertisements
produced by 51 campaigns and tested with over 500,000 respondents. Importantly, we analyze the
complete archive, avoiding publication bias. We find small but meaningful variation in the persuasive
effects of advertisements. In addition, we find that common theories about what makes advertising
persuasive have limited and context-dependent power to predict persuasiveness. These findings indicate
that experiments can compound money’s influence in elections: it is difficult to predict ex ante which ads
persuade, experiments help campaigns do so, but the gains from these findings principally accrue to
campaigns well-financed enough to deploy these ads at scale.

American political campaigns are among the
most expensive in the world, and “television
advertising is the cornerstone of many” of

these campaigns (Sides, Vavreck, and Warshaw 2021,

715). For instance, Jacobson and Carson (2019) find
that almost half of a typical congressional campaign’s
budget is spent onTV ads. The latest research finds that
this advertising has small per-person persuasive effects
that, across a large amount of advertising, can accumu-
late to meaningful effects on competitive election out-
comes (Sides, Vavreck, and Warshaw 2021).

Given the enormous sums they spend on television
advertising and that themainmechanism bywhich such
advertising affects elections appears to be through
persuasion not mobilization (Sides, Vavreck, and
Warshaw 2021), a central challenge for campaigns is
making this advertising maximally persuasive. Both
campaign consultants and the academic literature are
replete with theories of how to persuade voters in
campaigns, especially through paid advertising. Empir-
ically validating those theories is typically quite difficult
because doing so requires estimating the causal effects
of alternative advertisements. Campaigns and their
consultants often use tools such as focus groups or
intuition (Thurber and Nelson 2001) that, while poten-
tially providing some important insights, may not reli-
ably uncover the causal effects of competing persuasive
strategies. Experimental work carried out by aca-
demics, too, has its flaws, as it often relies on treatments
academics themselves compose or tests advertisements
outside of a campaign context, undermining ecological
validity.
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Over the last decade, though, campaigns have increas-
ingly conducted their own randomized experiments.
These campaigns sometimes allow their experimental
results to be shared publicly or in academic research
(e.g., Kalla and Broockman 2018), but the vast majority
remain the private information of campaigns or parties
(Issenberg 2012). Moreover, even studies that are
shared may be subject to publication bias (Franco, Mal-
hotra, and Simonovits 2014). What lessons do these
typically proprietary experiments hold for long-standing
theories of what persuades voters? And what implica-
tions does the rise of campaign experimentation have for
American politics?
In this article, we provide a rare window into these

questions based on a unique collection of experiments
campaigns themselves conducted in the midst of two
election seasons in the United States (US). In 2018 and
2020, dozens of Democratic and other left-leaning
campaign organizations contracted with the technology
company Swayable to conduct survey experimental
tests of their advertisements, intended to be later run
on television and digitally. The extent of Swayable use
underscores the prevalence of experimentation inmod-
ernAmerican elections: Swayable was hired to conduct
advertising experiments in support of Democratic can-
didates in 20 of the 36 (56%) US House races rated by
the Cook Political Report as toss-ups prior to the 2022
election, and 100%of theUS Senate races rated as toss-
ups prior to the 2020 and 2022 elections (seven and four
races, respectively).1 Swayable’s agreements with cam-
paigns also allowed them to subsequently share the
resulting data with academics for research.2 The result-
ing set of experiments is an unprecedented treasure
trove of data on the persuasive effects of campaigns’
real ads, as tested in real time, during real campaigns,
among voters eligible to vote in those elections, from
randomized survey experiments. We executed an
agreement with Swayable that allowed us to access
the de-identified data from their entire universe of
experiments, and that allowed us to publish whatever
conclusions we drew from our analyses of those data.
To understand the implications of campaign experi-

mentation, in this article, we analyze the complete
archiveof these experiments from the originalmicrodata.
We make small adjustments to account for Swayable’s
evolving design idiosyncrasies, described below. There
are also some limitations to the data, such as incomplete
information on attrition in some studies and the fact that
these studies were originally conducted by a third party,
described in greater detail below. We meta-analyze the
resulting effect estimates to characterize average effects,
what predicts these effects, andhowvariable these effects

are. With research assistance, we hand-coded theoreti-
cally important characteristics of each ad such as primary
focus, messenger, emotion, tone, appeals, and use of
evidence. We include these measurements as predictors
in our meta-regression models of persuasive effects.

As we analyze the entire archive of these experi-
ments, we can set aside concerns about publication bias;
campaigns could not choose to cherry-pick which
experiments we analyzed based on the results. By
analyzing data from multiple election cycles and at
multiple levels of office, we can also offer insights into
how these conclusions vary across contexts.

Our investigation points to two main conclusions.
First, we find small but politically meaningful varia-

tion in ads’ persuasive effects. Across the three contexts
we examine (2018 downballot, 2020 downballot, and
2020 presidential), we find that the average ad affected
immediately measured vote choice by 2.3 percentage
points, 1.2 points, and 0.8 points, respectively. We
estimate that the variance of the true treatment effects
of the ads relative to these baselines is small but mean-
ingful: our meta-analytic results indicate that the stan-
dard deviation of the distribution of true treatment
effects were 1.5 points, 0.5 points, and 0.3 points,
respectively, or roughly about half the size of the
average effect. We characterize this scale of variation
as “small” in absolute terms because even the largest of
these amounts to just 0.03 standard deviations.3 But this
variation is nevertheless politically meaningful, since it
is common for advertisements to be 50% less or 50%
more persuasive than the average advertisement.
Although we expect the absolute size of these adver-
tisements’ effects to be much smaller in the field, when
campaigns intend to deploy these advertisements to
millions of people, we conduct simulations showing
that choosing an above average ad over a below aver-
age ad could still easily determine the outcome of a
close election. Our simulations also show that access to
experimentation has profound implications for how
campaigns should allocate their budgets.

Our second main conclusion is that the extant theo-
ries about what features of advertisements make them
more effective have very limited and highly context-
dependent explanatory power.We consider a variety of
theories in the academic literature as well as those
common among campaigns—for example, whether
ads work better when they are negative, provide new
facts about candidates, attempt to elicit emotions such
as anger or enthusiasm, or feature testimonials. These
predictions have attracted substantial attention over
decades of research, and we offer one of the most
comprehensive and systematic explorations of them
to date. Assessing these predictions of when ads will
bemore or less effective across 617 real advertisements,
we find at best limited evidence for any of them.
Moreover, we find that “what works” changes from
election to election. For example, features that predict
stronger effects among ads produced for the 2018

1 Swayable is one of several companies that provide this service. We
do not have comparable figures for Swayable’s competitors, so these
figures represent a lower bound on the share of elections that feature
advertisements tested in this manner.
2 Data were shared under strict data security protocols negotiated
between Swayable, MIT, UC Berkeley, and Yale in order to meet
Swayable’s client confidentiality obligations while permitting inde-
pendent, replicable analysis, including anonymization of Swayable
clients. Swayable also did not collect any personally identifiable
information about respondents in the experiments.

3 The standard deviation of a binary variable is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � ð1−pÞp

, so if the
probability of voting for a candidate is 0.5, the standard deviation is
0.5 or 50 percentage points. 1.5 / 50 = 0.03 standard units.
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downballot elections fail to do so among ads produced
for the 2020 downballot elections. Finally, even the
theories that receive partial support explain a very
small proportion of the overall variation in ads’ per-
suasive effects. These findings suggest limits on the
ability of general theories to predict the persuasiveness
of any particular political advertisements across highly
heterogeneous electoral contexts.
These two conclusions in turn have two implications

for campaigns and forAmerican politics more generally.
First, when it comes to campaign strategy, we con-

duct simulations that show that spending money on
experimentation may be an extremely cost-effective
investment. To the extent that ad experimentation does
successfully identify more effective ads within an elec-
tion cycle, modest investments to find the ads that work
better would allow campaigns to dramatically increase
the impact of their overall advertising spending.
Indeed, our simulations find that the returns to ad
experimentationmay be so large that optimal campaign
behavior would be to devote a substantial portion (over
10%) of their media budget to ad experimentation—a
whole new category of expenditure that scarcely figures
in classic theories of campaigning.
Second, we also demonstrate that this new behavior

of campaigns has implications for American politics:
experiments increase the influence of money in elections,
because experimentation is a complement to campaign
spending. In a world without experimentation, well-
financed campaigns can of course “buy” more votes
than less-well financed ones through more advertising
(Sides, Vavreck, and Warshaw 2021). But experimen-
tation may also serve as a multiplier that enhances the
importance of financial advantages because it increases
the marginal effects of advertising spending by making
those ads more persuasive. Our findings thus suggest
that scholars should not only view campaigns’ use of
experimentation as a way for researchers to generate
knowledge about what persuades voters, but also as an
object of study in itself with important implications for
American elections and democracy.
Our article makes several contributions that advance

our understanding of campaigns in an era of experi-
mentation. First, we demonstrate theoretically and
illustrate through simulations that the extent of hetero-
geneity in the effects of different campaign ads condi-
tions the payoff of experimentation for campaigns: the
more heterogeneous the effects of ads, the more cam-
paigns gain from experimentation. Second, empirically,
we estimate the extent of effect heterogeneity in cam-
paign ads—in other words, how much campaigns have
to gain from experimentation—using a unique archive
of real ads tested by real campaigns during real elec-
tions. Appendix D of the Supplementary Material
quantifies the extent of this empirical contribution,
showing that without access to the large archive of
experiments we analyze, neither scholars nor practi-
tioners would be able to form reasonably precise esti-
mates about how heterogeneous the effects of
advertisements are and therefore how beneficial exper-
iments would be. Third, we provide some of the most
comprehensive tests available to date of influential
theories of campaign persuasion, using real ads to test

them in the midst of real campaigns. We show that
theories common among scholars or practitioners do
not reliably predict ads’ effects, suggesting that there
may be no alternative to experimentation to determine
which ads are most effective in a given electoral con-
text. Fourth, we show that, given the extent and seem-
ing unpredictability of heterogeneity in ads’ effects,
experiments are likely to increase the impact of money
in elections, as they allow each dollar of campaign
spending to persuade more voters. Finally, in the con-
clusion, we show how our theoretical analysis and
empirical contributions suggest a series of priorities
for future research about the promises and pitfalls of
experimentation for campaigns.

WHATWORKS TO PERSUADE VOTERS, AND
CAN CAMPAIGNS LEARN WHAT DOES?

One approach for choosing how to craft persuasive
appeals to voters is to rely on general theories of
persuasion about which advertisements would be
persuasive.

At first blush, we might have reasons to be optimistic
about the potential for general theories to capture
meaningful variation in the persuasiveness of adver-
tisements: the closely related research literature on
voter mobilization has uncovered a number of empir-
ical regularities regarding which strategies successfully
turn people out to vote across many experiments
(Green, McGrath, and Aronow 2013).

Is it similarly possible to discern general patterns in
what messages work to persuade voters? In this section,
we review ideas about what features of ads make them
more effective from two main sources: the academic
literature on persuasion and the features that advertis-
ing practitioners highlight. Later in the article, we test
whether general hypotheses about what featuresmakes
more ads persuasive are able to explain meaningful
variation in ad effects or whether these hypotheses
reach similar results in different contexts. As a result,
as we review these hypotheses, we also describe the
methodology we used for assembling them.

First, we systematically reviewed the academic liter-
ature on campaign persuasion with the goal of finding
hypotheses that have drawn considerable attention
from scholars. To do so, we used Google Scholar to
search for studies of political ad persuasion, examined
literature reviews and meta-analyses on the effects of
campaign ads (e.g., Lau et al. 1999), and consulted with
scholars in the field. This review largely focused on
studies considering persuasion in US politics, although
we considered many studies that were not necessarily
country-specific (e.g., psychology studies that are often
conducted in the US but advance theoretical claims not
specifically limited to the US context). We then quali-
tatively evaluated on which hypotheses the literature
collectively placed the greatest emphasis. This yielded
several sets of hypotheses drawn from research in
political science and the psychology of persuasion,
which we review below and test in our analysis.

First, a voluminous academic literature considers the
consequences for persuasion if advertisements are
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produced with negative, contrast, or positive tone. For
example, a meta-analysis based on a mix of 111 obser-
vational and experimental studies first presented in Lau
et al. (1999) and updated in Lau, Sigelman, and Rovner
(2007) finds no effect on vote choice on average (see
also Ansolabehere et al. 1994).
Second, another major theme in the literature on

campaign persuasion is source cues. As early as the
Hovland studies of persuasion (e.g., Hovland, Janis,
and Kelley 1953), academic theories have focused on
the source of a message as a core feature (Iyengar and
Valentino 2000;Weber, Dunaway, and Johnson 2012).
Message source can serve as a group cue—if the
receiver perceives the messenger to be a member of
their in-group, then the message can serve as an
information shortcut about which candidate the
in-group supports. One salient in-group is “everyday
people,” which is perhaps why many advertisements
feature “average Americans” as the messenger.
Another version of in-group persuaders of special
interest in politics is messenger partisanship (Zaller
1992); out-partisan persuaders might be more effec-
tive in convincing out-partisan voters—for example, a
Democratic campaign featuringRepublicans who sup-
port a Democratic candidate. The consequences of the
gender of the messenger have also received a fair
amount of scholarly attention (e.g., Searles et al.
2020), although the review offered in Strach et al.
(2015) uncovers little scholarly agreement on the
effects of men versus women as messengers. Research
on source cues generally also singles out experts on
particular topics as potentially especially persuasive
messengers (Iyengar and Valentino 2000).
A further strand of advertising theory considers

whether the ad provides new information or facts
(e.g., Broockman and Kalla 2022); a major theme of
the research on campaigns, and on television ads in
particular, is that they persuade in part by providing
information to voters (for review, see Sides, Vavreck,
andWarshaw 2021). These theories are often rooted in
a spatial model of politics—the advertisement provides
viewers with new information about the policies pro-
posed by the candidate, so viewers who like that policy
should increase their support for the candidate upon
viewing the advertisement (e.g., Kendall, Nannicini,
and Trebbi 2015; Vavreck 2001). In our empirical
section, we distinguish betweenwhether facts are about
candidates’ background or about their issue positions
and whether they are more or less specific.
Finally, a large literature in political psychology

considers the mediating roles of emotion, most notably
anger and enthusiasm, in the causal processes by which
advertising affects outcomes (for review, see Albert-
son, Dun, and Gadarian 2020). For example, Brader
(2005) finds that ads that stimulate enthusiasm boost
political participation, while ads that stoke fear are
more likely to affect vote choice.
We drew a second set of hypotheses from political

practitioners. In particular, Swayable team members
frequently meet with campaigners and their advisors,
who raised and documented hypotheses that were
sharedwith the company. The Swayable team reviewed

their notes and recollections of these meetings for
hypotheses that campaigns frequently raised, many of
which have parallels in the academic literature.

First, practitioners often noted that ads can vary in
how “pushy” they are inmaking the case for a candidate
—that is, how aggressive and explicit the ads are in
instructing viewers what to do or think. Consistent with
theories of psychological reactance (for review, see
Bigsby and Wilson 2020), a possible concern is that
voters will resist persuasion from ads that are too pushy
but that voters will not follow the implications of ads that
are insufficiently direct. Second, consistent with psycho-
logical theories of conclusion explicitness (e.g., O’Keefe
1997), some practitioners also focused on the specific ask
(“call to action”) that the ad is making, asserting that
candidate advertisements should include an explicit
appeal to “vote for” the candidate. Next, practitioners
sometimes wondered whether advertisements that look
amateurish or low-budget would be less effective, giving
rise to concerns about production value, consistent with
theories of advertising as signaling quality to consumers
(Nelson 1974). Finally, classic literature suggests that
practitioners also rely on a series of particular rhetorical
strategies: name calling, testimonials (Yourman 1939),
metaphor (Schlesinger and Lau 2000; Thibodeau and
Boroditsky 2011), and transfers of association are com-
mon techniques in the advertising toolkit.

Theoretical Argument

We began the previous section by noting that cam-
paigns might rely on general theories of persuasion to
help craft maximally persuasive advertisements. How-
ever, despite the large body of theoretical work pre-
dicting consistent patterns in what kinds of messages
work to persuade voters, there are good reasons to
expect that no such general patterns exist. Voters’
views and priorities shift over time, and persuasive
messaging in real campaigns takes place within a com-
petitive context where voters interpret one ad’s mes-
sage in the context of other messages they have
received (Vavreck 2009). For example, the effects of
advertising a candidate’s popular issue positions versus
their previous political experience may depend upon
whether an opposing candidate has recently attacked
the advertising candidate on either dimension, or on
current events. As a consequence, even if certain ad
features were to reliably predict persuasiveness in arti-
ficial settings (e.g., fake elections in a laboratory envi-
ronment), or within a particular election, heterogeneity
across real electoral contexts may make reliable gen-
eralization nearly impossible.

Such difficulties in predicting when persuasion will
and will not work could help account for persuasion’s
uneven track record (Kalla and Broockman 2018).
After all, if it were easy to predict which persuasive
interventions worked, why would campaigns run so
many persuasion campaigns that appear to have mini-
mal effects? Green and Gerber (2019) thus argue that
“it is hard for a campaign to know in advance whether
its persuasive message will resonate with voters” (182).
Consistent with this line of reasoning, a recent study
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(Coppock, Hill, and Vavreck 2020) found at best lim-
ited evidence of stronger effects associated with the
messenger, sender, or tone of presidential advertise-
ments. Furthermore, even if a sophisticated campaign is
able to build up such knowledgewithin a given election,
patterns in what is persuasive in one election may be
context-specific and not generalize to other times or
places (Munger 2019). Indeed, relatively little prior
research has sought to examine whether features of
persuasive communication identified as predictive of
persuasive effects in individual pieces of research gen-
eralize across contexts, rather than just at one particu-
lar place and time (for important exceptions, see
Blumenau and Lauderdale 2024; Vavreck 2009).
Research in social psychology echoes this pessimism,
noting that “persuasion phenomena are complicated,
making the development of dependable generalization
difficult” (O’Keefe 2004, 31).
This argument has important implications for elec-

tions and democracy. In particular, consider how cam-
paigns should strategically respond if “dependable
generalization” about what is persuasive is nearly
impossible, and yet, within a given context at a given
time, some messages may be more persuasive than
others. One potential response is to devote resources
to forms of research that can identify persuasive mes-
sages in a campaign’s particular context, even if they do
not generalize beyond it. And indeed, campaigns reg-
ularly do so, often outsourcing this work to political
consultants (Martin and Peskowitz 2015; Thurber and
Nelson 2001).
Campaigns and their consultants have many tech-

niques at their disposal for learning how to communi-
cate with voters in any given election campaign.
Traditional approaches include focus groups and face-
to-face meetings, yielding qualitative insights into how
voters react to different persuasive attempts (Thurber
and Nelson 2001). Over the last decade, campaigns
have increasingly turned to randomized trials to under-
stand what messages and advertisements persuade
more or less effectively (“experiments”) (Issenberg
2012). However, field experiments on television ads
are still relatively scarce, likely because they are
extremely expensive: Kalla and Broockman’s (2018)
meta-analysis of field experiments contained only one
published field experiment on candidate television ads
(Gerber et al. 2011), and this experiment was still too
small to compare alternative treatments. Given the
central place of TV ads in modern elections, campaigns
have therefore turned to randomized experiments con-
ducted in survey contexts in order to determine which
of their ads are most persuasive. Although comprehen-
sive data on the extent of campaign experimentation by
all companies and organizations are not publicly avail-
able, data from our partner Swayable illustrate this
trend: Swayable tested ads in 20 of the 36 (56%) US
House races theCook Political Report rated as toss-ups
prior to the 2022 election, up from only 6 of the
30 (20%) toss-up US House races in the 2018 election
cycle.
Campaigns’ turn toward experimentation may have

significant broader implications for campaigns and for

democracy. Insofar as these approaches are able to
surface more effective advertisements, they will
increase the impact of money in elections: the gains
from finding the most persuasive ads principally accrue
to campaigns well-financed enough to run these ads at
scale. If different advertisements have very similar
effects, experimentation has a limited payoff, as a
campaign’s best ads would be not much more effective
than their worst. However, if ad effects do vary, it can
be advantageous for campaigns to spend substantial
sums on experimentation in order to identify meaning-
fully more effective ads. As we show below, under the
levels of heterogeneity we observe in the effects of real
campaign advertisements, campaigns can substantially
increase the returns to their advertising by testing a
small number of ads with randomized experiments that
are inexpensive, at least relative to the overall adver-
tising budget. In the conclusion, we expand on our
argument that this dynamic has subtle but important
implications for both elections and American democ-
racy. Because experimentation allows campaigns to
increase the effectiveness of their advertising spending,
experimentation increases the influence of money in
elections, with benefits that redound principally to the
best-funded campaigns.

As we show, though, these payoffs to campaigns and
broader implications of the rise in campaign experi-
mentation depend on the level of heterogeneity in the
persuasive effects of different advertisements and how
predictable this heterogeneity is in advance. Our
unique data source allows us to shed light on these
questions in unprecedented detail.

RESEARCH DESIGN

Experimental Design

We analyze data from 146 randomized survey experi-
ments conducted by the technology platform Swayable
during the 2018 and 2020 elections. All data in the 2018
studies were collected by Swayable between April
4, 2018 andMarch 15, 2019. All data in the 2020 studies
(both downballot and presidential) were collected
between December 7, 2019 and December 24, 2020.

Each experiment began when a campaign contracted
with Swayable to measure the effectiveness of their
potential advertisements. These clients included candi-
date campaigns, party coordinated campaigns, and
independent expenditure campaigns. Campaigns
informed Swayable of the relevant populations of sub-
jects (the entire US or just select states) and uploaded
multiple video advertisements they wished to test. As
described previously, Swayable’s agreements with cam-
paigns allowed them to share de-identified data from
these experiments with academics for research pur-
poses. We executed an agreement with Swayable that
allowed us to access these de-identified data and pub-
lish whatever conclusions we reached.

Our study is restricted to “candidate persuasion”
videos—that is, videos which aim to increase electoral
support for a particular candidate (always a Democrat)
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and/or reduce electoral support for a particular candi-
date (always a Republican)—and we therefore exclude
any ads which instead aim to persuade viewers about
issues, or purely to increase turnout. We also exclude
treatments which were simply static images, text, or
which did not contain audio. Most of the experiments
are from general elections, although the 2018 data in
particular feature some primary elections.
Importantly, our dataset contains every Swayable

experiment meeting these criteria, and our data avail-
ability is not conditioned on the results of any of the
experiments. This feature of the dataset is important, as
individual experiments conducted by or in collabora-
tion with campaigns are often subject to publication
bias, either because campaigns might not agree to
release null or positive findings (to avoid embarrass-
ment or, alternatively, to avoid sharing successful tac-
tics with the opposition), or because researchers may
not bother to publish null results (Franco, Malhotra,
and Simonovits 2014). Our analysis of Swayable studies
is in a rare category of meta-analysis where we can be
confident we are analyzing the full universe of con-
ducted studies.
Swayable recruited subjects online through their

proprietary acquisition channels. In line with our pre-
analysis plans (described below), we exclude responses
flagged as spammers and as duplicate responses. In a
deviation from the PAPs, we also exclude two further
sets of subjects: “mistargeted” respondents (e.g., the
client sought respondents from a specific state only, but
some out-of-state respondents slipped through) and
“inattentive” subjects as identified by a pre-treatment
attention check. These data quality measures are con-
sistent with the measures used by Swayable in analysis
presented to campaigns.
Once in the survey environment, subjects were asked

pre-treatment demographic questions. The precise set
that were asked differs somewhat from study to study.
When these pre-treatment questions were asked, they
were in a forced-response format, meaning that the
covariate data exhibit no item-nonresponse. Where
available, we include pre-treatment measures of sub-
jects’ age, gender, race/ethnicity, education, party iden-
tification, liberal-conservative ideology, and Trump job
approval. The precise wording of these questions and
their distributions are presented in the Supplementary
Material. For the 2018 studies, these questions were
asked post-treatment, and so we do not include them as
covariates in our analysis.
Subjects were then randomized into treatment con-

ditions or a placebo. The placebo was a public service
announcement video on a non-electoral issue that dif-
fered between studies—for example, smoking or text-
ing while driving.
One complication that arises in these data is that

Swayable’s treatment assignment scheme was some-
what nonstandard. Because they wished to have more
evenly sized treatment arms, in the 2018 data, treat-
ments were cluster-assigned based on the time at which
respondents entered the survey. At the start of each
cluster (lasting 1–4 minutes), the target sample size for
each treatment condition was defined as the ideal

number of responses to that treatment given the cur-
rent sample size. The cluster was then assigned to the
treatment with the fewest responses relative to its
target. To handle this complication, we cluster our
standard errors at the level of these clusters in our
analysis in the 2018 data. In the 2020 data, treatments
were assigned randomly at the individual level, but
using dynamically updating assignment probabilities.
For each respondent, each treatment was sampled in
proportion to the remaining number of responses it
would need before reaching its target. Unfortunately,
these assignment probabilities were not saved, but data
on covariate balance suggest that there is good balance
on both baseline demographic and political covariates,
and better-than-expected balance on time, indicating
that this assignment scheme functioned essentially as
implicitly blocking on time. The consequences of this
procedure for sampling variability are, therefore, likely
trivial.

A second complication is that, in a small number of
cases (four studies in 2018, seven studies in 2020),
Swayable either added or subtracted a treatment at
some point during the experiment, then used an algo-
rithm to dynamically update what fraction of subjects
were assigned to treatments over time. This procedure
generates different probabilities of assignment for dif-
ferent units that are difficult to reconstruct. Our solu-
tion is to simply discard any data collected after the
moment of addition or subtraction of the new treat-
ment (detected as a treatment with no responses col-
lected in the initial or final 10% of the study). This
procedure was not declared in the PAP.

A third complication and limitation of the data arises
from the fact that, in most of the surveys, Swayable did
not keep records of data for people who were assigned a
treatment but did not provide outcome data, so we
cannot directly verify whether the treatments induce
differential attrition, which would be a threat to infer-
ence. There are two versions of this problem: in 2018,
individuals could skip questions (on which we do have
records) or leave the survey (on which we do not); in
2020, individuals could not skip questions but some still
left the survey (on which we have records for some
studies). In short, we find evidence of differential attri-
tion driven by skipping survey questions in the 2018
data, largely driven by the placebo group. In the 2018
data, differential attrition appears modest between
treatment arms, soour estimates using study fixed effects
are plausibly unaffected. In the 2020 data, we see limited
evidence of differential attrition. As detailed in Appen-
dix B.3 of the Supplementary Material, we probe the
problems potentially posed by differential attrition in
four ways. First, we demonstrate balance on covariates
by treatment condition, among those units who com-
plete the survey. These balance checks are presented in
Appendix A.3 of the Supplementary Material. Overall,
we find good covariate balance inboth the 2018and 2020
data. Importantly, this includes good balanceonbaseline
political attitudes, not only demographic attributes. Sec-
ond, for a subset of the surveys in 2020 (N ¼ 22),
Swayable’s engineers were able to reconstruct a dataset
of all subjects who ever started the survey. The average
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rate of post-treatment attrition was approximately 4%,
and in only one of these 22 studies, do we find a statis-
tically significant effect of treatment on survey comple-
tion. Third, we further demonstrate that any effects on
response within these studies do not differ by covariates
—that is, wedonot findevidence that a particular kind of
subject (e.g., Republican subjects) are systematically
moreor less likely todropout in the treatment conditions
versus the placebo condition. Fourth and lastly, in
Appendix B.3 of the Supplementary Material, we pre-
sent an analysis of this subset of studies that compares
our unweighted treatment effect estimates to inverse-
probability-weighted estimates (using the procedure
described in Gerber and Green 2012, chap. 7), finding
virtually no differences in estimated effects. We come
away from these four design checks assured that differ-
ential attrition is not a serious source of error in our
measurement of the persuasive effects of these adver-
tisements. See Appendix B.3 for further discussion.
A final complication is that, for a subset of the studies

(2018 only), certain post-treatment outcome questions
included a “no opinion” response option. Following our
pre-analysis plan, these missing outcomes are simply
excluded from analysis; however, this approach may
induce bias because, unlike the case of overall attrition
(which we found to be independent of treatment),
respondents were significantly more likely to select
“no opinion” when in the placebo group than the treat-
ment group. Our best guess is that this pattern of “no
opinion” response is due to a lack of familiarity with the
candidates among placebo subjects. We do not find
evidence of different rates of “no opinion” responses
between the treatment groups in the same experiment,
nor interactions with demographic covariates. This pat-
tern suggests that dropping “no opinion” answers results
in a constant shift in the estimated treatment effects
within each study, but should not impact our estimate
of the variability of treatment effects within studies. In
Supplementary Figure OA12, we consider a range of
alternative approaches to handle these missing out-
comes—including inverse probability weighting, as well
as fitting meta-regressions with study-level intercepts—
and find that our results remain fairly stable regardless of
the choices made.

Outcome Measures

We focus on two post-treatment outcome measures,
vote choice and favorability, both initially measured on

a 0–10 Likert scale (e.g., “How likely are you to vote for
Donald Trump in the 2020 presidential election?” or
“How favorable do you feel towards Donald
Trump?”).4 We rescale all variables to range from
0 to 100 to aid interpretation. Where a survey contains
multiple vote choice (or favorability) questions, such as
support for the candidate and for their opponent, we
create a vote choice (or favorability) index as weighted
average of these questions.5 Swayable itself uses a pre-
defined primary index, which was the outcome as
specified in the 2018 PAP. In an unregistered robust-
ness check (see Appendix B.2 of the Supplementary
Material), we also dichotomize the vote choice scale,
recoding it so that values of 0–4 are equal to 0, 5 is equal
to 0.5, and 6–10 is equal to 1, allowing us to compute an
estimated effect on vote share.

For each of the three sets of experiments (2018, 2020
downballot, and 2020 presidential), Table 1 shows the
date ranges, total number of subjects, total number of
treatments tested, and what fractions of them measure
vote choice and favorability. Detailed summary tables
for each separate study are available in Dataverse
Appendix Table DA1.

Measuring Advertisement Characteristics

Some of our hypotheses concern how the treatment
effects of ads vary with features of the advertisements
themselves, such as their tone or whether they used
particular persuasive techniques (see the previous
section for review). We measured the characteristics of
advertisements using human coders in two rounds. The
2018 advertisements were tagged by eight undergradu-
ate research assistants, with three independent ratings
per video. The 2020 videos were tagged by 11 different
assistants, with two independent ratings per video. For
each item, we first apply a simple adjustment for rater-
biases, shifting the ratings such that all raters have equal

TABLE 1. Summary of All Three Datasets

First study Last study Total N # Treatments
N per

treatment

Vote
choice
only

Favorability
only

Both
outcomes

2018 2018-04-09 2019-03-15 93,969 137 479 3% 33% 63%
2020 downballot 2019-12-07 2020-12-22 101,782 189 348 27% 5% 67%
2020 presidential 2020-02-13 2020-10-24 302,589 292 717 39% 0% 60%

Note: Full study-level tables are available in Dataverse Appendix DA1.

4 In all cases, the intention of this advertising was to influence vote
choice. Treatment effects were typically larger on measures of can-
didate favorability.
5 If there is only a vote choice question for the Democratic candidate,
this index is simply that question. If there is only a vote choice
question for the opposition candidate, this index simply flips the sign.
If both questions were asked, the index is the average of the two. If
there aremultiple opposition candidates (a very rare occurrence), the
index first averages the opposition candidate items together before
reversing the sign and averaging it with the Democratic candidate.
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mean ratings. We then aggregate across raters by taking
a mean of the multiple ratings for a single item. This
correction was introduced in the 2020 PAP, in a devia-
tion from 2018 PAP. An important feature of the ads is
the election type—for example, Senate versus presiden-
tial election. For any videos where the research assis-
tants disagreed about election type, wemanually labeled
these using the names of the candidates found in the
outcome questions.
Inter-rater reliability varied substantially between

items. Research assistants were highly consistent in their
ratings of the most explicit features such as the race and
gender of the primary messenger (single-rater ICC
> 0:8), but less consistent in their ratings of the most
subjective characteristics, such as how “pushy” the ad
was (single-rater ICC = 0.23). Overall, single-rater reli-
ability was higher in 2020 compared to 2018, although
this is offset by the number of ratings per video. In
Appendix A.4 of the Supplementary Material, we pro-
vide reliability estimates for each individual item and
demonstrate that our findings hold within high-,
medium-, and low-reliability items, suggesting that our
conclusions are not a byproduct of low-reliability items.
So that readers can gain a sense of the distribution of
these features, we report a series of descriptive analyses
(histograms, correlations, and time trends) in Dataverse
Appendix DA2.1.

Analysis Procedures

Our analysis takes place in two steps: first, we estimate
the treatment effects of each ad; and second, we meta-
analyze these estimated treatment effects to make
inferences about the unobserved true treatment effects
of the advertisements.
First, we estimate the effects of each ad with ordinary

least squares regressions of the outcome on indicators
for each treatment and the pre-treatment covariates
mentioned above.We include the covariates in order to
obtain a more precise estimate of the treatment effect
(Gerber and Green 2012, chap. 4). As registered,
regressions in the 2020 data use HC2 robust standard
errors; regressions in the 2018 data use CR2 clustered
standard errors for reasons described above.
Second, we conduct random-effects meta-analyses

using the resulting treatment effect estimates to make
inferences about the distributions of unobserved true
treatment effects of the ads. Importantly, these meta-
analyses all take into account the sampling variability
(i.e., standard errors) associated with the estimated
treatment effects of each ad. They also take into
account the fact that the estimates within a given
experiment are correlated because all treatment groups
were compared to a common placebo condition
(Borenstein et al. 2021, chap. 30).6

We conduct two forms of meta-analysis. First, we
analyze the variation in the treatment effect estimates
to make inferences about howmuch variation there is in
the true treatment effects of each ad; meta-analyses are
able to make such inferences by decomposing variation
in the effect estimates into sampling variability, which is
quantifiable, and variation in the true underlying effects,
which accounts for remaining variation. This analysis
allows us to make conclusions about the extent to which
the true effects of ads vary between ads, even though we
cannot observe the true effects of any of the ads in our
sample. For instance, are all ads similarly effective—
something which might be true even if the estimated
treatment effects vary due to sampling variability? Or,
do the true effects of ads meaningfully vary?

Second, we usemeta-regressions to estimatewhether
certain features of ads are correlated with persuasive-
ness. Individual ads’ treatment effect estimates and
their associated standard errors constitute the observa-
tions in these regressions; the meta-regressions then
test hypotheses about whether ads with certain features
are more persuasive than others, taking into account
the statistical uncertainty associated with our estimates
of the effects of each ad.

We present two basic sets of meta-regression ana-
lyses—those that can be conducted on both the 2018
and 2020 data (such as Positive vs. Negative tone), and
those for which the characteristics were only labeled in
the 2020 data (such as the political party of the mes-
senger). For our 2020 PAP, we pre-registered our
primary tests as these “new” characteristics, plus repli-
cations of any characteristics that were found to be
significant in the 2018 data ðp < 0:05Þ. However, when
presenting 2018 and 2020 results together, we group
our analyses based on whether they were initially
considered to be primary hypotheses in the 2018
PAP, to avoid selecting on the dependent variable.

To test each hypothesis, we run a separate meta-
regression of the persuasion estimates on the relevant
set of advertisement features. We estimate each meta-
regression separately for 2018 downballot races, 2020
downballot races, and 2020 presidential races. We also
estimate meta-regressions for vote choice and favor-
ability separately. All downballot meta-regressions
include indicator variables for race type, with a sepa-
rate category for “Georgia US Senate Runoff.” In a
robustness check reported in Table 2, we study these
same models with the inclusion of election and study
fixed-effects.

We average the meta-regression results across elec-
tion type to obtain an overall estimate for each research
question. In order to assess how the estimates change
across election type, we likewise take the differences in
the meta-regression estimates across election types.

RESULTS

The Distributions of True Persuasive Effects

Figure 1 plots the average treatment effect estimates on
the vertical axis and the days until the election on the

6 In particular, instead of relying only on the ad-level estimates and
standard errors, our meta-analytic estimators at the ad-level use a
block-diagonal variance–covariance matrix, where the blocks are the
(robust) variance–covariance matrices from each study. The use of
this more conservative procedure is a small deviation from the
2018 PAP.
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TABLE 2. Tests for (Residual) Heterogeneity

No moderators Race fixed effects Study fixed effects

Outcome Election μ τ p-value τ p-value τ p-value

Vote choice 2018 2.27 1.42 < 0:001 1.43 < 0:001 1.26 < 0:001
½1:60, 2:94� ½0:90, 1:99� ½0:92, 2:01� ½0:75, 1:82�

Vote choice 2020 downballot 1.18 0.47 0.054 0.42 0.128 0.37 0.247
½0:86, 1:51� ½0:00, 0:85� ½0:00, 0:81� ½0:00, 0:78�

Vote choice 2020 presidential 0.85 0.34 0.001 0.34 0.001 0.33 0.011
½0:69, 1:00� ½0:14, 0:50� ½0:14, 0:50� ½0:10, 0:48�

Favorability 2018 2.62 1.67 < 0:001 1.42 < 0:001 1.07 < 0:001
½2:10, 3:14� ½1:29, 2:11� ½1:04, 1:87� ½0:72, 1:46�

Favorability 2020 downballot 1.42 0.85 < 0:001 0.83 < 0:001 0.74 0.001
½1:07, 1:77� ½0:50, 1:20� ½0:49, 1:18� ½0:38, 1:08�

Favorability 2020 presidential 0.96 0.44 < 0:001 0.44 < 0:001 0.42 < 0:001
½0:79, 1:12� ½0:29, 0:58� ½0:29, 0:58� ½0:26, 0:56�

Note: Each row in the table shows a set of a results for a given outcome in a given electoral context. The μ term shows our estimate and the
associated 95% confidence interval for the average treatment effect of ads on that outcome in that context. The τ term gives our estimate of
the standard deviation of the true treatment effects. The p-value is from a Q-test testing the null hypothesis that the true underlying
treatment effects are homogeneous. The estimates under the Race fixed effects and Study fixed effects headings show estimates
pertaining to the residual standard deviations after accounting for race- or study-fixed effects, respectively. The full models for the
coefficients in this table are available in Dataverse Appendix Tables DA4–DA6.

FIGURE 1. Treatment Effect Estimates by Outcome and Time to Election
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Note: Left: Unpooled treatment effect estimates on vote choice and candidate favorability, arranged chronologically by date of study. Within
each column, each point shows the ATE for a unique treatment, with 95% confidence intervals. Right: Meta-analytic estimate of mean
across all treatments (μ̂), with standard errors. 95% confidence intervals are plotted but are too narrow to be visible. For full model
specifications, see Dataverse Appendix Table DA4.
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horizontal axis on a log scale, faceted by outcome
variable and election type. These plots give a sense of
the raw data. Consistent with Kalla and Broockman
(2018), we find some evidence that the effects generally
decline as the election draws closer; across the three
contexts, we find meaningful decreases in effects on
favorability closer to election day, although this pattern
does not replicate for vote choice (see Supplementary
Table OA1).
Our first goal is to estimate the properties of the

distribution of the true treatment effects of the ads, in
particular its mean (μ) and standard deviation (τ).
Random-effects meta-analysis provides estimates of
both, appropriately accounting for the uncertainty in
the effect estimates. To be abundantly clear, this anal-
ysis estimates the standard deviation of the true treat-
ment effects (what Borenstein et al. 2021, 106, call T),
and does not simply report the observed standard
deviation of the estimated effects.
Table 2 reports the results of this procedure. In

particular, in 2018, the average estimated effect on
immediately measured vote choice of a single ad (μ)
was 2.3 percentage points; in 2020 downballot races, the
estimated effect was halved to 1.2 percentage points. In
the 2020 presidential races, the average estimated
effect was smaller at 0.8 percentage points. Relative
to these point estimates for the average of the treat-
ment effects, the estimates for the standard deviations
of the treatment effects are small but meaningful. In
2018, the estimated standard deviation of the true
treatment effects (τ ) was 1.5 points, but in both the
downballot and presidential races in 2020, the standard
deviations were smaller, at 0.5 and 0.3 percentage
points, respectively.7 These standard deviations are
small in absolute magnitude, as are the effects of the
ads themselves. However, the ratio of these figures, τμ, is
0.51 on average, indicating intuitively that it is com-
monplace for ads to be 51%more or less effective than
the average ad. Such differences are nevertheless
meaningful for campaigns for whom a 50% increase
in effectiveness, multiplied by millions of voters, would
yield a meaningful increase in votes.
Figure 2 overlays the random-effects estimated dis-

tributions of true treatment effects on top of histograms
of the estimated treatment effects of each individual
ad. Effects in 2020 are more tightly clustered around a
lower mean compared with 2018, where effects are
more dispersed around a higher mean.
We conduct several robustness checks on these

findings. First, as reported in Appendix B2 of the
Supplementary Material, the estimates are similar
when we analyze a dichotomized version of the vote
share variable. Second, the rightmost columns of
Table 2 also report that results are similar when
including experiment fixed effects to focus on
within-experiment variation in effects only, indicating

that our conclusions are not driven by variation in
how persuasive ads are across contexts or by differ-
ences in how persuadable different samples of partic-
ipants were in different experiments (since the
samples are constant within individual experiments).
Third, Dataverse Appendix DA4 shows the results of
a simulation indicating our meta-analytic procedure is
able to distinguish between the presence of sampling
variability and true variation in underlying treatment
effects; in particular, in simulated data generated
under the null where the true treatment effects of
ads are identical (but the estimated effects vary due to
sampling variability), our meta-analytic procedure
only yields p-values less than 0.05 on a Q-test for
heterogeneity approximately the expected 5% of
the time.

Do Features of Advertisements Predict Their
Persuasiveness?

Thus far, we have described the variation in the effects
of advertisements, but left to answer is whether one can
predict which ads perform best from features of adver-
tisements that academic theorists and political practi-
tioners emphasize as important. In this section, we
report the results of meta-regressions that assess the
association of ad-level characteristics and the ads’ effec-
tiveness. We stress that these are descriptive contrasts:
the characteristics of these advertisements were not
randomly assigned, nor are the ads guaranteed to be
otherwise similar but for the characteristics included in
each regression.

Figure 3 provides an overview of our results. Each
cell in Figure 3 reports the t-statistic from our meta-
regressions (in Supplementary Figures OA2–OA7, we
show the point estimates and standard errors for these
estimates, but this matrix presentation allows us to
compactly compare across contexts). The two large
columns separate out the results on favorability and
vote choice. Within these two large columns, we show
three smaller columns separating out the results in
2018, the 2020 downballot elections, and the 2020
presidential elections. Each of the rows shows the
hypotheses we tested, grouped by whether the 2018
PAP categorized them as primary or secondary hypoth-
eses, then with a group of new hypotheses in the 2020
PAP below.

The unifying theme of the results is inconsistency.
Across the 39 opportunities, we observe just one case in
which the coefficient estimates across election types
were all statistically significant and had the same sign:
In both the 2020 downballot and 2020 presidential,
“how pushy” the ad was a significant and positive
predictor of effectiveness—but only for the favorability
outcome, not the vote choice outcome. In the remain-
ing 38 opportunities, either the sign or the significance
of the contrast varied across contexts.

Another way of quantifying how weakly these fea-
tures predict effects on vote choice and favorability is to
estimate R2 statistics for each meta-regression. The
tables in Appendix A.4 of the Supplementary Material
present these statistics. When we include all primary

7 As reported in Table 2, Q-tests indicate that we can conclusively
reject the null hypothesis that the true treatment effects are homo-
geneous in five of six cases (p ≤ 0:001), while the p-value is 0.054 is the
sixth case.
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hypotheses in one meta-regression, the adjusted R2

values range between 0.12 and 0.34 for favorability
and between 0 and 0.32 for vote choice. These statistics
indicate that even when features do significantly cor-
relate with treatment effects in a specific electoral
context, they do not explain a meaningful share of the
overall variation in effects.
Dataverse Appendix DA5 provides versions of

Figures 2 and 3 by respondent gender and partisanship,
finding that our results are broadly similar when
restricting the sample to gender and partisan subgroups

(which is reassuring given the slight overrepresentation
of women in the sample, as is common in online con-
venience samples (e.g., Berinsky, Huber, and Lenz
2012, Table 2). In particular, we find that heterogeneity
in ad effects is small but meaningful among all sub-
groups, and correlations with ad features remain incon-
sistent across electoral contexts. That said, we do find
some evidence that average persuasive effects are
somewhat larger for political independents than for
partisans and we find that average effects are similar
for men and for women.

FIGURE 2. Estimated Distribution of ATEs in Each Set of Experiments, after Accounting for
Measurement Noise
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FIGURE 3. t-Statistics for All Pre-Registered Meta-Regressions
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Technique: Positive transfer of association
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Technique: Plain folks

Technique: Negative transfer of association
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Primary focus: Issues

Primary focus: Candidate

Policy facts

New fact (where fact present)

Candidate facts

Specificity: Policy facts

Specificity: Candidate facts

Production value: High

Primary tone: Positive

Primary tone: Contrast

Messenger: Politician

Messenger: Female

Explicit vote for

Emotion: Enthusiasm

Emotion: Anger

Cited fact (where fact present)

Messenger: Republican

Messenger: Healthcare worker

Messenger: Everyday people

Issue: Decency

Issue: COVID−19

Issue: BLM/Race

How pushy

Note: Each row corresponds with one hypothesis and each column corresponds with one dataset. The cells record the t-statistics on the
meta-regressions testing each hypothesis in each dataset, which also maps to the cell colors, which range from purple (most positive
values), to white (zero), to orange (most negative values). Full model specifications are provided in Dataverse Appendix DA2.
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THE RETURNS TO EXPERIMENTATION AND
THE IMPLICATIONS FOR ELECTORAL
POLITICS

Taken together, our results point to two conclusions:
first, the variation in the treatment effects of political
advertisements is small but meaningful. In an absolute
sense, the differences in effectiveness are small, but the
relative differences between these effects are large
enough that campaigns could meaningfully benefit
from running an ad that is a standard deviation more
effective than the average ad. Second, predicting which
of a set of possible ads is the most effective is very
difficult, since “what works” changes with context. In
other words, some ads are better than others, but it is
difficult to predict which ones those are in advance;
campaigns can, however, turn to experiments to help
identify the most effective advertisements.
These conclusions have important implications for

elections and democracy. A subtle but important con-
sequence we explore in this section is that campaign
experimentation has the potential to increase the
impact ofmoney in politics. In particular, in this section,
we show that experimentation is not only a good
investment, but that it also increases the return to
campaign spending because it makes each dollar of a
campaign’s budget go further. In other words, experi-
mentation enhances the importance of financial advan-
tages because it increases the marginal effects of
advertising spending.
We illustrate these implications using three simu-

lations, motivated by the example of a typical US
Senate campaign. Importantly, our simulations
account for the fact that the survey experimental
estimates from Swayable’s studies are likely to over-
estimate the effects of advertisements in the field (due
to differences in ad delivery format, decay over time,
etc.): we anchor our simulations to the estimated cost
per vote of TV campaign advertising of $200 per vote
found in prior work (Sides, Vavreck, and Warshaw
2021) (for further discussion, see Appendix C1 of the
Supplementary Material). We then use the survey
experimental results to estimate the spread of effects
around this mean. The key assumption of this
approach and our simulations is that both the average
effects of ads and the variability of their effects scale
down proportionally from the survey environment to
the field. We discuss this assumption in further detail
in the conclusion.
Our first simulation considers how much money

it would be optimal for campaigns to spend on

experiments given the trade-off they face between
investing money in experimentation to make their
ads more persuasive and simply using that money to
air ads. In this simulation, we consider campaigns
with media budgets ranging from $500,000 to
$5,000,000. At each budget level, we consider how
campaigns should allocate their funds if they believed
ad variability (τμ) were tiny (0.01), of the magnitude
we estimate (0.51), or large (1.01). To do so, the
simulations consider a range of scenarios for the
number of ads campaigns could produce to test and
the number of experimental subjects they could
recruit to their experiments; these two costs together
represent the cost of ad experimentation. To deter-
mine how much money should be invested in ad
experimentation, in each scenario for the number of
ads produced and number of experimental subjects,
we simulate 10,000 potential experiments on ads with
true effects that vary according to the level of ad
variability in the simulation; determine which ads
campaigns would run, based on the estimates they
would reach of each ads’ effectiveness, which are
subject to a degree of sampling error determined by
the sample sizes they use in their experiments in that
simulation; and finally, calculate how many votes
their media campaigns yield given the selected ad’s
true effect, assuming that they spend the remainder of
their media budget running that ad. These simula-
tions also assume the parameters in Table 3. Finally,
for each budget and value of τ

μ, we determine which
parameters (number of ads produced and number of
experimental subjects) together result in the highest
expected vote gain, revealing how much money it
would be optimal for campaigns to spend on exper-
iments for any given budget and degree of ad vari-
ability.

Figure 4a shows how much money it would be opti-
mal to spend on experiments at various campaign
budget sizes and values of τ

μ. First, the line and points
at the bottom of the figure show that, at low levels of ad
variability (τμ), it is optimal for campaigns to spend none
of their money on experimentation. However, if ad
variability is higher, it is optimal for campaigns to spend
a substantial portion of their budgets on experimenta-
tion. For instance, under the specific assumptions gov-
erning these simulations, if ad variability is the size we
estimate in this article, 0.51, campaigns should spend
approximately 10%–13% of their media budgets on
experimentation. If ad variability were even larger,
they should spend even more, approximately 13%–

17%. This analysis shows that ad variability is a crucial

TABLE 3. Table of Values Used in Simulations of Ad-Testing Impact in Figure 4. Values Are Based
on Assumptions about a Typical Competitive US Senate Campaign

Value used in simulations Source

Typical advertising effect $200 per net vote Sides, Vavreck, and Warshaw (2021)
Cost of producing one ad $15,000 Practitioners
Cost of ad testing $2.50 per subject Practitioners
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determinant of how much money campaigns should
invest in experimentation.
A corollary of this simulation is that if campaigns

under-estimate the degree of ad variability—as we
show in Appendix D of the Supplementary Material
that many may without our evidence—and therefore
under-invest in ad experiments, they will win fewer
votes. Appendix C.3 of the Supplementary Material
explores this idea in more detail, showing that if cam-
paigns have mistaken beliefs about ad variability, their
ad campaigns would likely produce fewer votes. This is

particularly true if they under-estimate ad variability
and therefore under-invest in experimentation.

Our second set of simulation results explore the
implications of ad testing for campaigns and elections
by comparing how many votes campaigns would win if
they tested their ads to howmany votes they would win
if they did not test their ads. These results are based in
the same simulations used to construct Figure 4a,
except we now estimate how many votes a campaign’s
media spending would produce under the scenarios
when the campaign (a) spends the optimal amount on

FIGURE 4. The Estimated Returns to Experimentation
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experiments, as determined by the previous simula-
tions, versus (b) if they did not experiment at all. To
form the baseline effect of ad spending without exper-
iments, we again follow Sides, Vavreck, andWarshaw’s
(2021) estimate that ad spending produces votes at $200
per vote.8
Figure 4b shows the results. Unsurprisingly, cam-

paigns with larger budgets (horizontal axis) earn more
votes (vertical axis) from spending those larger bud-
gets. However, the use of experimentation does not
produce a simple “intercept shift” upward that benefits
all campaigns equally. Rather, as shown by the steeper
slope of the top line, campaigns with large budgets are
better-positioned to reap these rewards: in a world with
experimentation, money translates into votes more
quickly.
Finally, Figure 4c shows that the extent of ad vari-

ability (τμ) critically conditions both the overall payoffs
of experimentation and the differential payoffs for well-
financed campaigns. In Figure 4c, the horizontal axis is
ad variability. We place a vertical line at our estimated
value of 0.51 (with a 95% shaded confidence interval).
On the vertical axis, we show that the dollars per vote
campaigns would achieve from their total media budget
assuming they spend the optimal amount of that budget
on experimentation (given the extent of ad variability).
The three lines correspond with campaigns of varying
overall budgets.
We highlight three main takeaways from Figure 4c.

First, part of why experimentation helps wealthier
campaigns is the direct effect that, when experimenta-
tion is available, ad spending is more effective.
Figure 4c shows that, at our estimated level of ad
variability of 0.51, all campaigns win votes more
cheaply than the $200/vote benchmark at which our
simulations assume ads can win votes in the absence of
experimentation (Sides, Vavreck, and Warshaw 2021).
Second, experimentation especially benefits wealthier
campaigns; when ad variability is 0.51, wealthier cam-
paigns win votes around $50 per vote less than small
campaigns. This difference arises because wealthy cam-
paigns are able to invest more in experimentation.
Third, however, the size of the advantage experimen-
tation confers to all campaigns depends on ad variabil-
ity. When ad variability is zero, all ads are just as
persuasive as the average ad, so it does not matter
whether campaigns are able to experiment or not.
However, in the presence of even low levels of ad
variability, campaigns can use experiments to turn
money into votes more efficiently—and this decline in
cost per vote is especially pronounced for better-
financed campaigns.
In summary, scholars have traditionally seen exper-

imentation as a sideshow to the main business of cam-
paigning that can occasionally yield interesting data for

researchers. These findings suggest that experimenta-
tion may have much more significant implications for
campaigns and for democracy than scholars have pre-
viously appreciated. Campaigns now also conduct
social science—and campaigns that invest more in
experimentation may have a much larger impact on
elections. Moreover, elections featuring experiments
may be disproportionately won by the candidates and
organizations who have the resources to act on the
knowledge their experiments provide.

DISCUSSION

In political campaigns, one primary goal of politicians
and the political advertising experts they employ is to
convince people who otherwise would vote for another
candidate to vote for them—they aim to persuade. One
of campaigns’ principal methods for persuasion is paid
television and digital video advertising, but not all ads
are likely to be similarly persuasive. In this article, we
demonstrated small but meaningful variation in the
persuasive effects of advertisements, and argued that
this variation has important implications for campaigns
and democracy given the advent of advertising exper-
imentation by political groups.

We supported this argument with a unique archive of
experiments conducted by campaigns. Importantly, we
had access to the entire universe of conducted studies,
and these studies were conducted using campaigns’ real
ads and tested among real voters in the relevant elec-
toral geographies, during live electoral campaigns.

Because of the unprecedented size of this set of
experiments, we can describe the distribution of ads’
persuasive effects with uncommon precision.We found
that the ratio of ads’ average effects to the standard
deviation of these effects was approximately 0.51,
meaning intuitively that it is commonplace for ads to
be 51% better than the average ad. Despite the small
effects of most ads, our simulations imply serious gains
to be had from picking more effective ads when they
are shown to millions of people.

However, we also found that it is difficult to predict
this variation from observable features of the ads, even
when relying on influential theories of advertising
effectiveness to guide our expectations. We engaged
large teams of research assistants to code the ads on
theoretically important dimensions like messenger,
message, tone, ask, and production value. Our investi-
gation shows that sometimes these features do seem to
be associated with higher effects, but that these associ-
ations are inconsistent across contexts. In other words,
we were unable to find evidence for general principles
about what makes a political ad persuasive in context—
what is effective one election year might not be effec-
tive the next. There may be no “shortcuts” that allow
campaigns to understand which ads will be most per-
suasive, absent experiments to offer these insights.

These results resonate with findings in other social
scientific domains. Milkman et al. (2022) consider the
effectiveness of 22 messages to promote flu vaccination
and find all positive effects that range from 1 to

8 When calculating the implications of running experiments, as noted
earlier and considered in further detail later, we also again assume
that treatment effects of each ad measured in ad experiments scale
down proportionally from the survey environment to the field. We
assume true τ

μ ¼ 0:51.
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3 percentage points. O’Keefe andHoeken (2021)meta-
analyze 30 meta-analyses of message variations from
which they conclude “the effect of a given design choice
varies considerably from one application to another.”
Berman and Van den Bulte (2021) consider 4,964
experiments on website design and find that the aver-
age effect size is −0:001 standard units, with a standard
deviation of 0.043 units. These three articles have in
common with ours that they examine a large pool of
treatment effect estimates; they find that effects vary by
small but meaningful amounts; and they find that pre-
dicting which effects are larger and smaller ex ante is
difficult.
Our article represents one of the first systematic

studies of the payoffs of experimentation for cam-
paigns, and accordingly has several limitations that
should prompt future research on this topic. First,
although we applied a correction to map the overall
magnitude of our survey-based estimates to a field
context (see Appendix C.1 of the Supplementary
Material), our results depend on the assumption that
the dispersion in advertising we observed in a survey
context would also be reflected in real-world persua-
sion. If the survey experimental estimates are biased
due to differential attrition, sample nonrepresenta-
tiveness, or experimental demand effects, our esti-
mates of the distribution of effects could be
incorrect. We have argued why we think these poten-
tial sources of bias do not undermine our conclusions,
thoughwe underscore that this is an important area for
future research.
A second and related assumption of our theoretical

analysis is that the effects of ads measured in surveys
before an election proportionally “scale down” to their
effects on election-day vote choice. Campaigns conduct
survey-based ad testing based on this assumption, but
this assumption has never been tested to the best of our
knowledge, and is very difficult to test because doing so
would require estimating the effects of a large number
of different ads in the field.9 For instance, there may be
differences between in-survey estimates and in-field
estimates such as the presence of demand effects or
the composition of samples that lead effects of different
advertisements to not scale down proportionally across
modes. Reassuringly, evidence from O’Keefe (2021)
suggests that which messages most effectively persuade
in surveys is highly predictive of which messages are
most effective on behavioral outcomes; Coppock and
Green (2015) similarly find strong correspondence
between lab and field results. However, these questions
too merit further investigation in future studies of
survey- and field-study correspondence.

Third, although we tested a number of influential
ideas about persuasive approaches, we cannot rule out
the possibility that other features of advertisements we
did not test might predict which ads persuade better or
more consistently.

Fourth, because we necessarily restrict our analysis
to ads that were produced, we end up conditioning on a
variable (production) that is causally downstream from
what we are trying to study (theories of persuasion).
Since our goal was to ascertain if ad features could
predict ad persuasiveness among the observed set of
ads, not estimate the causal effects of those features,
this limitation does not invalidate the foregoing analy-
sis. Future investigations of the causal factors that
determine ad persuasiveness should follow the lead of
Blumenau and Lauderdale (2024) and explicitly ran-
domize each feature separately, though this task is
obviously quite daunting.

Fifth, our conclusions about the value of randomized
experimentation for choosing more persuasive ads
depend critically on an assumption that results from
an experiment at least generalize within a given elec-
tion. Some partial evidence in favor of this assumption
comes from Coppock, Hill, and Vavreck (2020), who
find similar treatment effects of seven different ads,
each measured at multiple points in the election cycle.
In Dataverse Appendix DA.3, we also provide an
extensive reanalysis of data from several recent articles
that tested the effects of policy ads and then retested
the ads after 6 months. Our reanalysis shows that ads
that performed better in the first test also tended to
perform better in the second. These reassuring findings
notwithstanding, future work should consider the
extent of within-cycle generalizability, as it is a crucial
parameter underpinning the logic of experimentation
for campaigns.

Sixth, as with all studies, our conclusions may be
limited to the time and place where our studies were
conducted: with Democratic or left-leaning ads, using
video, testing in online-based survey experiments, in
the years 2018 and 2020, and in competitive US elec-
tions. Indeed, one of our article’s primary contentions is
that conclusions about persuasion are likely to differ
across contexts.With respect to time, some data suggest
that the dynamics of campaign advertising have not
changed dramatically: in particular, Sides, Vavreck,
and Warshaw (2021, Appendix I) find that TV ad
effects have not declined in recent election cycles.
Moreover, Green and Platzman (2022) find that rates
of partisan change were similar during the Trump
administration as during previous eras. Nevertheless,
the only way to be sure our study’s findings replicate
over time, context, and treatment medium is for future
research to conduct such replications, and we welcome
such efforts.

Seventh, campaigns may also qualitatively learn
from experiments, leading them to change how they
produce future advertisements or even to alter their
organizational structure to better take advantage of
experiments’ insights. Consistent with such a phenom-
enon, in another context, Koning, Hasan, and Chatterji
(2022) find evidence that businesses which experiment

9 To see how this assumption might fail, consider the case of decay in
effects: some ads might be more effective initially, but others might
have effects that last longer. In principle, campaigns might be better
off running ads that perform more poorly in in-survey tests with
immediately measured outcomes but have greater staying power.
Unfortunately, there is fairly little evidence in political science or
more generally about heterogeneity in decay across treatments (for
one exception, see Coppock 2023, chap. 6), and our research under-
scores this as an important area for research.

Luke Hewitt et al.

2036

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

00
03

05
54

23
00

13
87

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0003055423001387


on their products performbetter, in part because exper-
iments lead to broader organizational learning. Future
research should therefore replicate our research as
campaigns’ experimentation practices change, and
qualitatively investigate how experiments are inte-
grated into and influence campaign practice.
With respect to place, US elections are distinctive in

many ways, especially owing to the large amount of
money spent in US elections.10 US electoral districts
are also larger than electoral districts in many other
countries. Such differences could alter our conclusions
with respect to a number of points, such as whether it is
optimal for campaigns to spend a meaningful share of
their budgets on experimentation, or to what extent ad
effects vary between ads. More generally, the fact that
Americans are more “Western, Educated, Industrial-
ized, Rich, and Democratic” or “WEIRD” (Henrich,
Heine, and Norenzayan 2010) offers many reasons why
our results may vary elsewhere. Our article provides a
framework for investigating questions related to the
impacts and payoffs of experimentation that neverthe-
less may prove helpful in other contexts.
In addition, as elaborated above, we have incomplete

data on differential attrition across studies, although in
the subset of studies where we have these data we do
not find evidence of asymmetric attrition due to survey
drop-out.
Finally, our analysis focused on the implications of

experimentation for elections and campaigns, but it is
possible that politicians might also learn how to
“explain” their positions from randomized experiments
(Fenno 1978; Grose, Malhotra, and Van Houweling
2015), suggesting that future research could investigate
possible representational consequences of such exper-
imentation.
What are the broader implications of our results for

campaigns and for democracy? Seen in one light, these
results seem to suggest that randomized experiments
have not made good on their purported ability to
discover “what works.” Our interpretation is different.
The results of the unique archive of randomized exper-
iments we analyze indicate that “what works” to per-
suade voters changes over time and across contexts.
This dynamic suggests that within-election-cycle exper-
imentation may be campaigns’ best chance of deter-
mining which of their ads are most persuasive. Our
analysis shows that the returns to such experimentation
for campaignsmay be quite substantial. This conclusion
has a troubling implication for democracy: the rise of
campaign experimentation (Issenberg 2012) suggests
that campaigns may increasingly have success at find-
ings ads that persuade, but the benefits of this technol-
ogy accrue principally to the campaigns with the
financial resources to deploy the ads they select at the
greatest scale.

SUPPLEMENTARY MATERIAL
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