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REDUCTION OF EXPONENTIAL RANK 
IN DIRECT LIMITS OF C*-ALGEBRAS 

N. CHRISTOPHER PHILLIPS 

ABSTRACT. We prove the following result. Let A be a direct limit of direct sums of 
C*-algebras of the form C(X) ® Mn, with the spaces X being compact metric. Suppose 
that there is a finite upper bound on the dimensions of the spaces involved, and suppose 
that A is simple. Then the C* exponential rank of A is at most 1 +£, that is, every element 
of the identity component of the unitary group of A is a limit of exponentials. This is 
true regardless of whether the real rank of A is 0 or 1. 

Introduction. In [22], we showed that the exponential rank cer(A) of a C*-algebra 
A can be arbitrarily large, that is, that for any n there is a unital C*-algebra A and a unitary 
u G A which is a product of some number of exponentials but not of n or fewer. The al­
gebras in [22], however, are not simple, and it remains unknown whether the exponential 
rank of a simple C*-algebra can be large. Indeed, no simple C*-algebra A is known to 
satisfy cer(A) > 1 +e. (The condition cer(A) < 1 +e means that the exponential unitaries 
are dense in the identity component of the unitary group. See [20].) 

It is known that if #3 is the closed unit ball in [RL3, then cer((Z?3) 0 Mn) > 2 for 
any n. One might therefore hope to find at least a simple C*-algebra A with cer(A) > 2 
among the algebras obtained as direct limits of direct sums of algebras of the form C(X)<g> 
Mn. However, we show in this paper that if the dimensions of the spaces involved are 
bounded, then the exponential rank is in fact at most 1 +£. Specifically, our main theorem 
(Theorem 6.1) states that if A is a separable simple unital C*-algebra, obtained as a direct 
limit lim A/, where each A/ has the form © ^ C(X[t) 0 Mn^t), and if sup, t dim(X/r) < 00, 
then cer(A) < 1 +e. This result parallels results of [8], where it is shown that such algebras 
have stable rank 1, and of [3] and [4], where it is shown that such algebras often have 
real rank 0. Our result, however, applies to direct limits of this sort even if they have real 
rank 1, which is the value that direct arguments (based on [1]) suggest. We thus obtain a 
large class of simple C*-algebras A which do not have real rank 0 but nevertheless have 
exponential rank at most 1 + e. 

Our proof is based on the methods of Gong and Lin [11], where two results on simple 
algebras of the form A = lim C{X) ® Mn{i) are proved. In the first case, Theorem 1.3 of 
[ 11 ], X is arbitrary, but the maps of the system must have the special form studied in [ 12], 
and A must have real rank 0. In the second case, Theorem 3.3 of [11], X must be a finite 
complex, and again A must have real rank 0. It has since been proved by Lin [16] that 
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any C*-algebra A with real rank 0 satisfies cer(A) < 1 + e. We generalize Theorem 3.3 
of [11] in a different direction. We omit the assumptions that there is only one space at 
each level, that the space is the same at each level, and, most importantly, that the real 
rank is 0. 

The assumption of real rank 0 was used in three places in [11], all contained in the 
proof of Theorem 2.6 there: bounding exponential length in terms of exponential rank, 
splitting off parts of a unitary which are exponentials, and approximating an arbitrary 
self adjoint element by a direct summand in one with finite spectrum. We must employ a 
different device to get along without real rank 0 in each of these three places. Unfortu­
nately, two of these devices must be used together in order to make things work, resulting 
in the very long and technical proof of Lemma 5.3. 

This paper is organized as follows. In Section 1, we give some definitions, establish 
some notation, and give some results that are proved or almost proved elsewhere. We 
refer to the algebras we consider as having "no dimension growth", in analogy to the 
condition of "slow dimension growth" in [4]. In Section 2 we prove several general 
estimates and other results that will be needed. The third section is devoted to the study 
of determinants in algebras of the form ©J=1 C{Xt) ® MnW. In the case of real rank 1, 
unlike the case of real rank 0, the possibility of nontrivial determinants causes major 
technical difficulties. In Section 4 we prove some lemmas on projections and unitaries 
in the algebras we consider. Section 5, much the longest section, is the technical heart 
of our argument; in it we show how to split off from a unitary a large portion which is 
an exponential, while keeping the determinant under control. In Section 6 we then put 
together all the pieces and prove our main theorem. We also state various open problems. 
Finally, in Section 7 we discuss other related invariants: Banach exponential rank, C* 
exponential length, and C* projective length. We prove that, if A is a simple C*-algebra of 
the sort considered in our main theorem, and K\(A) ^ 0, then A has Banach exponential 
rank 2. 

I am grateful to Huaxin Lin for sending me a preprint of [ 11 ] ; the original inspiration 
for this paper was the proof of Theorem 2.6 of [ 11 ]. I am also grateful to Marius Dâdàrlat 
for useful discussions, and to Huaxin Lin, Man-Duen Choi, and the referee for help with 
references and other useful suggestions concerning the exposition. 

1. Preliminaries. For ease of terminology, we make the following definition to de­
scribe the class of algebras we consider. The term "no dimension growth" is derived from 
the term "slow dimension growth" used in [4]. 

DEFINITION 1.1. We say that a unital C*-algebra A has no dimension growth if it is 
infinite dimensional and can be written as 

s(i) 

A = Mm Ai with A/ = 0 C(Xit) <g) Mn(Uh 
~* t=\ 

where the Xit are compact metric spaces such that sup; r dim(X/,) < oo. Dimension is 
taken to be any of the three usual dimensions; they are the same on compact metric 
spaces by Theorem 1.7.7 of [10]. 
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The effect of requiring the Xit to be metric is to ensure that A is separable. We include 
metrizability in our definition in order to avoid some technicalities later. Similarly, we 
require A to be unital to avoid technicalities. The condition that A be infinite dimensional 
is included to exclude Mn from the collection of simple C*-algebras with no dimension 
growth. We do this to avoid specifically excluding Mn from various lemmas; of course, 
the main result of this paper is trivially true for Mn. 

REMARK 1.2. In Definition 1.1 we may assume without loss of generality that all 
maps in the direct system are unital injective. 

To make them unital, we note that the unit of A must be in some A/, and we delete the 
terms before A/. To make them injective, we replace each C(Xit) 0 Mn^t) by its image in 
A. This change either eliminates the algebra, or replaces Xit by a closed subspace Yit. In 
the second case, we have dim(T;f) < dim(X^) by Theorem 1.1.2 of [10]. 

We now fix some notation for C*-algebras with no dimension growth, which will be 
used throughout this paper. 

NOTATION 1.3. Let A have no dimension growth. We choose a representation 

s(i) 

A = limA; with At = 0 C(Xit) <g) Mn{uh 
~^ t=\ 

as in Definition 1.1, where the maps A/ —• A;+i are unital and injective as in Remark 1.2. 
The s(i) and n(i, t) are all positive integers. We let Xt be the primitive ideal space of A/, 

s(i) 

t=\ 

If a E A/, then we also regard a as an element of Ay for j > i. In particular, expressions 
such as a(x) for x E Xj, and a\xjt E C(Xjt) 0 Mn(jj), will be given the obvious meanings. 
We similarly give the obvious meaning to rank(p(;t)), where/? E A/ is a projection and 
x E Xj for some j > i. 

We also let 
d = sup sup dim(X;r) < oo, 

i \<t<s(i) 

and we let m be the least positive integer satisfying m2 — 1 > d. 

We finish this section with two lemmas on C(X)(g)Afn. The first is a slight reformulation 
of Proposition 3.2 of [8], which we state here for convenience. We refer to [8] for the 
proof. 

LEMMA 1.4. Let X be a compact metric space of dimension at most d, let {Ua}aei 
be an open cover ofX, and for each a let pa\ Ua —> Mn be a continuous projection 
valued map such that rank(pa(x)) > k + (d — I)/2 for all x E Ua. Then there exists a 
continuous projection valued map p:X —> Mn such that rank(/?(;t)) > k and p(x)Cn C 
spm\{pa(x)Cn : x E Ua}forallx E X. 

LEMMA 1.5. Let X be a compact metric space of dimension at most d, let m E N 
satisfy m2 — 1 > d, let p E C(X) (g) Mn be a projection, and let u E p[C(X) 0 Mn]p be 
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unitary. Then for every e > 0 there is a unitary v G p[C(X)®Mn]p such that \\u — v\\ <e 
and, for every x G X, the (nonzero) eigenvalues ofv(x) have multiplicity at most m — 1. 

In this sort of context, we will usually regard v as an element of p[C(X) <g>Mn]p rather 
than C(X) ® Mn, so that we omit 0 from the eigenvalues of v(x). 

PROOF OF LEMMA 1.5. Using Theorem 1.13.5 of [10], write X = limX;, where the 
Xi are compact polyhedrons (finite simplicial complexes) of dimension at most d. Then 
C(X) 0 Mn = limC(Z/) 0 Mn. Therefore there is /, a projection /?0 G C(X/) (g) M„, and 
unitaries z G C(X) (8) Mn and w0 G /?o[C(Xj) <8> ^]/>o such that, with <£>: C(X/) (8) M„ —> 
C(X)<g)Mn being the canonical map, we have z^pipo)z* = /? and ||z< (̂«o)£* — «|| < e/2. If 
v G /?o[C(X/)(8)M„]/?o n a s n o eigenvalues of multiplicity at least m at any point of X/, then 
Z(f(v)z* has no such eigenvalues at any point of X. Therefore it suffices to approximate 
v on Xi. 

We carry out the approximation first on the 0-skeleton, then on the 1-skeleton, etc., fin­
ishing with the d-skeleton, using the method of proof of Lemma 2.5 of [20]. In 
place of the retraction given there, we use the map a >—> a(a*a)~1/2, which for any 
closed Y C Xi defines a retraction from a neighborhood of the unitary group U of 
(PO\Y)[C(Y) (g) Mn](po|y) onto U. The method of proof of Lemma 2.5 of [20] now re­
duces us to the problem of carrying out the required approximation on a single ./-cell B 
without changing the value on the boundary, given that it has already been done on the 
boundary. 

Since ay-cell is contractible, po is trivial over B. Therefore we can work with C(B) 0 
M*, where k — rank(/?o|fl), rather than with (po\B)[C(B)®Mn](po\B). Furthermore, there is 
a continuous function £: B —> Sl, where S1 is the unit circle, such that det(C(x)uo(x)) = 1 
for x G B. It is equivalent to perturb ÇwoU» and so we may assume det(woW) = 1 for all 
x G #. The proof can now be finished as in Step 3 of the proof of Theorem 3.3 in [22]. • 

2. Some general lemmas. In this section we collect three results on general C*-
algebras and one result on Mn which we use at various places in later sections. Two 
of these are explicit forms of standard continuity results, and another (Lemma 2.3) is a 
simpler and more explicit version for Mn of Lemma 2.1 of [ 11 ]. Having explicit estimates 
helps keep down the level of complication of several already messy proofs in Sections 5 
and 6. The last result shows that any selfadjoint element can be obtained by cutting 
down a selfadjoint element with finite spectrum in a matrix algebra in a suitable way. 
It substitutes for the condition of real rank 0 at one point in the proof of the main result, 
but it works over an arbitrary C*-algebra. 

LEMMA 2.1. Let A be a unital C -algebra, and let a,b G A satisfy \\a\\, \\b\\ < M. 
Then || exp(o) - exp(fc)|| < e^Wa - b\\. 

PROOF. Following the proof of Lemma 2 of [7], we have 

\\an - bn\\ < É \Hk~l \\a - b\\ \\b\\n-k < nMn-x. 
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Therefore 

|| exp(a) - exp(Z?)|| < £ -\\an - bn\\ < £ T ^ T T M " " 1 = ë 
1 °° 1 

LEMMA 2.2. Let A be a unital C* -algebra, let u £ A be unitary, and let ||w — a\ < 1. 
Then v — a(a*a)~l>2 is a unitary satisfying \\u — v\\ < 2\\u — a\\. 

PROOF. See Lemma 3 of [7] and its proof. • 

LEMMA 2.3 (Compare [11], Lemma 2.1). Let u G Mn be unitary, let / j , . . .,Ik be 
disjoint arcs in S] of length at most s < 1/2, let Ay G Ij, and let p\,... ,pu G Mn be 
projections such that each pjCn is contained in the linear span of the eigenvectors of u 
with eigenvalues in Ij. Letp = 1 —YljPj- Then v = pup(pu*pup)~x '2+ T,j \Pj is a unitary 
such that ||u — v\\ < Ae. (The functional calculus is done inpMnp.) 

PROOF. Let qj be the projection onto the linear span of the eigenvectors of u with 
eigenvalues in Ij, and let q — 1 — E/ qj- Then each qj commutes with u and pj < qj. Set 
ej = qj — pj. Then p = q + T,j e}. For / ^ j we have 

(eiuej)(e[Uejf — eiuejU*e[ < etuqjU*ei — 0, 

whence etuej = 0. Also etuq — 0 for all /. Therefore 

pup = quq + ^ ejuej. 
j 

If we let a — pup + Ey XjPj, it follows that 

llM - a\\ = u2(°juaj - ejuej - XJPJ) 
j 

= sup \\qjUqj-ejuej-XjPj\\ 
j 

< sup(||^M<7; - XjPj\\ + Vjiqjuqj - A^-)^||) < 2e. 
j 

Therefore a(a*a)~1/2 is a unitary satisfying \\a(a*a)~1/2 — u\\ < At by Lemma 2.2, and 
it is easily checked that a(a*aYxl2 — v. m 

The following lemma is similar to results independently obtained by others; see for 
example Lemma 8(i) of [17]. 

LEMMA 2.4. Let A be a unital C*-algebra, let a G A be self adjoint with spectrum 
contained in the interval [a, /3], and let n G N. Let b G Mn+\(A) be the diagonal matrix 

b = diag(a,a + (f3 - a)/n,a + 2( /3 - a)/n,...,/3), 

and let 
ao = diag(<2,0,... ,0). 
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Then there exist a projection p and a unitary u in Mn+\(A) such that upu* = 
diag(l,0,...,0), \\pb-hp\\ < (/? - a) /(2n), and upbpu* = a0. 

PROOF. An obvious transformation enables us to assume a = 0 and (3 = 1. Then 

fc = diag(0,l /n,2/w,. . . , l ) , 

and we want to have \\pb — bp\\ < \ /(In). We further note that it suffices to find p and 
u in Mw+i(C*(û,l)).Thus, we can assume A — C(T), where T is some closed subset of 
[0,1], and where a(t) = t for t G T. 

For r e [((.- \)/n,l/n]r\T,\et\ = n(t-(l- l ) /n), which is in [0,1], and define 

/° 

Pit) 

°\ 

1 A jX(l-X) 
x/A(l-A) A 

\ 0 0 / 

where the nonzero entries are in the (ij) positions for i,j £ {£, 1+1}. It is easily checked 
that p is a continuous projection-valued function from T to Mn+\. Furthermore, compu­
tations show that 

1 -A 
V A ( l - A ) 

VA( l -A) 
A 

( £ - l ) / n 0 A ( 1 -A v/ACl-A)' 
0 i/n) [y/X(l-X) A 

( £ - l + A ) f 1 -A 
V A ( l - A ) 

VA(l-A)^ 

and 

1 -A 
^ A ( l - A ) 

V A ( l - A ) 
A 

- D / « 0 A 
0 tjn) 

1-A ((t-D/n 0 W 
^ 0 e/n) ^ V A ( l - A ) 

VA(l-A)^ 

= i f o y/x(i-xy 
n[y/X(l-X) 0 

The first of these shows that p(t)b(t)p(t) — tp(t), and the second shows that 

\\p(t)b(t)-b(t)p{t)\\<- sup V ^ l - A ) 
Ae[0,i] 2n 

Since p(f) is a continuously varying rank 1 projection, it is easy to choose a continu­
ously varying unitary u(t) such that u(t)p(t)u{t)* = diag( 1,0,..., 0), and this unitary also 
satisfies upbpu* — ao- • 
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3. Determinants. For a unital C*-algebra A, let U(A) be its unitary group and let 
UQ(A) be the connected component of (7(A) containing the identity. The C* exponential 
length [28] eel (A) of A is in effect the rectifiable (path length) diameter of Uo(A), while 
the C* exponential rank cer(A) is (roughly) the smallest n such that every element of 
Uo(A) is a product of n exponentials. (See [20] for details.) One has cer(A) < £ cel(A) 
[28]; on the other hand, cer(C([0,1])) = 1 while cel(C([0, l])) = oo. The discrepancy 
is due to presence of unitaries with nontrivial determinant. 

If A has real rank 0, then it is easy to see that cel(A) < IT cer(A), and this fact plays a key 
role in the proof of Theorem 2.6 of [11]. (It gives a finite bound on sup{cel(/?A/j>) : p G A 
is a projection} for the algebras A considered in [11].) In our case, however, if A has real 
rank 1, then cel(A) = oo. (See Theorem 7.5.) In order to control lengths of paths, we 
must keep track of determinants in the proof of our main lemma. This section develops 
the machinery needed to do that, and to obtain the benefits of having done so. 

DEFINITION 3.1. Let X be a compact space, let B = C(X) ® Mn, and let p G B be a 
projection with constant rank k. For u G UipBp) let det(w) be the function from X to Sl 

whose value at x is det(w(jt)), evaluated in p(x)Mnp(x) = Mk. Define 

D(u) = inf j||tf|| : a G pBp is selfadjoint and det(w exp(z'a)) = l} . 

(Take D(u) = oo if no such a exists.) We denote these quantities by detB(u) and DB(u) if 
the algebra B is ambiguous. 

If B is an arbitrary finite direct sum of algebras of the form above, and p does not 
necessarily have constant rank, we write B = ©*=1 C(Xt) (g) M„(f) in such a way that 
p — (p\,... ,ps) and each pt has constant rank. (We can always replace a space X by some 
closed and open subsets whose disjoint union is X and on which/? has constant rank.) If 
u = (u\,..., us) G pBp, we define det(w) = (det(wi),..., det(^)) and D(u) — sup, D(ut). 
Clearly det(w) and D(u) do not depend on how the spaces are subdivided. 

LEMMA 3.2. Let a \—> u(a) be a continuous unitary path in Mn. Then the path 
lengths E(u) and £(det ou) satisfy £(det ou) < nt{u). 

PROOF. It suffices to show that the determinant, regarded as a function on the unitary 
group, has a derivative of norm at most n. We need only compute the derivative at 1. The 
tangent space at 1 is /(M„)sa. So let h G (M„)sa; choosing an appropriate orthonormal 
basis, we may assume h = diag(Ài,..., Xn). Let aj G Mn agree with ih in the 7-th row 
and with the identity elsewhere. Regarding det as a multilinear function of its rows, we 
then get 

|Ddet(l)(iVi)| - | £de t (^ ) | < £ |A;| < n\\ih\\, 
' 7=1 7=1 

that is, ||Ddet(l)|| < n as desired. 

LEMMA 3.3. Let B andp be as in the second paragraph of Definition 3.1. 
(1) D(u) is equal to the infimum of the lengths of paths a \—> ua in U(pBp) with 

UQ — u and det(wj) = 1. 
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(2) Ifrankyp(x)) is a constant k, then 

D(u) — inf{&-111 r/11 : 77: X —> Ris continuous with exp(/r/) = det(w)}. 

(3) Ifu G UoipBp) then D(u) < 00. 
(4) Let C = ©J"=1 C(Yt)<g)Mm(t) andletLp'.B —> Cbea homomorphism. Ifétisiu) = 1 

then detc (<£(«)) = 1-
(5) Let (f.B —y C be as in (4). Then for any u G U(pBp), we have DUp{u)j < D(u). 

PROOF. (1) We may clearly reduce to the case in which B and p are as in the first 
paragraph of Definition 3.1. For one inequality, let det(w exp(/a)) = 1. Then a \-^ ua = 
u exp(iaa) is a path of length ||<z|| from UQ = u to u\ which satisfies det(wi) = 1. For the 
other inequality, let a «—> ua be a path as in (1). Let 77: [0,1] x X ^ R be a continuous 
function such that det(wa(jc)) = exp(/r/(a, x)) and 77(1, x) = 0 for all x. For each fixed JC, » 
let £x be the length of the path a H-> ua(x) in p(x)Mnp(x) = Mk. Then, using the previous 
lemma, 

Ir/(0,JC)I < £(exp(/7/(-,Jc))) < Ux < M(u). 

Therefore a(x) = — k~lrj(0yx)p(x) is a selfadjoint element of pBp with ||a|| < t(u) and 
det(« exp(/a)) = 1. This proves (1). 

(2) Ifdet(wexp(/a)) = 1 then7/(x) = — tr(a(jc)) satisfies exp(iry) = det(exp(/a)) = 
det(w), and |T/(JC)| < /:||(3(JC)|| . This shows that D(u) is greater than or equal to the infimum 
in (2). The reverse inequality is obtained by observing that if exp(/r/) = det(w), then 
a — —k~xr\ • 1 satisfies \a\ — k~x\\rj\\ and det(wexp(/a)) = 1. 

(3) If u G UoipBp) then by [28], Proposition 2.11, there is a path of finite length in 
U(pBp) connecting u top, the identity of pBp. Since det(p) = 1, the result follows from 

(1). 
(4) The condition detc(^(w)) = 1 can be checked at each point of II Yt separately. 

Thus, it suffices to verify it for the composition of (p with each point evaluation. This 
reduces us to the case C = Mm. 

The kernel of y? has the form ©J^{ Co(Ut)®Mn(t) for open subsets Ut C Xt. Hence it is 
clear that the image û of u in Bj Ker(c^) satisfies det(w) = 1. (Of course, this determinant 
is relative to the subalgebrap[#/ Ker( (/?)]/?, where p is the image of p.) We may therefore 
replace B by Bj Ker(c^). But now B is finite dimensional, hence a direct sum of matrix 
algebras. Further replacing B by pBp and C by y>(p)Cip(p), we reduce to the case in which 
(p is a unital homomorphism from ©J=1 Mn(t) to Mm. 

In this situation, we have u = (u\,..., us) with det(w,) = 1 for each /, using the usual 
determinant. Furthermore, <p(u) is unitarily equivalent to a direct sum of the ut, with 
various multiplicities, and so also has determinant 1. This proves (4). 

(5) This follows from (1) and (4), since a homomorphism cannot increase the lengths 
of paths. • 

Recall from [28] that for a C*-algebra A and u G Uo(A), the C*-exponential length 
cel(w) to equal to the infimum of the lengths of paths in U(A) from u to 1. 
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LEMMA 3.4. For each integer d > 0, there is an integer K(d) with the following 

property. Let X be a compact metric space of dimension at most d, let B = C(X) (g) Mn, 

let p G B be a projection with constant rank k > K(d), and let u G UoipBp). Then 

cel(w) < D(u) + Ô7T. (Both cel(w) and D(u) are taken in pBp.) 

PROOF. Theorem 4.5 of [22] states that there is for each e > 0 a number Moid, e) 

such that whenever k > Moid, s), E is a /c-dimensional hermitian vector bundle over a 

compact metric space X of dimension at most d, and u G UQ\Y(L(E))\ the there are 

selfadjoint/zi,/i2,/i3 G r (L(F) ) such that \\u — exp(//ii)exp(//z2)exp(//z3)|| < e. Here 

L(E) is the bundle with fiber L(E)X = L(EX), the endomorphisms of the fiber Ex, and 

r{L(E)) is the C*-algebra of sections of E. (If Ex = p(x)Cn, then r(L(E)) = p5p.) We 

choose K(d) to be the number Mo(d, 1) used in the proof of this theorem. 

If E is such a bundle, let SU(F) denote the bundle whose fiber SU(£)^ is 

[u G U{L{EX)) : det(w) = l } , and let r 0 (SU(F)) denote the set of homotopically 

trivial sections of SU(£). Note that r 0 (SU(£) ) C Uo{r(L(E))^j n r (SU(£ ) ) , but it is 

not clear that we have equality here. An examination of the proof of Theorem 4.5 of [22] 

shows that if dim(£) > K(d)mdu G ro (SU(F)), then the selfadjoint elements h\,h2,h 

actually constructed there (satisfying \\u — exp(//zi)exp(//ï2)exp(//i3)|| < 1) in addition 

satisfy 

(*) ||Ai|| < 2 T T and \\h2, ||, \\h3\\ < TT. 

(One must go back to the proof of Theorem 3.3 of [22] for all three of these, and 

further back to the proof of Corollary 5 of [21] to see that in the approximation 

\\a © a* — exp(//i)|| < e, we may take \\h\\ <ir.) We can then write 

u — exp(//ïi)exp(//î2)exp(//*3)exp(//î4) 

with 

(**) ||//i4|| < 2arcs in( l /2) < 7T. 

Now let p G B = C(X) (g) Mn have rank k > K(d), assume dim(X) < d, and let 

v G UoipBp). Let £ > 0. By definition there is self adjoint a G pBp with 

(***) ||<z|| < D(u) + e 

and det(vexp(/a)) = 1. We obviously still have vtxp(ia) G UoipBp), so there is a con­

tinuous path t\—> wt in UoipBp) with wo — 1 and w\ = vexp(ia). Choose a continuous 

function 77: [0,1] x X —> R such that det(wr(jc)) = exp(/ry(r, JC)) and 7/(0,x) = 0 for all x. 

Since det(wj(x)) = 1 for all x, we have 77(1,-*) £ 2rrZ for all i G l Partitioning X, we 

assume without loss of generality that r](\,x) is constant, equal, say to 2irm. 

Define u = vexp(ia) exp(—liximjk). Then the path t \—> uu defined by 

utix) = v(x) Qxp(ia(x)) exp(—rjix)/k\ 
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is a path in r(SU(£)), where E = p(X x C"), from UQ = 1 to wi = w. Therefore we may 
write u as a product of four exponentials as above. So 

v = exp(//zi)exp(//i2)exp(//î3)exp(//i4)exp(—2mm / k) exp(—id), 

where \\hj\\ and ||a|| are estimated as in (*), (**), and (***). We can certainly write 
exp(—27rim/k) = exp(/A) with |A| < 7r, and so we get (using [28]) 

cel(v) < \\h\\\ + \\h2\\ + INI + INI + |A| + || - a\\ < 6TT+ D(u) + e. 

Since e > 0 is arbitrary, the lemma is proved. • 

4. Projections and unitaries. In this section we assemble some results on the rank, 
comparison, and subdivision of projections in simple C*-algebras with no dimension 
growth. We also give what amounts to a cancellation theorem for unitaries. These results 
are mostly folklore, but we have not found suitable statements and proofs in the literature. 

The closest thing to our first lemma that we have found in the literature is Lemma 4.1 
of [13]. (Lemma F of [3] is also related, but does not address the key point here.) 

LEMMA 4.1. Let A be a simple unital direct limit as in Definition 1.1, except that 
we make no assumptions on the dimensions of the spaces. Let p G A(0 be a nonzero 
projection. Then, using Notation 1.3, we have 

(*) lim inf rank(/?(*)) = oo. 
i—*oo xeXi v ' 

PROOF. Suppose the conclusion fails. We follow Notation 1.3. Since the maps of 
the direct system are injective, the limit in (*) is equal to the supremum. Let k be this 
supremum. Then in fact rank(/?(*)) < k for all i > *o a nd all x G Xt. To see this, suppose 
we had rank(/?(x)) > k for some / and some x G X;. Then there is a closed and open 
subset Y C Xt such that rank(p) > k on Y. Define po G At by 

, , \p(x) xeY 

By Proposition 2.1 of [8] there is y > / such that po(x) ^ 0 for all x G X7. Then 
rank(/?(*)) > rank(/?oW) > k for all x G X;, because for each x G X7 the rank of 
po(x) must be of the form Y%=\ ri rank(pofe)) for integers r^ > 0 and points x^ G X(. 
This contradicts the definition of k. 

We conclude that rank(p) < k in every At for / > ÎQ. The hereditary subalgebrapA/? is 
simple, and stably isomorphic to A by Theorem 2.8 of [6]. However, the polynomial iden­
tity argument from the proof of Lemma 4.1 of [13] shows that pAp is finite dimensional. 
Since A is infinite dimensional and not isomorphic to K, this is a contradiction. • 

We note that an alternate, more C*-algebraic, way to show that pAp is finite dimen­
sional is to construct a nonzero homomorphism from pAp to Mk. This is not too difficult, 
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using Proposition 2.1 of [8] as in the first part of our proof to find y'o such that for all 
j > 70 a nd x G Xj, we have rank(/?(x)) = k. 

We also note that Lemma 4.1 shows that simple C*-algebras with no dimension growth 
in our sense do in fact have slow dimension growth in the sense of [4]. (This is not true 
without simplicity, since C(X) satisfies our definition of no dimension growth whenever 
X is a finite dimensional compact metric space with infinitely many points.) 

LEMMA 4.2. Let ip: C(X) (g) Mn —-> (Br
t=l C(Yt) 0 Mm(t) be a homomorphism, and let 

p,q G C(X) (g) Mn be nonzero projections with constant ranks. Then for each t and each 
y G Yu we have 

rank(y?(p)O0) _ rank(p) 
v(p)(y) = <p(q)(y) = 0 or 

rank((^(^)(j)) rank(^)' 

PROOF. In the same manner as in the proof of part (4) of Lemma 3.3, we reduce 
to the case X finite, p unital, t = 1, and Y\ — {y}. Let X = {xy,... ,xk}. Then p is 
essentially a map 0*=1 Mn —> Mm. It is determined up to unitary equivalence by the 
partial multiplicities r* (1 <i< k) with which each copy of Mn is embedded in Mm. We 
then have 

k k 

rank(</?(p)) = J ] n rank(/?(>/)) = rank(p) ]T rh 
l /=i 

and similarly for q in place of p. The result follows. • 

The next two results are also true for simple direct limit C*-algebras with slow dimen­
sion growth. One substitutes Lemma F of [4] for our Lemma 4.1 in the proofs. They are 
also both presumably known; certainly, their proofs are completely standard. However, 
the most closely related result we have found is the rather more complicated Lemma 1.7 
of [29]. 

LEMMA 4.3. Let A be simple with no dimension growth. Let e,p G AQ be projections 
with 

Nrank(<?(.x)) < rank(/?(x)) 

for all x G XQ. Then there exist i and N orthogonal projections f\,...,/# < p in A;, all 
Murray-von Neumann equivalent in At to e. 

PROOF. By partitioning the spaces Xot into closed and open sets on which rank(e) 
and rank(/?) are constant, we may assume these ranks are constant on each Xot. Then 
^o = ®s

t=\ C(Xot) ® Mn(ott), and with respect to this direct sum decomposition we can 
write p = (pi,... ,pS(0)) a nd e = (e\,..., £5(0))- It suffices to find, for each fixed t, an 
integer / and TV orthogonal projections/^,... ,/,# < pt in A/, each of which is Murray-
von Neumann equivalent to et. 

Let d be the dimension bound as in Notation 1.3. Let a = ^"nkrgU)) ' ^orx ^ ^0 r ; n o t e 

that a is constant and a > 1. By Lemma 4.1 there is / such that 

d 
(*) a 7 x-> 1 

2rank(^f(x)J 
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for all r and x E Xir. As in the previous paragraph, we may assume that rankO,) 

and mnk(pt) are constant on each X(r. In A/ we write pt = (pt\,... ,Pt,s(ï)) anc^ et ~ 

(et\,..., ^(/) ). By the previous lemma, rank(p,r) = Na rank(efr), so that (*) implies 

mnk(ptr) > Nrmk(etr) + d/2. 

Now apply Theorem 2.5(c) of [13] a total of N times to obtain N projections/^ (/ = 

1, . . . , AO with/fr7 Murray-von Neumann equivalent to etr and 

7 - 1 

ftrj <Ptr — J2ftr£-

Take/,- = Y^Jtrj. 

LEMMA 4.4. Let A be simple with no dimension growth, and let A = limA; as in 

Notation 1.3. 

(1) lfp\ ,...,Pk are nonzero projections in Aio for some io, then there exist i > io and 

nonzero projections q,q\,... ,q^ E A; such that q is Murray-von Neumann equivalent to 

each qj and qj < pj. 

(2) Ifp is a nonzero projection in Al0 for some io, and k > 1, then there exist i > io 

and orthogonal nonzero projections q\,... ,q^ £ Ai which are all mutually Murray-

von Neumann equivalent and satisfy qj < p. 

PROOF. Without loss of generality take io = 0 in both parts. Also let d be the dimen­

sion bound as in Notation 1.3, and let do be an integer with do > (d — l ) / 2 . 

( 1 ) Using Lemma 4.1, choose / such that infxeXi rank(/?(x)) > do +1 for all k. Let q be 

a constant rank one projection on each X(t. Then q\xit is Murray-von Neumann equivalent 

in C{Xit) (8) Mn(itt) to a subprojection qkt of pk by Theorem 2.6(a) of [13] (which is the 

version for compact spaces of Theorem 8.1.2 of [15]). Take q^ = {q^x, • • •, # M O ) -

(2) Using Lemma 4.1, choose / such that inf^x, rank(/?(;c)) > do + k. On each X(t, 

Theorem 2.6(a) of [13] shows that there is a subprojection of p\xit which is Murray-

von Neumann equivalent to a trivial projection e of rank k. Obviously e is the sum of 

k nonzero orthogonal Murray-von Neumann equivalent subprojections. Combining the 

results over the Xu for 1 < t < s(i) gives the desired conclusion. • 

The pieces of the proof of the following lemma and its corollary are scattered over 

several places in [11]. Here we put them all together in the same place. The lemma is still 

true without separability. We don't prove this because we don't need it and the proof is 

longer. 

LEMMA 4.5. Let A be a simple separable C*-algebra with tsr(A) = 1, let p G A be 

a projection, and let u = U(pAp) and v G £/o((l — p)A{\ —/?)). Ifu + v£ Uo(A), then 

u e UoipAp). 

PROOF. Since A is simple, pAp is a full hereditary subalgebra. Therefore K\ (pAp) —> 

K\(A) is an isomorphism, by Proposition 1.2 of [19]. Consequently [u] — 0 in K\(pAp). 
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Since A is separable and pAp is a full hereditary subalgebra, Theorem 2.8 of [6] implies 

that K (g) A = K ® pAp. Theorem 3.6 of [26] therefore implies tsr(/?A/?) = 1. Now 

[u] — 0 in K\{pAp) and Theorem 2.10 of [27] imply w G UoipAp). (We use the fact that 

the inclusion of the unitary group in the invertible group is a homotopy equivalence.) • 

COROLLARY 4.6. Lemma 4.5 holds for any simple C* -algebra with no dimension 

growth. 

PROOF. Such an algebra A satisfies tsr(A) = 1 by [8]. • 

5. Splitting off exponentials. In this section, as in Section 3, we let U(A) denote 

the unitary group of a C*-algebra, and we let Uo(A) denote its identity component. Let 

A be simple with no dimension growth, and let u G U(A). In this section, we show how 

to split off, as approximate direct summands, a piece with given finite spectrum (but not 

necessarily a large summand) and a very large summand which, while not necessarily 

having finite spectrum, is at least an exponential. The two lemmas (Lemmas 5.2 and 5.3) 

are counterparts of steps in the proof of Theorem 2.6 of [11]. However, we measure size 

by rank in matrix algebras rather than by values of traces. This change frees us from the 

assumption that there are only finitely many extreme traces. It also plays a major role in 

avoiding the assumption of real rank 0, since we are able to use the selection result from 

[8] (Lemma 1.4 of this paper) instead. 

The first lemma is a necessary preliminary result on the distribution of eigenvalues. 

LEMMA 5.1. Let A be simple with no dimension growth. Using Notation 1.3, let 

p G Aj be a projection, let u G pAjp be unitary, and let e > 0. Assume that every arc in 

the unit circle Sl of length at least e/2 has nonempty intersection with sp(w). Then there 

exist j'o G N and a > 0 such that for any i > io, 1 < t < s(i), and x G Xih every closed 

arc in Sl of length £ contains at least a • n(i, t) eigenvalues ofu(x), including multiplicity. 

PROOF. Without loss of generality we may assume j = 0. Let f:Sl —> [0,1] be 

a continuous function whose support is contained in the arc exp(/[0, e]) and such that 

/ ( O = 1 for £ G exp(/[e/4,3e/4) . Let T(A) be the set of (normalized) traces on A, with 

the weak* topology. Define 

a = ^ i n f { r ( / ( C w ) ) : r G r ( A ) , C G 5 1 } . 

(Functional calculus is evaluated in pAp.) 

We show that a > 0. Note first that/((w) is positive and never 0, by the condition on 

sp(u) and the choice off. Since A is simple, all traces are faithful, whence T( / (£M)) > 0. 

Next, (a ,r) \—>T(a) is jointly continuous on A x T(A): ifrA —>rweak* and<aA —+ a, then 

\rx(ax) - T(O)\ < \\ax - a\\ + \rx(a) - r{a)\ —> 0. 

Finally, T(A) x Sl is compact by Alaoglu's Theorem. Therefore a > 0, as desired. 

Now suppose the lemma is false with this choice of a. Discarding some of the terms 

in the direct limit, we may suppose that for every / there are t(i) with 1 < t(i) < s(i), 
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(i G S\andxi G ^ x o » s u c n that u{xt) has less than ot-n(i, t(i)) eigenvalues in the arc from 

Ç1 to ç~{ • exp(/e). It follows that the usual trace on M^i^) satisfies tr(/(£«(*/))) < 

a - n(i,t(i)\ 

For each / define a normalized trace 77 on A/ by T;(<Z) = «(/, f(/)) tr(<z(jt;)). Use the 
Hahn-Banach Theorem to find a functional a, on A such that ||cr;|| = 1 and 0^. = Tj. 
Passing again to a subsequence, we may assume Q —> £ a nd 07 —•> rweak* for some 
£ G S1 and some r in the dual A*. (Note that the unit ball of A* is weak* metrizable, since 
A, being a direct limit of separable C*-algebras, is separable.) Then r is a normalized 
trace on (J/^i A/, and therefore by continuity on A. 

Using the same joint continuity argument as above, and the convergence f(Qu) —> 
/ ( ( » , we get 

r(Mu)) = limr^Miu)) < a. 

This contradicts the choice of a. m 

LEMMA 5.2. Let A be simple with no dimension growth. Using Notation 1.3, let 
u G A(0 be unitary with sp(w) = Sl, let \\,...,\k G S\ and let e > 0. 77iew there 
exist i > io, nonzero orthogonal projections p\,... ,pk G A/, and a unitary v G 
( 1 - EJL1 ft-Mi ( 1 - Ef= 1 ft), ™c/i / t o 

v 7 = 1 y 

<e. 

PROOF. Without loss of generality we may assume that e/4 < 1/2, and that no 
closed arc of length e/2 contains more than one of the A/. For each j choose a closed arc 
Ij of length e/6 containing A/ and an open arc Uj of length e/4 containing Ij. Note that 
the £// are disjoint. 

Since sp(w) = Sl, every arc of length at least ej 12 must have nonempty intersection 
with sp(w). Using the previous lemma, choose i\ > io and a > 0 such that for i > i\ and 
x G Xit, each // contains at least an(i, t) eigenvalues of u(x). Now use Lemma 4.1 (taking 
p — 1) to choose a fixed / > i\ such that an(i, t)> \+(d— l ) /2 for all r. 

Temporarily fix t andy. For x G Xit, let 7X be an open arc with Ij C Jx C I// whose 
endpoints are not eigenvalues of W(JC). Let Vx be an open neighborhood of x such that 
the endpoints of Jx are not eigenvalues of u(y) for y G V*. Let XJX be the characteristic 
function of Jx. Then using continuous functional calculus we can define a continuous 
projection valued function qx: Vx —> Mn(/^ by gx(v) = X/r(MoCy))- Reducing the size of 
Vx if necessary, we may assume rank(^(j)) = rank(^(x)) for y G Vx. By the previous 
paragraph, this rank is at least 1 + (d — l ) /2. Apply Lemma 1.4 to obtain a continuous 
projection valued function q:Xit —> Mn(/>f) such that g(jc)Cn(a) C spanj^OOC^'^ : x G 
Vy} and rank(<7(x)) > 1 for all x. Call this function etj. 
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For each i and x E X/r, the unitary u{x) E Mn^t), the arcs Uj, the numbers Ay, and the 
projections ^(x) satisfy the hypotheses of Lemma 2.3, using e/4 in place of e. Therefore, 
with et(x) = 1 — E/ £*/(*) and 

w,(*) = et(x)u(x)et(x)(et(x)u(x)*et(x)u(x)et(x)) + J ] A/*?,/*), 
j 

we get that wr(x) is a unitary satisfying ||wr(x) — u(x)\\ < e. Set w = (w>i,..., ws^) and 
Z7/ = (pi_/,. • • ,Ps(i)j)> Then the pj are nonzero projections in A/, and w is a unitary of the 
form v + J2j ^jPj such that \\u — w\\ < e. m 

LEMMA 5.3. Let A be simple with no dimension growth. Let p,q E AQ be projections, 
let NE N, let u E Uo(qAoq), and let e > 0. Then there exist i, a projection e < q in A/, 
unitaries w E eAte and v E (q — e)A((q — e), such that: 

(1) ||(V + H O - K | | < Ê . 

(2) v is an exponential. 
(3) DAI(W)<2(DAO(U) + 2TT + 2). 

(4) There are N orthogonal projections f \ , . . . ,fy < p in At, each of which is Murray-
von Neumann equivalent to e. 

The proof of this lemma is long and complicated, but the basic idea behind it is rea­
sonably simple, so we explain it before starting the proof. (We also note that it does not 
differ greatly from the previous lemma.) For the purposes of this explanation, we make 
the simplifying assumptions that q = 1, and that each A, has the form C(Xf) (g> Mn(/), 
with Xi connected and n(i) —» oo as / —-> oo. The connectedness assumption implies 
that all projections have constant rank. By Lemma 4.3, we only need to make sure that 
TVrank(e) < rank(/?). By Lemma 4.2, it suffices to show how to construct e, etc., in each 
At in such a way that rank(e)/n(i) —> 0 as / —> oo. 

Let p = e/25. Use Lemma 5.1 to find a number a such that for large /, any an(i) 
cyclically consecutive eigenvalues of each u(x) are in an arc of length less than p. (The 
lemma doesn't apply if sp(u) ^ Sl, but then we can take v — u and e = 0.) Assume this 
is true for all i. Fix /. By Lemma 1.5, a small perturbation «o of « has no eigenvalues (at 
any x E X{) of multiplicity m or larger, and we still have any an(i) cyclically consecutive 
eigenvalues of each u(x) in an arc of length 3p. 

Assume for simplicity that 1 / a is an integer L. Choose continuous functions a? : Xi —> 
[0,27r], for 0 < I < L, such that ao(x) — 0 and a^(x) = 2n for all JC, and there are approx­
imately an(i) eigenvalues of uo(x) in the open arc Cxi from exp(/aA_!(.*)) toexp(/a^(jc)). 
(Note: The essential difference from the real rank 0 case is that the functions at are not 
constant.) It is possible to do this so that we are never more than 3m eigenvalues short, 
and so that cc^{x) — oc^\(x) < 6p. 

Use Lemma 1.4 to choose a continuous projection ei of rank at least an(i) — 3m — d/2 
whose range is in the span of the eigenvectors with eigenvalues in CX£. Then we take 

e — 1 — Y^ ei anc* v(*) = XI exP * et(x), 
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and we obtain w(x) from Lemma 2.3. Our error is now 4 • 6p < 25p, and rank(e) < 
L(3m + dj 2), which is a constant that does not depend on n(i). So rank(e)/n(i) goes to 0 
for large i. 

If we did not have to control the determinant, this would be the entire proof. Unfor­
tunately, this procedure gives no control over D(w). The first improvement is not to take 
OCQ{X) — 0, but to choose oc§{x) in such a way as to force det(v) to be close to det(w). Since 
|| H—(v+w)|| is small, we get D(u) close to D(v+w). This argument gives D(w+l—e) < e. 
Unfortunately, it only gives D(w) < en(i)/ rankO). Since n(ï)j rank(<?) is large and mak­
ing e small forces n(i) to get larger, this estimate is simply not good enough. The solution 
is roughly speaking as follows. We only need mnk(e)/n(i) to be less than a previously 
given nonzero constant, namely 1 /N times the ratio of the ranks of/? and q (here, q = 1). 
If n(i) is much larger than necessary, we can transfer some of the summands in v over 
to w, thus increasing rank(e). So we are able to assume n(i)/ rankO) is bounded by a 
large, but finite, constant. Now carry out the argument with a value of e so small that 
en(j)/ rank(e) is at most, say, 1. 

In the estimate on D(w), the term 2D(u) comes from the determinant of the summands 
in v that are transferred to w as above. The remaining parts are related to the fact that 
there is no reason for n(i)/L to be an integer. When it is not, comparing det(w) and det(v) 
becomes rather messy. 

PROOF OF LEMMA 5.3. To simplify the notation, we will write Dt(a) for DA.(a). Note 
that Lemma 3.3(5) implies, for any a, 

(1) Dh{a)<Di2{a) for h > i2. 

Write 
s(0) 

Ao = (BC(Xot)®Mnm 
t=\ 

in such a way that the components of both/? and q in each summand have constant rank. 
Let gt be the identity of A0t = C(X0t) (8) Mnm, and set pt = gtpgh qt = gtqgh and 
ut = gtugt. Then it suffices to find eu wt, and vt for/?,, qu and ut as in the statement of the 
lemma, all in some A/(?), for each t separately. We may therefore fix t, and for convenience 
simply take/? — puq — qu and u = ut. This allows us to assume that rank(/?) and rank(#) 
are constant. 

Choose 6 > 0 such that 

. f 1 rank(z?) A 
W g<min - v\ . 

V2 Afrank(#)7 

Choose p > 0 such that 

(3) p<min( l /13 ,e /25) 

and 

(4) 2 arcsin(25p/2) + 12p < 8/4. 
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If sp(w) 7̂  Sl then u has a logarithm of norm at most 2îr, so we can take e = 0. Otherwise, 
Lemma 5.1 provides z'o and an integer L such that for every / > /o> 1 £ * < s(i), and 
JC G X/r, any closed arc in S{ of length p contains L~xn(i, t) eigenvalues of u(x), counting 
multiplicity. 

Let d and m be as in Notation 1.3. Choose an integer do such that 

(5) d0>(d-l)/2. 

Set 

(6) s = do + 3m. 

Choose a number To such that k > To implies 

(7) 

M ' - Ï F ^ Ï H ' - ^ ) 
Let T be an integer satisfying 

(8) T > max(r0,L(4m+ l),27rm/p,2(Ls + l)/<5). 

Use Lemma 4.1 to choose i\ > /o such that rank(g(X)) > 7 for all t and x G X/,r. 
By partitioning the spaces, we may assume that rank(/?) and rank(g) are constant on 

each X(lt. Let gt be the identity of C(Xi]t)<g)Mn(i\,t). Then each gt is a central projection, 
so a i—> gragr is a homomorphism. Lemma 3.3(5) and (1) yield 

A, (£,!<&)< A, ( K ) < A > ( « ) . 

It therefore suffices to find et, wtJ and vt, corresponding as in the statement of the lemma 
to gtpgh gtqgt, and gtugt, and satisfying the estimate Di(vt) < 2^Di] (gtugt) + 2TT + 2) in 
place of conclusion (3) of the lemma. Furthermore, the inequality (7) continues to hold 
using the smaller number D/, (gtugt) in place of Do(w), and, by Lemma 4.2, the inequality 
(2) continues to hold using rank(grpgr)/ (7Vrank(gfgg,)) in place of rank(p)/ (Nrank(g)). 
(We can obviously ignore the case rmk(gtqgt) = 0.) 

We may therefore, without loss of generality, fix t and replace /?, q, and u by gtpgt, 
gtqgt, and gtugt. Thus/?,g G B — C(X) 0 M„, where X = Xi]t and n — n(i\,t). We 
may furthermore assume i\ = 0 . Thus, in addition to the hypotheses of the lemma, we 
may assume that rank(/?) is a constant, that k — rank(g) is a constant at least as large 
as the number T in (8), and that every closed arc in Sl of length p contains at least njh 
eigenvalues of each u(x). In particular, the inequalities (3)-(7) all hold, as well as: 

. (\ rank(/?) A 
o < min - , . 

[2 Nrmk(q)J 

k > 2iTm/p. 

k>2(Ls+X)/è. 

1 - 1 - , 
kh~ T ï ( ' kLr 

— i 

< 
Dn(u) + 2TT + 1 

(9) 

(10) 

(ID 
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From (9) and (11) we get: 

(12) k > 2Ls. 

Let r be the least integer satisfying r > k/L; then we get 

(13) rL>k 

and from k>T> L(4m + 1) in (8), 

(14) r > 4 r a + l . 

Finally, every closed arc of S] of length p contains at least r eigenvalues of each u(x). 
(This follows because the number of eigenvalues is an integer and at least nL~l > kL~l.) 

Use Lemma 3.3(2) to choose a continuous function ij: X —• R such that 

(15) exp(irj) — det(w) 

and 

(16) \H\ <k(D0(u)+\). 

By Lemma 1.5 there is a unitary UQ G qBq such that \\u — u$\\ < 2 sin(p/2) and no 
UQ(X) has any eigenvalues of multiplicity greater than m — 1. Let x G X and let / be 
any closed arc of length at least 3p. Then the central closed subarc J of length p must 
contain at least r eigenvalues of u(x). By Theorem 13.6 of [2] (see Section 11 of [2] for 
the notation), uo(x) must have at least r eigenvalues within a distance 2sin(p/2) of J, 
and thus in /. Therefore: 

(17) For any x Ç l , any r eigenvalues (counting multiplicity) of uo(x) which 
are consecutive in the cyclic order are contained in a closed arc in S] of 
length at most 3p. 

Fora G (Rletarga: S
1 —-• [a, a+27r) be the branch of —/-log with values in [a, a+2ir). 

(It is continuous everywhere except at exp(/a).) For x G X set 

/x(a) = tr(arga(woW)J. 

Then fx is a nondecreasing function whose range is a countable discrete subset of 1R, 
with jumps at exactly those numbers a such that exp(/a) is an eigenvalue of UQ(X). Since 
eigenvalues of UQ(X) have multiplicity at most m — 1, these jumps are at most 2n(m — 1). 
Since fx(a) —> ±oo as a —> ±oo, there is a number ax, not a discontinuity offx, such 
that 

I k I 
p(ûrjc) - ry(jc) < 2ir(m - 1). 

By the continuity of the eigenvalues of uo(x) (see Theorem 13.6 of [2] again), there is 
an open neighborhood Ux of x such that y G Ux implies exp(/ax) is not an eigenvalue of 
uo(y) and 

(18) ^y(ax)-j-^ri(y)\<2irm. 
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(Note: Theorem 13.6 of [2] really applies only to unitaries in a single matrix algebra, and 
here UQ(X) G q(x)Mnq{x). Strictly speaking, we must therefore choose a neighborhood 
of x over which q is trivial, that is, unitarily equivalent to a constant projection, before 
applying this theorem.) 

Let {gu} be a locally finite partition of unity subordinate to the open cover {Ux : 
x G X} of X, with gv supported in UX(U). Define a0(y) = £„ gv(y)ax{v)- Then ao: X —> R 
is continuous. The set of numbers ax satisfying (18) is convex, so, on substituting the 
definition offx, we have: 

(19) tr(aigao(x)[uoW]) - 7 — 7 7 ^ W < lixm for all x G X. 
k — Ls 

Since r is the least integer with r > k/L, there exist integers r\,..., n, each equal 
to either r or r — 1, such that Yl\=\ ?i — k. We are now going to construct continuous 
functions af. X —-> R, for 1 < I < L, such that the following properties hold for all x G X 
and all L 

(20) OCL(x) — OCQ{X) + 27T. 

(21) (XQ(X) < a\(x) < • • • < aL-\(x) < aL{x). 

(22) at(x) - ai-fa) < 6p. 

(23) The open arc from exp(/ao(*)) to exp(/a^(jt)) (taken in the positive di­
rection) contains between (£f=1 r/) — m and (Ef=i n) + m eigenvalues of 

(24) The open arc from exp(io^_i(;c)) to exp(/a£(x)) contains between rt—3m 
and 77 + 2m eigenvalues of UQ(X). 

Before constructing the functions af, let us observe that properties (22) and (24) 
follow from the other three. Indeed, it folllows from (23) that the half-open arc 
expl /[a£_i(jc), (Xt(xf) ) contains between r^—lm and ri +2m eigenvalues ofuo(x). Since 
exp(/a^_i(jc)j is an eigenvalue with multiplicity at most m — 1, this gives (24). Similarly, 
the closed arc from exp(/a^_i(x)) to expUa^xfj contains at most r£ + 3m eigenvalues 
of UQ(X). Since r^ < r, inequality (14) implies that r^ + 3m < 2r — 2 (as m > 1), so (17) 
implies that this arc has length at most 6p. This proves (22). 

We now turn to the construction of the functions a^. Let i G l Choose À > 0 such 

that UQ(X) has no eigenvalues in the open arc from exp( /(aoOO — 2\) ) to exp(/ao(x)). 

Let Ux be an open neighborhood of x such that exp( /(aoO7) — ̂ ) ) is n o t a n eigenvalue 
of uo(y) for ;y G £/*. Let a(y) = argao^_x(uo(y)y, then a is a continuous function from 
Ux to Mn, with a(y) G q(y)Mnq(y) = M .̂ Restricting the size of Ux, we may assume 
that q is trivial over Ux, and we may thus regard a as a function from £/* to M*. Now 
let /3iCy) < Piiy) < • • • < AC)7) t>e the eigenvalues of a(j), in increasing order. The 
functions /3\,...,/3k are continuous by Theorem 8.1 of [2]. 
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Fori < I < L—l,lety(£) be the least integer satisfying^) > £f=1 n and (3j(i)+\(x) > 
/3j(t)(x). That is, we go out to the eigenvalue in position £ Î rt on the list, and then continue 
to the next7 such that /3j+\ (x) is strictly larger than (3j(x). Because the multiplicities of the 
eigenvalues are at most m — 1, we have 

i v i J 

Now set otf = \(pm{x)+Pm+i(x)). 
Since the functions (3t are continuous, there is an open set Vx with x G Vx C Ux 

such that for y G Vx, no or^ is an eigenvalue of uo(y), and a(y) has the same number of 
eigenvalues as a(x) in each interval (a^_vct^\ for 2 < I < L — 1. We will also choose 
V* so small that a corresponding condition is satisfied for I — 1, as described in the next 
two paragraphs. The condition depends on whether a^(x) is an eigenvalue of a{x). 

If ao(x) is an eigenvalue of a(x), let \i be the smallest eigenvalue of a(x) which is 
strictly greater than ao(x), and choose 7 G (ao(x),/z). Since ao is continuous, we can 
require Vx to be small enough that ao(y) < 7 for y G Vx, that a(x) and a(y) have the 
same number of eigenvalues in (7, a^), that 7 is not an eigenvalue of a(y), and that a(y) 
has the same number of eigenvalues in (oc^iy) — A, 7) as a(x) does in (aoOO — A, 7). 
Note that we do in fact have 7 < ar^, because there are at least r\ — (m — 1) > 0 
eigenvalues of a(x) in (7, a^ ) . If the multiplicity of ao(x) as an eigenvalue isy(O) < m— 1, 
then for y G V* somewhere between 0 and j(0) of the eigenvalues /?i(y),... ,/?/(0)Cy) 
are in (ao(y) — À, ao(v)l. The number of them in this interval is exactly the number of 
eigenvalues /3\(y),... ,/?/(£) (?) which are not in (aroOO,a^)- Therefore, for y G Vx, 

(25) the number of eigenvalues of a(y) in the interval (ao(y), a^f) is between 
(EÎ n) - (m - 1) and (£f r,-) + m - 2. 

Now suppose ao(x) is not an eigenvalue of a(x). Impose the same additional restric­
tions on Vx as in the previous paragraph, except with ao(y) in place of 7. Then a(y) has 
no eigenvalues in (ao(y) — A, ao(y)|, a nd the same number of eigenvalues in (ao(y), o ^ ) 
as a(jc) does in (a0(x), a ^ ) . Therefore a(y) has exactly j(i) eigenvalues in (a0(x), a ^ ) 
for each L Thus, (25) holds in this case also. 

In either case there are at most m — 1 eigenvalues of a(y) in (aroOO — A, oroOO]. There­
fore a(y) has at most 

( j ] n) + 2m - 3 = k - rL + 2m - 3 < jfc 

eigenvalues in (ao(y) — A, a ^ ). (The last step in the inequality follows from 77 > r — 1 
and (14).) So a0(y) — A + 27r > a ^ . From the definition of a(y), we can use (25) to 
conclude that uo(y) has between (£( r*) — (m — 1) and (£1 r,) + ra — 2 eigenvalues in the 
open arc from exp(/ao(j)) to exp(/cr/0, for y G V*. 
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Consider the set of numbers a G (ao(y), a0(y) + 27r) which can be substituted for a{f 
in the last statement. This set is clearly an interval. Therefore the statement holds with 
a^ replaced by the number octiy) constructed as follows. Let {gu} be a locally finite 
partition of unity subordinate to the open cover { Vx : x G X}, with gu supported in Vr(;/), 
and set 

a((y) = ^gl/(yW(
x(',)). 

But the statement at the end of the previous paragraph, with afy) in place of af\ implies 
(23) for 1 < I < L - 1. Setting aL(x) = a0(x) + 2?r gives (23) for I = L as well, since 
the multiplicity of exp(/ao(jc)) is at most m — 1. 

It is clear from the construction that 

«oOO < < < ocf < • • • < a ^ < a0(y) + 2^ 

for y G Vx. Therefore 

<*oO0 < «iCy) < • • • < «L-iCy) < ocL(y) = a0(y) + 2TT 

for all j . This, combined with (23), is enough to yield (24), using the argument given 
after the statements of (20)-(24). But r^ > r — 1 > Am by (14), so each arc 
exp(/ • (oti-\(y),cti(y))\ must then contain at least m > 1 eigenvalues of UQ(X). SO 

we must have strict inequalities above, proving (21). Finally, (20) is true by définition. 
The functions a^ are clearly continuous, so this completes the proof of the existence of 
a i , . . . , a L . 

Temporarily fix I with 1 < I < L. Forx G X, let Jx be the open arc from exp(/a/_ \ (x)) 
to exp(/a^(x)). Let Ix be an open arc with Ix C Jx and such that Ix contains all the eigen­
values of UQ(X) which are ini*. By continuity (using Theorem 13.6 of [2] over trivializing 
open sets again), there is an open neighborhood Ux of x such that for y G Ux, the arcs 
Ix and Ix contain the same number of eigenvalues of uo(y) as of UQ(X). In particular, for 
such y the endpoints of Ix are not eigenvalues of uo(y). We may furthermore choose Ux 

so small that ïx C Jy for y G Ux. 
If v G U(q(x)Mnq(x)) and J C 51, we will temporarily let proj(v,7) denote the pro­

jection onto the linear span of the eigenvectors of v whose eigenvalues are in J. Define 
fix\ Ux —> Mn by fix(y) = proj(w(y),/x). This function can be obtained from continu­
ous functional calculus and is therefore continuous. It furthermore has constant rank, by 
(24) at least r̂  — 3m. Apply Lemma 1.4 to the functions/^ defined on the open cover 
{Ux : x G X}, to obtain a projection/^: X —* Mn such that rank(/}(jt)) > rf — 3m — do 
for all x, and 

ft(x) < projL0(x),exp / • (^_,( i ) ,a f(x)) 

We now want to find ei < fi whose rank is exactly r̂  — 3m — do. For convenience, 
assume rank(/^) is constant on X. (This loses no generality, since we can partition X into 
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subsets on which/^ has constant rank, and construct ei separately on each of the subsets.) 
We have 

rankle) > r? — 3m — do = r^ — s > r — 1 — s > s — 1 ^do-

Here, the second step uses (6), the fourth step uses r > 2s (which follows from (12) 

and (13)), and the last step uses (6) and m > 1. We can now apply Theorem 2.5(a) of 

[13], which is the generalization to compact spaces of Theorem 8.1.2 of [15], to obtain a 

trivial subprojection off? with rank equal to rank(/^) — (jt — 3m — do). The orthogonal 

complement of this subprojection in fiBfi — fi[C{X) ® M^jft is a projection et <fi of 

rank exactly 77 — 3m — do = r^ — s. 

We now define 

(26) le(x) = (at-l(x) + al(xj)/2, 

(27) ve(x) = exp(irfe(x))ee(x), 
L 

(28) e0(x) = q(x) - J2 et(x\ 
i=\ 

w0(x) = eo(x)uo(x)e0(x) • (e0(x)uo(x)*eo(x)uo(x)e0(x)) 

and 
L 

(29) wi = w 0 + ][>£• 

Since ei(x) < proj( uo(x),exp[/ • (a^_i(jt), ar£ (*))]], the relations (3), (22), and (26) 

enable us to apply Lemma 2.3 to obtain ||«o ~ "l || < 4 • 6p = 24p. Therefore: 

(30) IIw - "I II < 2 4P + \\u ~ uo\\ < 24p + 2 sin(p/2) < 25p. 

If we did not have to estimate D(w), we could stop here, taking e = eo, w = wo, 
and v = Y?i=\ V£. The rest of the proof is therefore devoted to modifications needed to 
control D(w). Most of it consists of estimating D(wo), which we do next. 

The inequality (30) implies \\u*u — 1|| < 25p, and 25p < 2 by (3). So u\u — exp(ib) 
with ||Z?|| < 2arcsin(25p/2). Since 

det(wi(x)) = det(wo(x)) J | exp(/(r^ — 5)7^(x)), 
L 

n 
£=1 

we can write 
(31) det(woW) = exp(/cr(x)), 
where, using (15), 

a(x) +J2(n- s)-ye(x) + ti(b(xj) = 7](x). 
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We have 
|tr(fc(jc))| < ifc||fc|| < 2arcsin(25p/2)£. 

Using this, and then (19) and (k — Ls)/k < 1, we get 

\a(x)\ < 2arcsin(25p/2)Â; + \rj(x) - E f a - s)7i(x)\ 

< 2arcsin(25p/2)^ + 27rm+ —^|tr(argao( jc )[WoW]) - E ^ ' / ^ W 

We now estimate the last term in this inequality. For convenience of notation, we omit 
the letter x. Substituting the definition (26) of 7^, we see that this term is dominated by 

(32) 
L , 

A = l V 

OCl-\ + OCi ( L 
OCl-\ + Oil 

jsup Uxt - )̂ 
(k — Ls)rf 

(We have dropped a factor (&—Ls)/k from the first term in (32) because (k — Ls)/k< 1.) 
To estimate the first term of (32), let the eigenvalues of argao(«o) be pi < \ii < • • • < 

jik, and let [i\ < ji'2 < • • • < y!k be the sequence 

ao + ot\ ao + ai ai + ai ot\ + a.2 <*L-\ + aL (*L-\ + <*L 

in which the term (ai-\+oci)j2 is repeated ri times. LetjX-O be the least integer satisfying 
M/(0+i — at- (TakeyX^) == &•) Since exp(/ao) can occur as an eigenvalue of «o with 
multiplicity at most m — 1, relation (23) implies that 

( E re) - m <j{l) < ( E rt) + 2m - 1. 

Since each rt is either r or r — 1, inequality (14) now implies 

E^<XO<E^-

Using this result for bothy'(^) andj(l - 1), we see that ifj(£ - 1) + 1 < y < y(0, then /xj 
must be one of 

a£_2 + ûf£_i a^_i+a£ a^ + a^+j 
2 • — 2 — ' ° r ^ 2 — 

(The first of these is impossible if I — 1, the last if I — L.) For j in this range, we have 
<*e-i < M> < «£, so (22) implies |/iy — /ij| < 9p. Therefore the first term of (32) is at 
most 9pk. 

The first factor in the second term of (32) is dominated by k sup£ | o^ |. If ao > 0 then 

sup \ott\ = a0 + 2TT < - tr(argao(w0)) + 2TT < 77 + —— + 2TT 

< 2(D0(M) + l) + 2TT + 2TT = 2(D0(M) + 2TT + l) . 
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The third step uses (19), and the fourth step uses (12) and (16) on the first term and (3) 
and (10) (which imply k > m) on the second term. If CCL < 0, then sup£ | at | = — oci+2n, 
and essentially the same argument applies and yields the same result. If OCQ < 0 < aL, 
then | Q |̂ < 27T for all L Thus, in any case we have 

(33) sup|a£ | < 2(A)(w) + 27r+ l), 

and the first factor in the second term of (32) is at most 2[DQ(U) + 2ir + l)&. 
For the second factor, we have 

sup 1 -
k(ri - s) 

(k — Ls)r? = sup '-('-^)('-«m-
Each ri is either r or r — 1. The expression inside the absolute value signs on the right 
is monotone in 77, so it suffices to estimate it at the endpoints of an interval containing r 
and r — 1. Since r is the least integer with r > kL~l, we use the interval [kL~x, kL~l + 1]. 
Now (7) gives the upper bound P/\I{DQ{U) + 2TT + l) j . 

Putting together our estimates, we obtain 

\a(x)\ < 2arcsin(25p/2)£+27rm + 9pk 

+ 2(D0(W) + 2TT + l)k\p/(2(D0(u) + 2TT + l ) ) l 

= fc[2arcsin(25p/2)+ lip] + 2™ < £[2arcsin(25p/2)+ 12p]. 

The last step follows from (10). Now (4) implies 

(34) \a(x)\<kS/4. 

This completes our estimate of D(wo). 
Let R be the least integer satisfying R > k5/4. We will absorb the error in the deter­

minant, as estimated in (34), by increasing the rank of <?o by R. We have 

(35) 

using (11) and (9). Also. 

(36) 

4 4 n 

3 3 
R + Ld0<R + Ls<-k6 <-k<k 

4 8 
•Ls, 

using (6), (9), (12), and the first two steps from (35). 
Using (36), we can choose integers r[ with 0 < r\ < r^ — s—do such that T!f-\ rJ

l = R. 
By Theorem 2.5(a) of [13], there is a trivial subprojection e\ of et with rank exactly rJ

i. 
(Recall that rank(é^) = rt — s.) Now define: 

• + E 4 
L 

w(x) = w0(x) + YJ exp(/7f(jc))^ W, 
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and 
L 

v(x) = J2 exp(/7K*))(^to - e[(x)). 
i=\ 

Observe that rank(e) = R+Ls, so that N rank(<?) < rank(/?) by (35). Therefore Lemma 4.3 
yields / and N orthogonal projections f \ , . . . ,fN < p in A;, each Murray-von Neumann 
equivalent to e. We claim that /, e, w, and v satisfy the conclusion of the lemma. 

For conclusion (1), note that 

L 

£=\ 

simply by comparing the definition with (27), (28), and (29). Therefore (30) and (3) 
imply conclusion (1). It is clear from the définition that v = exp(//z), with h(x) = 
E^=i li(x){et(x) — e\{x)). This verifies conclusion (2). Conclusion (4) has already been 
done. It remains only to verify conclusion (3). 

Using (31), we have det(w) = exp(/A), where 

L 

Using (26) and (33), we have 

|7*(*)| <sup|a£(x) | <2(DO(W) + 2TT+1) . 

Combining this with (34), we get 

L 

IA(JC)| < kS/4 + 2(D0(M) + 2TT + l) X r\ 
t=\ 

<R + 2R(D0(U) + 2TT + l) < 2{R + LS)(D0(U) + 2TT + 2). 

Therefore 

Dt(w) < D0(w) = — — sup |A(JC)| < 2(Do(w) + 2n + 2). 
rank(<?) x

 v 7 

as desired. This verifies conclusion (3), and completes the proof. • 

6. The main theorem. In this section, we assemble the results from previous sec­
tions and prove our main result. We then discuss several examples, some possible gen­
eralizations of the theorem, and related questions. As before, U(A) is the unitary group 
of A and Uo(A)is its identity component. 

THEOREM 6.1. Let A be simple with no dimension growth. Then cer(A) <\+E. 

PROOF. The proof is adapted from the last part of the proof of Theorem 2.6 of [ 11 ], 
which in turn uses methods of [21]. 
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We have to prove that exp(/Asa) is dense in UQ(A). Write A = limA/as in Notation 1.3. 

Then, as is well known, 
oo 

Uo(A) = U U0(Ai). 
i=\ 

So it suffices to show each UQ(AJ) is contained in exp(/Asa). Without loss of generality 
we may take / = 0. 

Let u G UO(AQ), let e > 0, and let p = min(l,e/(2^27r + 5)). Choose k such that 
2n/k < p. 

If sp(w) ^ 51, then u is already an exponential, so assume sp(w) = S1. For y = 
0, ...,k— 1 set Xj• = 2rrij/k. By Lemma 5.2 there are /, nonzero orthogonal projections 
po, . . . ,Pk-\ £ At, and a unitary UQ G (1 — T,jPj)Ai(\ — T,jPj) such that 

w - ("o + I^Py 
J 

<p. 

Using Lemma 4.4(1) (increasing / if necessary), we can assume the pj are mutually 
Murray-von Neumann equivalent. (Find mutually equivalent nonzero subprojections 
and absorb what is left over into UQ.) Further increasing / if necessary, we can use 
Lemma 4.4(2) to find a nonzero projection/? and two orthogonal projections/?oi ,Poi £ Po 
which are both Murray-von Neumann equivalent to p. Then there are also orthogonal 
projections/7/i,/7/2 < Pj which are both Murray-von Neumann equivalent to p. Again 
absorbing leftovers into UQ, we may assume pj = pj\ + Pj2- Now renumber the terms of 
the direct limit so as to take / = 0. 

Define q — \ — HjPj. Observe that wo £ Uo(qAq) by Corollary 4.6. Therefore 
DA0(UO) < oo. Choose an integer 

TV > [2(DAo(u0) + 2TT + 2) + 6TT + 1}/p. 

Apply Lemma 5.3, with/7 and q as given, p in place of e, uo in place of w, and 2N in place 
of N, to obtain i,e <q in A/, w G U(eA(e), v G (q—e)Ai(q—e), andprojections/i,... ,/2/v, 
as in the conclusion of the lemma. Since p < 2, we get ||(v + W) — UQ\\ < 2. Since v 
is an exponential, we can use Corollary 4.6 to conclude w £ Uo(eAe). Increasing / if 
necessary, we have w G Uo(eAte). (Note that increasing / does not affect the conclusions 
of Lemma 5.3, since y > 1 implies D^ (w) < DA.(w) by Lemma 3.3(5).) 

Let d be the dimension bound as in Notation 1.3, and choose K(d) as in Lemma 3.4. 
By Lemma 4.1, we can further increase / so as to have 

inf rank(é?(jt)) > K(d). 

Lemma 3.4 therefore provides a continuous path t H-> w(t) in Uo(eAie), with w(0) = w 
and w(\) = 1 (really e), with length at most 

cel(w) + 1 < DAi(w) + 6TT + 1 < 2(DAQ(U0) + 2TT + 2) + 6TT + 1 < Np. 
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Therefore there are 0 = to < t\ < • • • < t^ = 1 such that the unitaries w? = w(t?) 
satisfy \\wt — w^_i|| < p. 

We have orthogonal projections/i,... ,f2N < p, all Murray-von Neumann equiva­
lent to e. Since p is Murray-von Neumann equivalent to each pj\ and pj2, we can find 
orthogonal projections f \ ^ r , . . . ,f2Nj,r < Pjr (0 < j < k — 1,1 < r < 2), each Murray-
von Neumann equivalent to e. Set 

2N 

= Pj\ +Pji - iLtfeji +fip)-
i=\ 

Then 

v + w + Ys^jPj = (v + X)A;?/)+ r + EAAr 
j V J J V Ur 

The first term on the right is an exponential because v is. Furthermore, 

v + w + J ] A//?; j < L - (w0 + X I V ; 
7 / Il H V j 

Therefore it suffices to prove that there is h with 

expO'/z) - (w + ]T A/^v ) 
11 v 0> 7 

+ ||wo — (v + w)|| < p + p = 2p. 

< e - 2p. 

Since the/^y are all Murray-von Neumann equivalent to e, and w G Uo(eAe), this last 
estimate can be regarded as happening in M4Nk+\ (#), with B — eAe. 

At this point, we no longer need anything special about the structure of B. Our problem 
is reduced as follows. Given B, w = n>o, w\,..., wyy = 1 in £/(#) with || ŵ  — w^_i || < p, 
given A/ = lirij/k for y — 0, . . . , k — 1, and given 

.y = diag(A0, , AQ, Ai , . . . , Ai ,A* Vil^rf) 
(where diag( ) is the diagonal matrix with the given entries, and each Ay occurs 47V times), 
we want a selfadjoint h G M4Nk+\(B) such that 

(*) | cxp(ih) — w 0 y\\ < e — 2p, 

where w 0 y has the obvious meaning ] G M4Nk+i(B). 

Let 

and let 

z = diag(wQ, wi,Wp...,w^_i,w^_1,w^) G M2N(B), 

zo = diagCw^wcWpWi, . . . ,^ . ! ,^^-!) G M2N(B). 

Then zo can be written in the form _y 0 y* (up to unitary equivalence). Therefore there 
is a selfadjoint a G M2N(B) such that || exp(/«) — zo|| < P, by Corollary 5 of [21]. An 
examination of the proof of that corollary shows we may take ||tz|| < ix. Furthermore, 
\\z — ZQ\\ < p, so || exp(/fl) — z\\ < 2p. 
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Now let 

b = d iag(-27r , . . . , -2TT, 0 , . . . , 0, -2TT + 2 T T / £ , . . . , -2TT + 2TT/&, 

2TT/Â:, . . . , 2n/k,..., -27r/ifc,..., - 2TT/&, 2TT - 2 T T / & , . . . , 2?r - 2?r/ik) <E M4Nk(B). 

In this expression, each entry is repeated 2N times. Note that exp(ib) = y. Since p < 1 

and 27r/A: < p, we have /: > 2. Therefore we can apply Lemma 2.4, using M2N(B) for A, 

to find a projection g and a unitary s in M4Nk{B) such that 

^ * = d i a g ( l , . . . , l , 0 , . . . , 0 ) 

(1 repeated IN times, 0 repeated 27V(2& - 1) times), \\gb - bg\\ < 2ir/k < p, and 

sgbgs* = diag(a, 0 , . . . , 0). 

In M 4 M (# ) , we have 

\\b - (gbg + (1 - g)b{\ - g))\\ < \\gb(\ - g)\\ + ||(1 - g)bg\\ 

<\\g\\\\gb-bg\\ + \\bg-gb\\\\g\\<2p. 

Therefore, taking exponentials in the appropriate corners, 

N " < 2pe2lx 
y- (exp(igbg) + exp(i(l - g)b(l - g))j 

by Lemma 2.1, since \\b\\, \\gbg + (1 — g)b(l — g)\\ <2ir. Consequently, 

| | j - (s*zs + exp(/(l - g)b(\ - g))) J < 2pe2lT + \\s*zs - exp(igbg)\\ 

= 2pe2lT + ||z - exp(isgbgs*)\\ 

= 2pe2n + \\z - exp(ifl)|| < (2e2lT + 2)p. 

(Again, the various exponentials are evaluated in the corners of M4Nk(B) in which the 

elements live.) 

In M2N+1 (B), the elements w 0 z and 1 0 ZQ are unitarily equivalent via a permutation 

matrix, since wo = w and wyy = 1. We have already found a such that || exp(/a)—zo|| < P-

Therefore there is c such that || exp(/c) — w 0 z\\ < p. Therefore 

\\w ®y- exp(/[(l 0 j)*c(l 0 s) + (1 - g)b(\ - g)])|| 

= ||w 0 .y - [(1 ® *)* exp(ic)(l 0 J ) 0 exp(/(l - g)b{\ - gj)]\ 

< p + ||w 0 y - (1 0 s*)(w © z)(l 0 J ) 0 exp(/(l - g)b{\ - g))\ 

<(2e27r + 3)p. 

Since (2e27r + 5)p < £ by the choice of p, we have verified (*) with 

h = (1 0 j)*c(l 0 J ) + (1 - g)*(l - *) . 
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This completes the proof. • 
This theorem gives a large class of examples of simple C*-algebras which do not have 

real rank 0, but nevertheless have C* exponential rank at most 1 + e. We note that a few 
such examples were known before, basically cases covered by our theorem in which in 
addition the dimension bound d is at most 2. (See for instance Example 3.7 of [20].) 
Those examples are, however, rather special. 

EXAMPLE 6.2. Let X be an finite dimensional compact metric space with dim(X) > 
0. Then the construction of [12], with the numbers a(n) and v(ri) chosen so that 
lim^oo UJU\ > 0 (see Section 4 of [12]) yields a simple unital C*-algebra with real rank 1 
and exponential rank at most \ + e. (See Theorem 6 of [12].) 

EXAMPLE 6.3 (Compare [5]). Let X be a finite dimensional connected compact met­
ric space, and let h: X —> X be a minimal homeomorphism with more than one invariant 
probability measure. Define iff. C(X,M2i) —>• C(X,M2/+i) by 

*"=('. A)-
Then A = lim C(X, M20 is a simple C*-algebra with two different traces (obtained from 

> i 

the two invariant measures) which agree on all projections. (See [5].) Therefore A does 
not have real rank 0. But our theorem shows that cer(A) < 1 + E. (Example 3.7 of [20] is 
of this type, but it has C* exponential rank at most 1 + e by more elementary arguments, 
since dim(X) = 2.) 

Theorem 6.1 raises several questions. 

QUESTION 6.4. In Theorem 6.1, can "no dimension growth" be replaced by "slow 
dimension growth" as in [4]? 

Adapting the methods of our proof would seem to require knowing that if <?/ G C(Xt ) 0 
Mn(i) is a projection of constant rank, and dim(X/)/ rank(<?/) —-» 0, then 

supcer(e/[C(X/) 0 Mn(/)]<?/) < oo. 
i 

We think this is probably true, but it has not been proved. As special cases, one might 
ask whether the hypothesis dim(X) < oo can be removed in Examples 6.2 and 6.3. 

Since projections play a major role in our proof, even though the real rank is not 0, 
one might ask: 

QUESTION 6.5. Let A be a simple C*-algebra with stable rank 1 such that every 
nonzero hereditary subalgebra contains a nontrivial projection. Does it follow that 
cer(A) < 1 + e? 

Of course, the following question also remains open: 

QUESTION 6.6. Does there exist any simple C*-algebra A at all such that cer(A) > 
1+e? 
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In another direction, one can also ask: 

QUESTION 6.7. Is simplicity necessary in Theorem 6.1 ? 
We think it is possible that the tensor product C(2?3) (g)limAf2«, of the continuous func­

tions on the closed ball in (R3 with the 2°° UHF algebra, has C* exponential rank at least 2. 
This would show that simplicity is necessary. In this connection, we note that C(B?)®Mn 

has real rank 1 for large enough n (by [1]), but can be shown to have exponential rank at 
least 2. 

7. Related invariants. In this section, we discuss the Banach exponential rank, 
the C* exponential length, and the C* projective length of simple C*-algebras with no 
dimension growth. For the convenience of the reader we briefly describe these three 
quantities, providing references for the detailed definitions. The Banach exponential rank 
ber(A) is defined in the same way as the C* exponential rank except using the invertible 
group in place of the unitary group. (See Section 4 of [20].) The C* exponential length 
cel(A) is the rectifiable diameter of Uo(A), or alternatively sup{cel(w) : u G UQ(A)}, 

where 
{ n n 1 

cel(w) = inf J ] \\hj\\ : hj G Asa, u = J ] txp(ihj) . 
V=i y=i J 

See [28] for details. The C* projective length is the supremum of the rectifiable diameters 
of the path components of the space of projections in A. (Note that the rectifiable distance 
between two projections/? and q is inf{cel(w) : upu* = q}. See [23] for details.) 

In this section, we prove that ber(A) < 2, and that usually ber(A) = 2; however, there 
are simple C*-algebras with real rank 1 satisfying ber(A) < 1 + e. The C* exponential 
length is ix if A has real rank 0 and oo is A has real rank 1 ; we will provide the complete 
proof of this fact in [25]. The C* projective length is IT/2 if A has real rank 0. It is at most 
2TT in general, and in the real rank 1 case most likely either TT or ir/2. 

PROPOSITION 7.1. Let A be simple with no dimension growth. Then ber(A) < 2. 

PROOF. This is immediate from Lemma 11 of [21 ] and Theorem 6.1. • 

It is at least possible to have ber(A) < 1 + e in this situation, even after the AF 
algebras are excluded. We will provide the first known example of a simple C*-algebra 
A with ber(A) < 1 + e but which is not AF. This example has real rank 1. Its construction 
requires the following lemma. 

LEMMA 7.2. For any n, we < 1 + 6. 

We note that ber(C(51) 0 M2) > 2. See Example 4.9 of [20]. 

PROOF OF LEMMA 7.2. The argument will follow the pattern in Section 2 of [20] 
for C* exponential rank. The main step in the proof is to show that the set of matrices in 
Mn with a repeated eigenvalue is the union of a finite collection of submanifolds, each 
of codimension at least 2. (This is the analog of Lemma 2.4 of [20].) 
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Given this, we can prove the lemma as follows. Let a G C([— 1, l])(g)Mw be invertible, 
and let £ > 0. We can approximate a to within e/2 by a smooth invertible element b. 
The proof of the Transversality Homotopy Theorem ([14], p. 70) shows that we can 
approximate b to within e/2 by a function c: [—1,1] —> Mn which is transverse to each 
of the finitely many submanifolds in the previous paragraph. If \\b — c\\ is small enough, 
then c will also be invertible. Counting dimensions shows that transversality implies 
empty intersection, so c(t) has distinct eigenvalues for every t G [—1,1]. Using (locally) 
holomorphic functional calculus with the characteristic functions of small neighborhoods 
of the eigenvalues, we can write 

(*) cit) = J2 \k(t)ek(t), 
k=\ 

where Xk: [— 1,1] —• C — {0} and ek: [— 1,1] —-» Mn are continuous functions such that 
ek(t) is always a rank 1 idempotent. Since [—1,1] is simply connected, the right hand 
side of (*) is obviously an exponential. By the choice of b and c, we have \\a — c\\ < e. 

It remains only to establish the claim about the set X of matrices with a repeated 
eigenvalue. I am indebted to Dan Grayson, Jens Jantzen, and Sergey Yuzvinsky for the 
following argument. It replaces a much longer one based explicitly on Jordan forms. 

For a €E Mn let D(a) be the discriminant of the characteristic polynomial pa(A) = 
det(« — A) of a. If we write pa(X) = an\

n + • • • + c*o, and let its roots, the 
eigenvalues of a, be Ai,...,A„ (repeated according to multiplicity), then D(a) — 
a2

n
n~~2Yli<j<k<n(^j ~ A*)2. (See the end of Section 5.7 of [30].) Therefore D(a) = 0 

if and only if a E X. Furthermore, D{a) is a polynomial in the coefficients a/ ([30], Sec­
tion 5.9), and therefore in the entries a^ of a. It follows that X is a complex algebraic 
variety in Mn = Cn , of complex codimension 1. 

Every algebraic variety has a stratification into finitely many locally closed smooth 
subvarieties. (See, in [ 18], the discussion following Lemma 1.15.) Furthermore, a smooth 
subvariety of Cm is actually a complex manifold. (See, in [18], the remarks immediately 
after Corollary 1.26.) In the case of X, the resulting smooth manifolds must all have 
complex codimension at least 1, and hence real codimension at least 2, as desired. • 

EXAMPLE 7.3. Let X — [—1,1], let (XQ,X\,...) be a sequence in X such that 
{JC;,JCH-I, . . .} is dense in X for each /, let d[ = 2l + 1, and let «/ = d\ • ^2 dj. 
Let Ai = C(X) 0 Mn., and define (fi'.Ai —• Ai+\ by (fi(a) — diag(a,..., a, a(xi)\ the 
block diagonal matrix in which a is repeated dt+\ — 1 times and a(xt) is the constant 
function from X to Mn. with value a(x/). Set A = limA/. One easily checks that 

OO , I s OO 1 

so that 
OO / 1 v 
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Therefore A has real rank 1 by Theorem 6 of [12]. In particular, A is not AF. Also, A is 
simple by Lemma 1 of [12]. By the previous lemma, ber(A;) < 1 + e for all /. It follows 
that ber(A/) < 1 + e, by an obvious approximation argument. (The analogous result for 
cer is Proposition 1.7 of [20].) 

As we will now show, Example 7.3 is rather special. Again, we need a lemma. This 
one is a generalization of Example 4.9 of [20]. We denote the invertible group of A by 
inv(A) and its identity component by invo(A). 

LEMMA 7.4. Let A be a unital C*-algebra, let p G A be a projection, and let u G 
UipAp) and v G £/((l - p)A(\ - /?)). Let a, /?, and 7 satisfy 0 < a < 7 < (3, and 
let a G inv(A) be given by a = au + (3v. If there is x G A such that || exp(x) — a\\ < 
min(7 — a, ft — 7), then u G UoipAp) and v G £/0((l - p)A(\ - /?)). 

PROOF. Assume x exists. Let bt = ta + (1 — t)cxp(x). Let A G C satisfy |A| = 7 . 
Since a is normal, and since the spectral radius of a normal element is equal to its norm, 
one verifies that ||(A — a)~x ||_1 < min(7 — a, (5 — 7). For t G [0,1], we therefore have 

||(A - bt) - (A - £i)|| = ;|| exp(x) - a\\ < ||(A - a)~l \\~\ 

whence A ̂  sp(bt). 
Define x(A) = 0 if |A| > 7 and x(A) = 1 if |A| < 7. Then x is holomorphic 

on a neighborhood of each sp(bt), and n - > gf = x(^/) defines a continuous path of 
idempotents with e\ — p. Let 11—-»> zf be a continuous path of invertible elements with 
zi = 1 and z?erzr

-1 = /?. Then t v-•> cr = Zt{etbtet)zil is a continuous path in inv(pA/?) 
with ci = aw. Furthermore, exp(eo*£o) = ^o^o^o in the Banach algebra eoAeo, so that co 
is an exponential in pAp. It follows that au G invo(pA/?), whence u G UoipAp). 

A similar argument shows that v G (/o((l - p)A{\ — /?)). • 

THEOREM 7.5. L^ A Z?e a simple C* -algebra with no dimension growth. IfK\ (A) ^ 0 
^^n ber(A) = 2. 

PROOF. A certainly contains nontrivial projections, so choose one, and call it p. As in 
the proofs of Lemma 4.5 and Corollary 4.6, K\ (pAp) —+ Â i (A) and #i (( 1 — p)A( 1 —/?)) —> 
K\(A) are isomorphisms and tsr(A) = tsripAp) — tsr((l — p)A{\ — p)) = 1. Theo­
rem 2.10 of [27] implies that if tsr(£) = 1 then U(B)/U0(B) -> KX(B) is an isomor­
phism. Therefore we can choose 77 ̂  0 in K\(A), and we can choose u G U(pAp) and 
v G £/((l —p)A(l — p)) such that the images in K\(A) of [w] and [v] are 77 and —77 respec­
tively. Furthermore, u + v G (/o(A). Therefore a = 2M+ v G invo(A), but, taking 7 = 3/2, 
the lemma shows || exp(x) — a|| > 1/2 for all x G A. Thus ber(A) > 2. 

We have ber(A) < 2 by Proposition 7.1. • 

In particular, the irrational rotation algebras AQ are covered by this theorem [9], and 
so satisfy ber(A#) = 2. (This can also be proved directly from Lemma 7.4.) Similary, the 
Bunce-Deddens algebras have Banach exponential rank 2. 

The proof of Theorem 7.5 also shows that if A is simple with slow dimension growth 
(as in [4]), and K\(A) ^ 0, then ber(A) > 2. We do not know whether ber(A) is 1 + e or 2 
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in case K\ (A) = 0 and A has no dimension growth, but with a dimension bound greater 
than 1. 

Lemma 7.4 also yields the following result. 

THEOREM 7.6. Let Abe a unital C*-algebra, and suppose U(A) is not connected. 
Then ber(M„(A)) > 2 for any n > 2. 

PROOF. Let u G U(A) - Uo(A), and let a = diag(2w,«*, 1, . . . , 1). Then a G 
invo(Mn(A)\ and Lemma 7.4 implies \\a — exp(jc)|| > 1/2 for any x G A. m 

This theorem does not hold for n = 1, since £/(C(X)) need not be connected but 

ber(C(X)) is always 1. 
We next turn to the C* exponential length. For this quantity, we can give a complete 

answer. 

THEOREM 7.7. Let Abe a simple C* -algebra with no dimension growth. If A has real 
rank 0 then eel (A) = TT, and if A has real rank 1, then cel(A) = oo. 

The real rank 0 case is easy. (Let u G Uo(A). Using cer(A) < 1 + e and real rank zero, 
choose a G Asa with finite spectrum such that || exp(ia) — u\\ < e. Using finiteness of the 
spectrum, it is easy to find b G Asa with cxp(ib) = exp(ia) and sp(Z?) C {—IT, IT]. Since 
e > 0 is arbitrary, this shows that the rectifiable distance from u to 1 is at most TT.) 

We omit the proof of the real rank 1 case; it will follow from a more general theorem 
which we will prove elsewhere. (See [25].) We point out, however, that is is not too hard 
to show directly that the algebra A in Example 7.3 satisfies cel(A) = oo. In fact, using 
Lemma 3.2 and some approximation arguments in direct limits, one can show that the 
image in A of the function uo(t) = exp(/M) inAo satisfies cel(w) > N/e. 

Finally, we discuss the C* projective length. The obvious result, comparable to the 
estimate 3 + e for C* exponential rank, is: 

PROPOSITION 7.8. Let A be as in Notation 1.3, with no dimension growth. Assume 

lim inf n(i, t) = oo. 
/—>oo 1 <t<s(i) 

Then cpl(A) < 2ir. 

PROOF. Let d be the dimension bound. It is shown in [24] that for all sufficiently 
large n, every compact space X of dimension at most d satisfies cp\(C(X) 0 M „ ) < 2TT. 
Now take direct limits. • 

Just as for exponential rank, simplicity presumably enables one to reduce this esti­
mate. In fact, the methods used to prove Theorem 6.1 should also yield cpl(A) < TT when 
A is simple with no dimension growth. The point is that we must estimate, not cel(w) for 
an arbitrary u, but only 

(*) inf{cel(w) : upu* = q}y 
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for pairs (p, q) of equivalent projections. Making small perturbations, we may assume 
p, q G Ai for some /, and that there is u G £/o(A/) such that upu* — q. This relation is not 
affected if we factor out the determinant. Therefore 

cpl(tf) < sup cel(w) : u G (J A/,det(w) = 1 . 

We believe that suitable modifications of Lemma 5.2 and 5.3 will show that if det(w) = 1, 
then cel(w) < TT (even though, for general w, cel(w) can be arbitrarily large). 

Actually, there is reason to think one can do better. If A has real rank 0, then it follows 
from [31] that cpl(A) < TT/2. Furthermore, the algebra A of Example 7.3 (which has real 
rank 1) satisfies cpl(A) < 7r/2. In fact, we have the following result: 

PROPOSITION 7.9. Let Abe a unital direct limit as in Notation 1.3, not necessarily 
simple, and assume that the dimension bound d is 1. Then cpl(A) < TT/2. 

PROOF. By Proposition 2.11 of [23], it suffices to prove that if dim(X) < 1 then 
cpl(C(X)0Mn) < T T / 2 . Since X is an inverse limit of finite complexes of dimension at 
most 1 ([10], Theorem 1.13.5), it suffices to prove cp\(C(X) 0 M n ) < IT/2 when X is 
such a finite complex. We may further assume X is connected. 

Let po G Mn be a projection. We claim that the set of projections qo G Mn such that 
rank(po) = rank(go) and \\po — qo\\ — 1 is the union of finitely many submanifolds, each 
of codimension at least 2 in the set of all projections with the same rank as po. Given 
this claim, let/?, q G C(X)<g)Mn be unitarily equivalent projections. Using the method of 
proof of Lemma 2.5 of [20] (as in the proof of Lemma 1.5), we can find arbitrarily small 
perturbations po and qo ofp and q which satisfy ||po — qo\\ < 1. It follows from [23] (see 
Lemma 2.3 and the proof of Theorem 2.4) that cpl(/?o,#o) < 7 r /2. Since \\p — po\\ and 
\\q — qo\\ are arbitrarily small, it follows that cp\(p,q) < TT/2. Thus, the claim implies 
the proposition. 

It remains only to prove the claim. So let po G Mn be a projection of rank k. Let P be 
the set of all projections of rank k, and let Q be the set of projections of rank n — k. Then 
P and Q are submanifolds of Mn and/71—> 1 — p is a diffeomorphism from Q onto P. Let 
G be the set ofp G P satisfying 

(*) Poc
nn(i-p)cn = o 

and 

(**) (1 -p0)C
nDpCn - 0 . 

Up G P, then (*) implies that for every nonzero £ G poCn there is a nonzero 77 G pCn such 
that the angle between £ and 77 is less than TT/2. Also (**) implies the same statement 
with/? and/?o interchanged. By compactness of the unit sphere, there is 6 < ir/2 such 
that for £ G poCn — {0} there is r? G /?Cn — {0} such that the angle between £ and 77 is at 
most 6, and similarly with/? and/?o interchanged. Therefore ||/? —poll < 1 by Lemma 4.6 
of [25]. 
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We now complete the proof of the claim by showing that P — G is the union of finitely 
many submanifolds of codimension at least 2. By Lemma 1.6 of [24], the set of p G P 
which do not satisfy (**) is the union of finitely many submanifolds, each of dimension 
at most 2k(n — k) — 2. Similarly, the set {q e Q : p0C

n HqCn ^ 0} is the union of finitely 
many submanifolds of dimension at most 2k(n — k) — 2. Applying the diffeomorphism 
q H—> 1 — q, we conclude that the set of projections p G P not satisfying (*) is also such 
a finite union of submanifolds. Since dim(P) — 2k(n — k), this completes the proof. • 

The real rank 0 case and this proposition suggest the following question. 

QUESTION 7.10. Let A be simple with no dimension growth, and suppose A has real 
rank 1. Does it follow that cpl(A) < IT/21 
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