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Expansion of the Riemann Ξ Function in
Meixner–Pollaczek Polynomials

Alexey Kuznetsov

Abstract. In this article we study in detail the expansion of the Riemann Ξ function in Meixner–

Pollaczek polynomials. We obtain explicit formulas, recurrence relation and asymptotic expansion

for the coefficients and investigate the zeros of the partial sums.

1 Introduction

Riemann Ξ function is defined as

Ξ(t) =
1

2
s(s − 1)π− s

2 Γ
( s

2

)

ζ(s), s =
1
2

+ it.

It is known that Ξ(t) is an even entire function, which is real for real t , and its zeros
coincide with the nontrivial zeros of the Riemann zeta function ζ( 1

2
+ it) (see [11]).

In this article we study the expansion of the Ξ-function in the Meixner–Pollaczek

polynomials. The expansions in polynomials are important for the following reasons.
First, the location of the zeros of partial sums Sn(t) can provide information about the

zeros of the Ξ-function. For example, if the polynomials Sn(t) have only real zeros
and converge uniformly on compact subsets of C to Ξ(t), then Ξ(t) itself has only

real zeros. Secondly, the zeros of the partial sums Sn(t) can be quite easily computed

numerically (compared to the Dirichlet series or expansions in special functions).
Thirdly, there are many results in the theory of multiplier sequences, biorthogonal

polynomials and linear operators on polynomials that can potentially be applied to

study the roots of the partial sums Sn(t).
In order to be useful the expansion must be simple and natural. Thus it is im-

portant to choose the right basis functions. Depending on the choice of the basis,
the coefficients of the expansion can be given by explicit formulas and be easily com-

putable, or they can be completely intractable. For example, the well known Stieltjes

constants γn are defined (up to a plus/minus sign) as the derivatives of ζ(s) − 1
s−1

at s = 1. These numbers have been studied extensively [12]. Here we just note the

following two formulae:

γn = lim
m→∞

[

m
∑

j=1

ln( j)n

j
− ln(m)n+1

n + 1

]

=
ln(2)n

n + 1

∑

j≥1

(−1) j

j
B j+1

( ln( j)

ln(2)

)

.
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One can see that the above formulae are very complicated; it is hard to extract any
information about γn from either of them. This indicates that (s − 1)n is not a very

convenient basis for expansion.
The fact that power functions do not form a convenient basis for expansion is not

surprising; the zeta function is not a solution of any simple ODE. The close connec-

tion of the zeta function with the Mellin transform indicates that falling factorials
(

s−1
j

)

might be a better choice for basis functions. The following expansion of ζ(s)

can be obtained with the help of the Gauss–Kuzmin–Wirsing operator (see [3]):

ζ(s) =
s

s − 1
− 1

2
− s

∑

n≥0

(−1)n

(

s − 1

n

)

an.

Coefficients an are given in terms of values of ζ(s) at integers:

an = 1 − 1

2(n + 1)
− γ +

n
∑

k=1

(−1)k

(

n

k

)

[ 1

k
− ζ(k + 1)

k + 1

]

.

Even though an are not given in closed form, they can be computed with high preci-

sion (at least for small n).
The above expansions have one major drawback: their partial sums do not respect

the functional equation. If one wants the zeros of the partial sums to be real, the par-

tial sums Sn(t) themselves must be real for real t (up to a constant multiple), which
means that they must satisfy the functional equation. It turns out that a natural ba-

sis for expansion of the Ξ-function is given by the Meixner–Pollaczek polynomials.

In this article we show that the coefficients of this expansion have many important
and useful properties: closed form expression, explicit formula for the exponential

generating function, recurrence relation, integral representation, and asymptotic ex-
pansion.

2 Expansion in Meixner–Pollaczek Polynomials

In this article we consider only a special case of the Meixner–Pollaczek polynomials,

defined as

pn(t) = P
( 3

4
)

n ( t
2
; π

2
) =

(2n + 1)!!

(2n)!!
in

2F1(−n, 3
4

+ it
2

; 3
2
; 2).

For the definition and properties of the general Meixner–Pollaczek polynomials
P(λ)

n (t ; φ), see [8].

Polynomials pn(t) arise as the Mellin transform of the odd Hermite orthogonal

functions fn(x) = e−
x2

2 H2n+1(x):

(1)

∫ ∞

0

fn(x)xs−1dx = n!22n+ s+1
2 Γ

( 1 + s

2

)

in pn(t), s =
1

2
+ it.

Since Hermite functions fn(x) are invariant under the Fourier transform, polynomi-

als pn(t) satisfy the “functional equation” pn(−t) = (−1)n pn(t). From (1) and the
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Parseval identity for the Mellin transform it follows that polynomials pn(t) are or-
thogonal on R with respect to the measure µ(dt) = |Γ( 3

4
+ it

2
)|2dt , which also implies

that pn(t) have only real zeros (see [1]). The three term recurrence relation for pn(t)
is

(2) (n + 1)pn+1(t) − t pn(t) +
(

n + 1
2

)

pn−1(t) = 0, n ≥ 0.

The next theorem shows that Meixner–Pollaczek polynomials pn(t) form a natural

basis for expansion of the Ξ-function:

Theorem 2.1 Define the sequence of real numbers {b̃n}n≥0 as

(3) b̃n =
dn

dxn

[

−1

4

√

π

x
sin(x + π

8
) tanh(

√
2πx)

]

x=0
.

Let the sequence {bn}n≥0 be a linear transformation of {b̃n}n≥0

(4) bn = 4n(n − 1)b̃n−2 + (8n2 + 12n + 7)b̃n + (2n + 3)(2n + 5)b̃n+2.

Then we have

(5) Ξ(t)e−
πt
4 =

∑

n≥0

bn pn(t),

where the series converges uniformly on compact subsets of C.

Proof To prove this theorem we use the following result, derived in [9]. For all t ∈ C

(6) Ξ(t)e−
πt
4 =

1

2
cos( π

8
) − t sin( π

8
) + (1 + 4t2)

∑

n≥0

an pn(t),

where the coefficients {an}n≥0 have the integral representation

(7) an =
(−1)n

(2n + 1)!!

∫ ∞

0

sin(
y2

2
+ π

8
)

e2
√

πy + 1
y2n+1dy,

and the exponential generating function for {an}n≥0 is

(8)
∑

n≥0

an

n!
xn

=
1

4

√

π

x

[

− sin(x + π
8

) tanh(
√

2πx) + Im(Φ(e
πi
4

√
x)eix+ πi

8 )

]

.

Here Φ(x) =
2√
π

∫ x

0
e−t2

dt is the probability integral function (see [4]).

In order to obtain (5) all that is left to do is to express the function

(1 + 4t2)
∑

n≥0

an pn(t)
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in (6) as expansion in pn(t). This will be done using the three term recurrence rela-
tion for the Meixner–Pollaczek polynomials pn(t).

Applying the recurrence relation (2) twice, we find

(9) (1 + 4t2)pn(t) = 4(n + 1)(n + 2)pn+2(t)

+ (8n2 + 12n + 7)pn(t) + (2n − 1)(2n + 1)pn−2(t).

Now, using (8) and (3) we find that for n ≥ 0

an − b̃n =
dn

dxn

[ 1

4

√

π

x
Im (Φ(e

πi
4
√

x)eix+ πi
8 )

]

,

thus

(10) an = b̃n +
1

2

(2n)!!

(2n + 1)!!
cos

(

π
2

n − π
8

)

, n ≥ 0.

Next we use (9), (4) and (10) to transform the infinite sum in equation (6)

(1 + 4t2)
∑

n≥0

an pn(t) =

∑

n≥0

pn(t)[4n(n − 1)an−2 + (8n2 + 12n + 7)an

+ (2n + 3)(2n + 5)an+2]

= − 1

2
cos( π

8
) + t sin( π

8
) +

∑

n≥0

bn pn(t).

Combining the above equation with (6) we obtain the required expansion (5).

Remark 1. In [9], Expansion (6) was derived from the integral representation for

Ξ(t)e−
πt
4 by expanding the integral kernel (confluent hypergeometric function) in

a series of Meixner–Pollaczek polynomials. A more intuitive way to derive (6) is to

note that the fractional Fourier sine transform F(y) = [F
1/2
s f ](y) of the function

f (x) = (exp(
√

2πx) − 1)−1 can be computed in closed form (see [4, 9]), and F(y)
can be used to obtain the explicit expression for the coefficients cn of the following

expansion

f (e
πi
4 x) =

∑

n≥0

cne−
x2

2 H2n+1(x).

To obtain (6) we apply the Mellin transform to both sides of the above equation and
use (1).

Remark 2. Note that for n ≥ 2 we have

(11) bn = 4n(n − 1)an−2 + (8n2 + 12n + 7)an + (2n + 3)(2n + 5)an+2,

and that linear transformation (4) eliminates the term

1

2

(2n)!!

(2n + 1)!!
cos( π

2
n − π

8
)

in (10).
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Remark 3. The asymptotic formula for the Meixner–Pollaczek polynomials

pn(t) = P
( 3

4
)

n (
t

2
;
π

2
)

can be derived from the integral representation (see [9]):

P(λ)
n (t ; π

2
) ∼ 21−2λ(−i)n

[

(2n)λ+it−1

Γ(λ + it)
+ (−1)n (2n)λ−it−1

Γ(λ − it)

]

, n → ∞.

We see that expansions in Meixner–Pollaczek polynomials converge in some strip

Im(t) < c, and since Ξ(t)e−
πt
4 is an entire function, this expansion should converge in

the entire complex plane. Another proof can be given with the help of the asymptotic
formula for an derived in section 3.

Theorem 2.1 allows us to obtain an interesting expression for the nontrivial zeros

of the Riemann zeta function as the limit of eigenvalues of some n× n real (nonsym-
metric) matrices Bn, defined as

(12)

Bn =

























0 1 0 . . . 0 0 0 0
3
2

0 2 . . . 0 0 0 0

0 5
2

0 . . . 0 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 n − 3 0 0

0 0 0 . . . n − 5
2

0 n − 2 0

0 0 0 . . . 0 n − 3
2

0 n − 1

−n b0

bn
−n b1

bn
−n b2

bn
. . . −n

bn−4

bn
−n

bn−3

bn
n − 1

2
− n

bn−2

bn
−n

bn−1

bn

























.

Let σ(ζ) denote the nontrivial zeros of the Riemann zeta function ζ( 1
2

+ it):

σ(ζ) = {γ ∈ C : ζ( 1
2

+ iγ) = 0, Im[γ] < 1
2
}.

Lemma 2.2 As n → ∞, the spectrum of matrices Bn converges to the set of nontrivial

zeros of the Riemann zeta function ζ( 1
2

+ it):

σ(Bn) −→ σ(ζ).

The convergence is understood in the following sense: γ ∈ σ(ζ) if and only if γ 6= ∞ is

a limit of some sequence {γn}n≥0, such that γn ∈ σ(Bn).

Proof The proof is just an application of the Theorem 2.3 in [2] to the partial sums

Sn(t) =
∑n

k=0 bk pk(t). By Theorem 2.1 the partial sums Sn(t) converge to Ξ(t)e−
πt
4

uniformly on compact subsets of C, thus the zeros of Sn(t) converge to the set of zeros

of Ξ(t)e−
πt
4 , which coincides with σ(ζ). Now, to finish the proof we only need to use

the Theorem 2.3 in [2], which allows us to express the roots of the polynomials Sn(t)
as the eigenvalues of the matrix Bn defined by (12). Here is the main idea: one can

check using the recurrence relation (2) that

Bnfn(t) = tfn(t) − n

bn
Sn(t)en,

where fn(t) = [p0(t), p1(t), . . . , pn−1(t)]T and en = [0, 0, . . . , 0, 1]T . Thus Sn(γ) =

0 if and only if γ is an eigenvalue of Bn (and in this case fn(γ) is the right eigenvector).
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3 Computation of the Coefficients

From equation (3) we can derive an explicit formula for the coefficients b̃n:

(13) b̃n = − n!√
2

n
∑

k=0

4k(4k+1 − 1)B2k+2

(n − k)!(2k + 2)!
sin( π

2
(n − k) + π

8
)(2π)k+1,

where {Bn}n≥0 = {1,− 1
2
, 1

6
, 0,− 1

30
, 0, 1

42
, 0, . . . } are the Bernoulli numbers. Coef-

ficients b̃n also satisfy the recurrence relation

(14)

n
∑

k=0

πn−k

(2n − 2k − 1)!!

(

n

k

)

b̃k =

√
π2−n−2

(2n + 1)!!
Im

[

e
πi
8 inH2n+1

(

√

π

2
e−

πi
4

)

]

.

This relation can be obtained from the following equation for the generating function

of b̃n:

cosh(
√

2πx)
∑

n≥0

b̃n

n!
xn

= −1

4

√

π

x
sin(x + π

8
) sinh(

√
2πx),

which is derived from (3).

Equations (13) and (14) can be used to compute coefficients bn for small n; how-
ever, they are not efficient when n is large. The precision is lost in (13) because

Bernoulli numbers and factorials grow very rapidly while the recurrence relation (14)

is unstable. Fortunately, for large n one can use equation (11) combined with the in-
tegral representation (7) for an to compute the coefficients bn. The idea is to use the

saddle point method. First we rewrite (7) as

an = Im
[ (−1)ne

πi
8

(2n + 1)!!

∫ ∞

0

ei
y2

2

e2
√

πy + 1
y2n+1dy

]

.

Note that the integral in the above equation grows as 2nn! as n → ∞, but by shift-

ing the contour of integration to eπi/4
R+, changing the variable of integration y 7→√

2nveπi/4 and rearranging the terms, we isolate the dominant term exp(−2
√

πn)

and obtain a more manageable expression:

an = (−1)n

√
π

2
e−2

√
πne(n+1) ln(n)−n−ln(Γ(n+ 3

2
))(15)

× Im
[

e
πi
8 in+1e−2

√
πni

∫ ∞

0

en(1−v+ln(v))+θ
√

n(
√

v−1)

1 + eθ
√

n
√

v
dv

]

,

where θ = −2
√

π(1 + i). The integral in (15) has a saddle point essentially at v = 1,

so we introduce a new variable v = 1 + n− 1
2 u and obtain:

(16) an = (−1)n

√
π

2
e−2

√
πne(n+ 1

2
) ln(n)−n−ln(Γ(n+ 3

2
))Im

[

e
πi
8 in+1e−2

√
πniIn

]

,
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where

(17) In =

∫ ∞

−
√

n

exp[n(ln(1 + un− 1
2 ) − un− 1

2 ) + θn
1
2 (

√

1 + un− 1
2 − 1)]

1 + exp[θn
1
2

√

1 + un− 1
2 ]

du.

Now we can compute In (and thus an and bn through formulas (16) and (11)) with

high precision using numerical integration to evaluate the integral in (17). We can
even go one step further and derive an asymptotic formula for In. First we expand

the integrand around u = 0:

n
(

ln(1 + un− 1
2 ) − un− 1

2

)

+ θn
1
2 (

√

1 + un− 1
2 − 1)

= −u2

2
+

θu

2
+ n− 1

2

(

−θu2

8
+

u3

3

)

+ n−1
( θu3

16
− u4

4

)

+ O
(

n− 3
2

)

,

and (1+exp[θn
1
2

√

1 + un− 1
2 ])−1

= 1+O(e−2
√

nπ). Collecting all the terms we obtain

In =

∫ ∞

−∞
e−

u2

2
+

θu
2

[

1 + 1√
n

(

− θu2

8
+ u3

3

)

+ 1
n

(

u6

18
− θu5

24

+
(

θ2

128
− 1

4

)

u4 + θu3

16

)

+ O
(

n− 3
2

)

]

du

= −
√

2π[1 +
√

π
n

(

(1−i)π
6

− 3(1+i)
4

)

+ 1
n

(

− π3i
36

− π2

4
+ 7πi

16
+ 1

12

)

+ O(n− 3
2 )].

4 Zeros of Expansions in Orthogonal Polynomials

An interesting approach to the study of zeros of expansions in orthogonal polyno-

mials developed in [5–7] is based on the theory of biorthogonal polynomials. The
following statement is a particular case of proposition 6 in [7]:

Proposition 4.1 If a polynomial Ŝn(x) =
∑n

k=0
(2k+1)!!

(2k)!!
bkxk has only real zeros, then

polynomial Sn(t) =
∑n

k=0 bk pk(t) also has only real zeros.

Using the above proposition one can easily prove the following statement:

Proposition 4.2 The entire function Ξ̃(t) =
∑

n≥0
1

(2n+1)!!
b̃n pn(t) has only real zeros.

Note that Ξ̃(t) is “almost” Ξ(t)e−
πt
4 (see equation (5)), except for the factor

(2n + 1)!! and the linear transformation (4). To prove proposition 4.2 we use (3)

to show that the exponential generating function for b̃n

∑

n≥0

b̃n

n!
xn

= −1

4

√

π

x
sin

(

x + π
8

)

tanh(
√

2πx)
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is an entire function with only real zeros, and we can approximate it uniformly by
polynomials with only real zeros (for example, we can expand sin(x+ π

8
), sinh(

√
2πx),

and cosh(
√

2πx) as infinite products of linear factors x − xn and truncate the prod-

ucts). Applying proposition 4.1 to these polynomials completes the proof.

Thus, if numerical computations indicate that the partial sums Sn(t) =
∑n

k=0 bk pk(t) have only real zeros, proposition 4.1 and explicit formulas for bn could

provide a way to prove this. Note, however, that proposition 4.1 gives only a suffi-

cient condition. Unfortunately, the polynomial S3(t) already has two complex roots,
and the numerical computations indicate that the number of complex roots of Sn(t)

increases as n increases.
However, Sn(t) =

∑n
k=0 bk pk(t) is not the only possible way to truncate the

series (5). As we will see, the situation can be improved if we use a multiplier

sequence. A multiplier sequence {mk}k≥0 is characterized by the following prop-
erty: if a polynomial Q(x) = q0 + q1x + · · · + qnxn has only real zeros, then

T[Q](x) = m0q0 + m1q1x + · · · + mnqnxn also has only real zeros. A classical ex-

ample of a multiplier sequence is given by the Jensen sequence

m(n)
k =

n!

(n − k)!nk
=

(

1 − 1

n

)(

1 − 2

n

)

. . .
(

1 − n − k + 1

n

)

.

Note that m(n)
k → 1 as n → ∞ and that m(n)

k = 0 if k > n. This sequence provides

a “right” way to truncate the Taylor series. A theorem by Jensen (see [10]) says that
(under some additional conditions) an entire function f (x) =

∑

k≥0 fkxk has only

real zeros if and only if all polynomials Tn[ f ](x) =
∑

k≥0 m(n)
k fkxk have only real

zeros.

Let us consider for example the exponential function ex. If we simply truncate

the Taylor expansion Qn(x) =
∑n

k=0
xk

k!
, then the Qn(x) converge to ex uniformly on

compact subsets of C, but it can be proven that all the zeros of Qn(x) are complex

(except for one real negative root when n is odd). However if we truncate the Taylor
series in a different way, by using the Jensen multiplier sequence m(n)

k , we obtain

Q̃n(x) = Tn[ex](x) =

n
∑

k=0

m(n)
k

xk

k!
= (1 +

x

n
)n,

and Q̃n(x) has only real zeros. Note that since m(n)
k → 1 as n → ∞, polynomials

Qn(x) and Q̃n(x) both converge to the same function, but Q̃n(x) has more predictable

behavior of its zeros. The roots of Q̃n(x) are real and converge to the root of ex at
x = −∞.

If we naively apply the multiplier sequence m(n)
k to the expansion of Ξ(t)e−

πt
4 in

Meixner–Pollaczek polynomials,

S̃n(t) = Tn

[

Ξ(t)e−
πt
4

]

(t) =

n
∑

k=0

m(n)
k bk pk(t),

then S̃n(t) also converges to Ξ(t)e−
πt
4 uniformly on compact subsets (probably at a

much slower rate), but the roots of S̃n(t) seem to behave more predictably. Numerical
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computations show that all the roots of S̃n(t) are real for n ≤ 5, and S̃n(t) has just two
complex zeros for 6 ≤ n ≤ 20. Of course the sequence m(n)

k was designed to work

with Taylor expansions; there is no obvious reason why it should improve the behav-
ior of roots for expansions in Meixner–Pollaczek polynomials. Therefore, we have

two interesting questions for future research: (A) to study the multiplier sequences

and more general linear operators on expansions of entire functions in Meixner–
Pollaczek polynomials, and (B) to investigate the behaviour of zeros of partial sums

under such transformations.

Acknowledgment The author would like to thank an anonymous referee for many

helpful comments.

References

[1] D. Bump, K.-K. Choi, P. Kurlberg, and J. Vaaler, A local Riemann hypothesis. I. Math. Z. 233(2000),
no. 1, 1–19.

[2] D. Day and L. Romero, Roots of polynomials expressed in terms of orthogonal polynomials. SIAM J.
Numer. Anal. 43(2005), no. 5, 1969–1987 (electronic).

[3] A. Yu. Eremin, I. E. Kaporin, and M. K. Kerimov, The calculation of the Riemann zeta-function in the
complex domain. (Russian) Zh. Vychisl. Mat. i Mat. Fiz. 25(1985), no. 4, 500–511.

[4] I. S. Gradshteyn and I. M. Ryzhik, Tables of integrals, series and products. Sixth edition, Academic
Press, Inc., San Diego, CA, 2000.

[5] A. Iserles and S. P.Norsett, Zeros of transformed polynomials. SIAM J. Math. Anal. 21(1990), no. 2,
483–509.

[6] , On the theory of bi-orthogonal polynomials. Trans. Amer. Math. Soc. 306(1988), no. 2,
455–474.

[7] A. Iserles and E. B. Saff, Zeros of expansions in orthogonal polynomials. Math. Proc. Cambridge
Philos. Soc. 105(1989), no. 3, 559–573.

[8] R. Koekoek and R. F. Swarttouw, The Askey-scheme of hypergeometric orthogonal polynomials and its
q-analog. Delft University of Technology, Faculty of Information Technology and Systems, Dept. of
Technical Mathematics and Informatics, Report no. 98-17, (1998).

[9] A. Kuznetsov, Integral representations for the Dirichlet L-functions and their expansions in
Meixner–Pollaczek polynomials and rising factorials. Integral Transforms Spec. Funct. 18(2007), no.
11-12, 809–817.

[10] B. Ja. Levin, Distribution of zeros of entire functions. Translations of Mathematical Monographs 5,
American Mathematical Society, Providence, RI, 1980.

[11] E. C. Titchmarsh, The theory of the Riemann zeta-function. Second Edition, Oxford University Press,
New York, NY, 1986.

[12] E. W.Weisstein, CRC concise encyclopedia of mathematics. Second Edition. CRC Press, Boca Raton,
FL, 2002.

Department of Mathematics and Statistics, York University, Toronto, ON, M3J 1P3
e-mail: kuznetsov@mathstat.yorku.ca

https://doi.org/10.4153/CMB-2008-055-0 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-2008-055-0

