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WEIGHTED AND SUBSEQUENTIAL 
ERGODIC THEOREMS 

J. R. BAXTER AND J. H. OLSEN 

1. Introduction. Let (X,^, /x) be a probability space, T a linear 
operator on<^?p(X1 &~, pi), for some p, 1 ^ p ^ oo . Let an be a sequence 
of complex numbers, n — 0, 1, . . . , which we shall often refer to as 
weights. We shall say that the weighted pointwise ergodic theorem holds 
for T on ifp, if, for every / in i f p, 

N-l 

(1.1) lim iV-1 22 &nT
nf(x) exists for n — a.e. x. 

Let a denote the sequence (an). If (1.1) holds we shall say that a is 
Birkhoff for Toni f p , or, more briefly, that (a, T) is Birkhoff. 

We are also interested in ergodic theorems for subsequences. Let n(k) 
be a subsequence. We shall say the pointwise ergodic theorem holds for 
the subsequence n(k) and the operator T if, for every/ inifp , 

K-l 

(1.2) lim K~l X) Tn(k)f(x) exists for M - a.e. x. 

Obviously, if the subsequence n(k) has nonzero density we can reduce 
(1.2) to (1.1) be letting an = 1 if n(k) = n for some k, an = 0 otherwise. 
Subsequences that do not have a density could easily be dealt with by 
the methods of the present paper, after a suitable generalization of the 
définition of weights given above. For simplicity, however, we shall 
restrict ourselves to the kind of weights already described and thus to 
subsequences that have nonzero density. 

Suppose we have defined a class of weights W, that is, a collection of 
complex sequences a satisfying some condition. Let^7~( /# /) denote the 
class of all operators T such that (a, T) is Birkhoff for every a in W. 
Given a c l a s s a , one basic problem is to de t e rmine^ ( iV ) , or at least 
to get some idea how l a r g e ^ ( W ) is. One might wish, for example, to 
show that ^(1V) contains all operators T induced by measure-pre­
serving point transformations of X. A second basic problem is to determine 
what stationary stochastic processes produce sequences a in W (with 
probability one). Since any stationary stochastic process can be rep­
resented using a measure-preserving point transformation, we can 
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146 J. R. BAXTER AND J. H. OLSEN 

expect to see two classes of measure-preserving point transformations 
associated with a class IV of weights: first, those transformations in­
ducing operators in^ 7 " (^ / ) , and second, those transformations producing 
sequences i n l ^ . 

To motivate these problems, and to show the difficulties, we consider 
an example. Let r be a measure-preserving point transformation on 
(X,<^~, n), T the operator induced by r, so that Tf(x) = f(r(x)). Let 
(Y, &, v) be another probability space, a a measure-preserving point 
transformation on (F, ^ , v). Fix a bounded measurable function g on 
F. Assume S£l{X, &~, \x) is separable, and let H be a countable dense 
set. By the Birkhoff pointwise ergodic theorem, applied to a X r, we 
see there is a set A in F X X with v X MG4C) = 0 , such that, for every 
Ainff, 

rc=0 

converges for every (3/, x) in A. Let 5 Ç F b e such that v(Bc) = 0 and 

n({x: (y, x) d A}) = 0 for every y in I?. 

Fix y in 5 . For every h in i7, 

converges for /i-a.e. x. The usual maximal inequality argument can be 
applied, since g is bounded, to show that for every / in <^Pl(XyJ

r
1 pi), 

N"1 ^2n=o g(°n(y)) f {T71 (%)) converges for u — a.e. x. If we let 

IV = {a:a„ = g(*n(y)),ymB}, 

we have shown that T £ 3T{W). However, given a particular sequence 
a, it seems difficult to determine whether a is in iV or not. Also, ^ 
depends on T and g. Thus "fV is not a very good class of weights to 
investigate. It appears that we must define our classes of weights by 
unambiguous analytical conditions, before attempting to solve the two 
problems described earlier. 

In the present paper we shall concern ourselves with four main classes 
of weights: W2y the weights corresponding to the uniform subsequences 
of Brunei and Keane \\\W^ which is almost the same as the class of 
bounded Besicovitch weights introduced by Ryll-Nardzewski [16], and 
two new classes of weights, /W\ and W±, defined in Section 4. We also 
consider some examples of the saturating subsequences introduced by 
Reich [15]. 

Much is already known concerning W1 and IV §. Ryll-Nardzewski 
showed IVÏ ÇZ#o. 3T(iV 1) and ^(iV^) are both known to contain 
fairly general operators ([6], [11], [12], [13], [16], [17]). In the present 
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paper we prove two more results in this direction. Theorem (6.1) implies 
that any reasonable positive operator for which the ordinary pointwjse 
ergodic theorem holds must be \VL$~{1V?). Theorem (6.3) shows (^WQ) 

contains any operator which is dominated by a positive ^^-contraction, 
1 < p < oo. 

Any measure-preserving point transformation with discrete spectrum 
produces sequences in '# /

2 , with probability one (Theorem 5.2). Any 
mean-zero sequence produced by a weak mixing point transformation lies 
in Wz, with probability one, which^ is indeed why Wz is introduced 
(Theorem 5.2). Unfortunately,&~{Wz) is not known, and may be rather 
small. We can show, however, that if a is in Wz then TV"1 ^n=o anT

nf 
converges in norm, for a fairly large class of operators (Theorem 6.23). 
iV± is a subset of # V We show that any mean-zero sequence produced 
by the shift associated with an i.i.d. sequence of random variables lies in 
'W'4, with probability one (Theorem 5.3). $~{W<?) is quite large. We show 
that any operator T on o£f°°(X, J^, n) which is power bounded in 
«if^-norm and power-bounded in one other =,êfp-norm must be in$~{WÏ) 
(Theorem 6.4). 

We note that discrete-spectrum transformations and Bernoulli shifts 
both produce weights such that (1.1) holds for a large class of T. The 
behavior of weights produced by transformations falling between these 
two categories remains an open question. 

2. Prel iminar ies . Let a be a complex sequence. We say a has a mean 
if 

N-l 

lim NZ 2^ an exists, 
2V->oo n=0 

and we call this limit the mean of a. Let 

||a||œ = sup {|an|:w = 0, 1, . . .}. 

For 1 < p < 00, define ||a||p by 

N-l 

| | a | | / = lim sup TV-1 ^2 \an\P> 
N-±œ n=0 

|| • ||p is a seminorm, 1 ^ p ^ 00 , on {a : ||a||p < 00 }. Also, if ||a||p < 00 , 
| |b | |P < 00, then ||a + b | | p < 00. 

(2.1) LEMMA. Let a(fe), a be complex sequences such that each a(fc) has 
a mean. If ||a(fe) — a||i —> 0 as k —•> o°, then a has a mean. 

(2.2) LEMMA. Let a, b be complex sequences. Define ab = c by cn = 
anbn. Letp-1 + q~l = 1, 1 ^ p ^ 00. Then ||ab||i ^ ||a||p||b||ff. 

(2.3) COROLLARY. Let p~l + q~l = 1, 1 S p ^ 00. Suppose ||a(fe)||„ 
is bounded in k, ||b(fe)||ç —» 0. Then ||a(fe)b(fc)||i —> 0. 
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148 J. R. BAXTER AND J. H. OLSEN 

Let T be a linear operator on i^ p (X, J \ M), 1 < P < oo. Define the 
maximal operator M for T by 

Mf(x) = sup A^ZV/OO 
n=0 

:iV= 1 , 2 , . . . } 

We say a maximal inequality holds for T if 

(2.4) aii{{Mf> a)) < (constant) | | / | | i for / G ^ , a > 0. 

We say a dominated estimate holds for T if 

(2.5) ||Mf \\p < (constant) | | / ||p for / G if*. 

(2.4) holds if T is Dunford-Schwartz, that is, if T is a contraction with 
respect to i f i-norm and if°°-norm (cf. [8], Chapter 8). (2.5) holds, for 
p > 1, if 7" is a positive i f ^-contraction ([1]), if T is positive, invertible, 
and power bounded o n i ^ p ([7], [9]), or if T is a Lamperti contraction or 
^ ([9]). 

If (2.5) holds, then clearly 

(2.6) apn({Mf > a}) ^ (constant) || / | | / for / G ^ , a > 0. 

Actually we will need the slightly stronger maximal operator V defined 
by 

Vf(x) = s u p { 7 V - 1 i ; | 7 7 ( x ) | :N=1,2 \ . 

More generally, for 1 ^ r < oo, let 

(2.7) V,f(x) = sup IN'1 Z 177(x) I' : JV = 1, 2, . . . . } . 
V n=0 / 

We will say that an operator T on ifp is dominated by an operator 5 
if \Tf | rg 5| / | for a l l / in i f v . S is of necessity then a positive operator. 
Since the various operators mentioned after equation (2.5) above are all 
dominated by positive operators of the same type, we have, for such 
operators, 

(2.8) «*/*({ Vf > a}) < (constant) || / | | / for/ Ç <£\ a > 0. 

Also, we have 

(2.9) LEMMA. Let T be a linear operator on i^ p (X, #", /*) /or seme £, 
1 < p < oo, swc/& //za/ T is dominated by an ^^contraction. Then, for 
1 :g r < p, there exists C, depending only on p/r, such that: 

(2.10) f(Vrf)*"dv£ Cj\f\*dn, forfe&*. 

Proof. To say T is dominated by an if^-contraction means there 
exists an «^'-contraction V such that \Tf \ ^ T'\f\ for / £ i^p . Then 
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V is positive, and it is clearly enough to prove (2.10) when T itself is 
positive. 

By [1] and [2], we can represent a positive <=£fp-contraction T in terms 
of a conditional expectation and a positive J^-isometry on an appro­
priate <f£p-space. It follows easily from this representation that we need 
only prove (2.10) when T is a positive J>?p-isometry. 

When T is a positive S£p-isometry,we can at once construct a positive 
^ p / r - i s o m e t r y 5 , s u c h t h a t | r / | r = S | / | r for/G ~^p ([3]). S i n c e 7 r | / | = 
M\f\T, where M is the maximal operator for S, (2.10) then follows from 
the dominated estimate for M ([3]). 

(2.10) implies at once that 

(2.11) ap/rn({Vrf > a}) ^ (constant) || / | | / , for/ £ «S?*, a > 0. 

We note that when T is induced by a measure preserving point trans­
formation, (2.11) remains true when r = p, with a similar proof. 

(2.12) LEMMA. Let T be a linear operator f£v(X, ^~, M), 1 ^ p < oo, 
and let r be such that (2.11) holds. Let g £ J?P(X, &~, \L). Define b(x) by 
bn(x) = Tng(x). Then | |b(x)| | r < oo for /x — a.e. x. Suppose 

gke^p(x^^)fZ\\gk-g\\/ <œ. 
k=l 

Define b(k)(x) by bn(k)(x) = Tngk(x). Then 

|| b (k) (x) — b (x) || r —> 0 as k —> oo , 

for u — a.e. x. 

Proof Let A (a) = {x:| |b(*)| | r > a}. Then 

A (a) C {Frg ><*'}• 

Hence /i(^4(a)) ^ a~p (constant) | |g| |/. Thus | |b(x)| | r < oo n — a.e. 
Fix Ô > 0. Let 

£(*) = {*:||b(Jfe)(*) - b(*) | | r > 8}. 

ThenB(k) C { Fr(g* - g) > 5}, so 

M ( B W ) ^ *-*" (constant) ||gfc - g| |/ , 

and hence 

£ M ( 5 ( * ) ) <OO. 

The lemma follows. 

(2.13) LEMMA. Let an be a bounded complex sequence. Let T be an 
operator on J^P(X, Ĵ ~, pi), 1 ^ p < oo, swc& /fea/ (2.8) holds. Suppose 
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that N~l ^nZo anT
nf converges /* — a.e. for f in some dense subset of 

^v(Xf #~, M). Then (a, T) is Birkhoff, that is, N'1 Y££ anT
nf converges 

n - a.e. for all f in<£v(X, J^, M). 

Proof. This follows at once from (2.12) with r = 1, (2.3), and (2.1). 

(2.14) Remark. Often we will show (a, T) is Birkhoff for some T on 
i f r o (Z , ^ , /x). If r extends to an operator f on i ^ ( X , &, /*), 1 ^ 
p < co j such that (2.8) holds, and if a is bounded, then (2.13) shows 
(a, T) is Birkhoff. Since this type of generalization is standard, we will 
not always explicitly note it. 

L e t ^ be a collection of complex sequences. Let 

(2.15) W = || • ||i - closure ofIV. 

2.16) LEMMA. Let T be a power-bounded operator on ^œ(X, &~, /*). 
IfTe <T{iV) then T e ^(W). 

Proof. This follows at once from (2.3), (2.1). 

We shall abbreviate measure preserving point transformation as 
mppt. 

(2.17) LEMMA. LetIV be a collection of complex sequences. Let a be a 
mppt on a probability space (F, @, v). Let C Ç J*?1(Y, &, v). Suppose 
for every g (z C, for v — a.e. y, the sequence a defined by an = g(<Jn(y)) lies 
in iV. Then for every g Ç C, for v — a.e. y, the sequence a defined by an = 
g(an(y)) lies inW. 

Proof. This follows from (2.12). 

Let (Z, ffl, X) be a probability space. Let 

OO OO CO 

x = n zn, jr= iijfn> M = n x„ 
71=—co n=—oo n=—co 

where Zn = Z, Jrffn = J^f, \n = X for every n. Define the shift r :X —+ X 
by (r*)n = (*)n+i- T is clearly an invertible mppt. We will refer to r as an 
iid shift, and (X, Ĵ ~, /x, r) as an iid shift space. 

(2.18) LEMMA. Let (X, Ĵ ~, ju, r) £e aw iid shift space. Define T on 
J^l(X, ^~, jit) by Tf —for. Let a be a bounded complex sequence that has 
a mean. Then (a, T) is Birkhoff. 

Proof. Let / b e a bounded function of finitely many coordinates. The 
strong law of large numbers shows easily that 

N-l 

N~ ^2 anT
nf converges \x — a.e. 

ra=0 

The result then follows from Lemma (2.13). 
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Lemma (2.18) shows there is not much sport to be had in proving 
weighted ergodic theorems for operators induced by iid shifts. However, 
we will later s tudy the weights produced by iid shifts. 

The next result shows we need not consider the class of Dunford-
Schwartz operators separately from the class of operators induced by 
point transformations, as far as weighted ergodic theorems are concerned. 

(2.19) T H E O R E M . LetW be a collection of bounded complex sequences. 
Suppose ^(^W) contains all operators induced on ^f1-spaces by invertible 
mppt ' s . Then^ÇW) contains all Dunford-Schwartz operators. 

Proof. (j)$~^W) contains all operators induced on <^£^spaces by 
arbi t rary mppt ' s , not necessarily invertible. This follows in the usual 
way by building one-sided and two-sided shifts. 

(ii) J ^ C ^ O contains all operators T on Jïf1-spaces, T of the following 
sort: r a mpp t on a probability space (X, J ^ /z), v real, measurable on 
X, 0 ^ v ^ 1, T defined by Tf = vf o r. To see this, let 

oo oo 

Y = n in, v = n x». 
where In = [0 ,1] , and \n = Lebesgue measure on Inj for each n. Let 
£n be the nth coordinate function on Y. Let 

<p:X X F - H O , 1 , . . . , °°î 

be defined by <p(x,y) = first n such tha t £n(y) > v(rn(x)), with 
<p(x, y) = oo if no such n exists. Clearly 

n 

\({y:<p(x,y) > » } ) = Y\V{T\X)), 

so 
Tj(x) = J" x.^n-i, (y)f(r'(x))d\(y). 

Let a G IV. By Lemma (2.13), to show (a, T) is Birkhoff it is enough 
to show iV_1 ^n=o CLnT

nf converges f o r / bounded measurable. 

N-1^anr'f=f r ' l x i ^ , (y)anf(rn(x))]d\(y), 

and the integrand converges X — a.e. for n — a.e. x, by (i), so (ii) holds, 
(iii) 3TÇIV) contains all operators T on ££^spaces, T of the following 

sort: r a m p p t on a probability space (X, ^ , /x), v complex, measurable 
on Xy \v\ ̂  1, T defined by Tf = vf o r. To see this, we use a trick of 
Ryll-Nardzewski [16]. Let 

Y = X X [0 ,2TT) , 

B = &~ X (Borel sets of [0, 2TT)), 

X = jit X (normalized Lebesgue measure on [0, 2TT)). 
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Write 

v(x) = r(x)ei(p{x). 

Define a : Y -> Y by 

er(*, 6) = (T(X),*>(*) + 0), 

where <£>(x) + 0 is to be interpreted modulo 2w. Define Von^f1(Y1 3), X) 
by 

Vg(x,0) = r(x)g(cr(x,0)). 

Given/GifH-X', ^ , M), let 

g(*,0) = / (*)*"• 

Let a € ^ . By (ii), 

i V - 1 

lim iV_1 23 anVng(x, 6) exists for X — a.e. (x, 0). 
JV_>co n=0 

Since 

Vng(x,6) = ei0Tnf(x), 

(iii) follows. 
(iv) Now let T be a Dunford-Schwartz operator on <^?1(X1 ^ , /x). We 

use an old trick of Doob. First, by a routine argument, we may assume 
that X is a compact metric space and Ĵ ~ is the Borel c-algebra. Imitating 
the proof of the existence of regular conditional probabilities, we may 
assume that there exists a proper Markov transition function p on 
X X *̂ ~, and a complex ^ X ^"-measurable function G on X X X, 
such that \G\ ^ 1, 

]>(*, B)ix(dx) = M(£) for every 5 £ ^ , and 

7700 = fp(x, dy)G(x, y)f(y) for M - a.e. x, 

for every / 6 i f U * . ^ /x). Let 

oo 

o = n *», 
where Xw = X for each n, and let (12, J^, J^nj £n, Prx, 6) be the usual 
Markov process with transition function p, where 6 is the shift on SI We 
note that Pr» is invariant under 6. Let v = G (Jo, £i)- Define W on 
^x{% J?, Pr») by Wg = vg o 6. Let a Ç # . By Lemma (2.13) to show 
(a, T) is Birkhoff it is enough to show 

N~ ^2 anPnf converges n — a.e. 
n=0 
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for / bounded measurable. For such an / , let g = / o £0. By (iii), 

N-l 

N~ ^2 anWng converges Pr11 — a.e. 
n=0 

Since Tnf(x) = Ex[Wng] the theorem follows. 

3. Weight classes W^WUW^ Let 

(3.1) Wçs = complex-linear span {a: for some X, |X| = 1, an = Xn 

for all n). 

The bounded sequences in W^ are referred to by Ryll-Nardzewski as 
bounded Besicovitch sequences [16]. We shall also study some slightly 
smaller classes of weights. For any collection IV of bounded complex 
sequences, let 

(3.2) W = sup-dominated || • || 2-closure^. 

This means "iV is the set of a for which there exists a(fc) ^W with 
||a(Jfe)||œ ^ HalU for all k and ||a(&) - a||i ->0asfc -> oo. 

Since HaH^ ^ ||b|U ls a transitive relation on sequences, we see easily 
that 

(3.3) ( # ) ~ = # . 

Clearly, if W is a real-linear space of complex sequences then 

(3.4) || • |U - c losured C # , # C ||. ||p - c losured, 1 g p < oo. 

Now l e t ^ be a real-linear space of complex sequences containing the 
constant sequences 1. For any bounded complex sequence a, let 

(3.5) ^-seminoma (a) = inf {||b||i:b G W, \an
{ S 6» for all n}. 

Clearly 

(3.6) ||a||i ^ ^ - s e m i n o r m (a) ^ \\2L\\œ. 

L e t ^ be a collection of bounded complex sequences. Let 

(3.7) WÇV) = sup-dominated^-seminorm closured. 

That is, W (yS) consists of those sequences a for which there exists 
a(Jfe) G i^ with ||a(&)||œ ^ ||a||œ for all k and ^-seminorm (a(fe) - a) 
- » 0 as k -> oo. 

Just as for (3.3), we see that 

(3.8) W(W(^)) =1V<^). 

By (3.6), 

(3.9) W(^) Q-r Q-r, 
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and if Y is real-linear then 

(3.10) || • lU-closure^ QW(V). 

Let W and ty£ be real-linear spaces of complex sequences both con­
taining the constant sequence 1. If W C || • H^-closure °U, then 

(3.11) ^-seminorm ^ ^-seminorm. 

If (3.11) holds, then for any collection Y of bounded complex 
sequences. 

(3.12) Wi^) Q<%(^). 

We define 

(3.13) 7T' =W^). 

W§ is a very well-behaved set of sequences. We will show it contains 
some interesting examples. 

Let F be a compact metric space, S3 the Borel sets of F. Let a be a 
homeomorphism of F such that {<jn\n an integer) is an equicontinuous 
family. We may choose an equivalent metric such that a is an isometry 
(cf. [10]). (Actually it is enough to have {<jn\n a positive integer) equi­
continuous. Then the rest follows.) Let there exist some point in F with 
a dense orbit. It is then easy to see that every point in Y has a dense 
orbit, that there is a unique cr-invariant probability v on (Y, S3), and 
that for g e C(Y), 

N-l 

(3.14) N_1 ^2 g o an converges uniformly tog, 

where g is the constant function = f gdv. A system ( F, a) of the sort just 
described is called strictly ^-stable. Let ( F, a) be any strictly ££ -stable 
system, g any function in C(Y), y any point in F. The sequence of 
numbers an = g(crn(y)) will be called a continuous sequence. Let 

(3.15) Wx = complex-linear span {a:a is continuous}. 

Let Ci(F) denote the collection of functions g on F such that g is 
continuous except on at most a closed y-null set. For any strictly «if -stable 
system (F, <r), any g £ Ci (F) , and any y G F, the sequence an = 
&(°"nCy)) is called uniform ([6]). Let 

(3.16) W2 = complex-linear span {a:a uniform). 

Clearly 

(3.17) f o Ç f i Ç ^ . 

Since the span of the continuous eigenfunctions of the unitary operator 
induced by a on i ^ 2 ( F , S3, v) is dense in C(Y) in sup-norm (cf[10], 

https://doi.org/10.4153/CJM-1983-010-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1983-010-7


ERGODIC THEOREMS 155 

[16]), we have 

(3.18) TTi C || • l^-closure^o. 

Let ft Ç Ci(F). Let B be a closed *>-null set such that ft is continuous 
on Bc. We can find sequences gk,fk G C(Y) such that 

||g*||sup ^ ||ftXBc||sup, 

\gk - ft| ^ ft on F for all jfe, 

J7^->0as& -> o°. 
Let y G K Let an = ft(c^)), <**(*) = ^ ( ^ ( y ) ) . 

Since y has a dense orbit, it is not hard to see that {an(y) :n= 0,1, ... \ 
is dense. Hence 

||a|U è ||ftx5c||suP, 

and so ||a||œ è ||a(fc)L for all k. 

\\b(k)\\i =Sf*dv, 

by (3.14), where bn(k) = fk{an(y)). Hence 

^ i-seminorm (a(&) — a) ^ J fkdv —> 0 as k —> oo. 

Thus 

(3.19) < r 2 ç # i ( # i ) = 7^7. 

By (3.17), (3.18), and 3.11), 

(3.20) ^Vseminorm = ^i-seminorm. 

Hence 

^ ( T x ) = ^ 0 ( ^ 1 ) Ç^odl -L-c losure lTo) 

ç^oCTocro)) =^ocr0) = 707. 
Also 

^ 0 ( ^ 0 ) Ç ^ o C ^ i ) = ^ 1 ( ^ 1 ) = ^ / . 

Thus 

(3.21) ^ 7 = # 7 , 

and so 

(3.22) W2QWo'. 

We will use (3.22) in Corollary (6.2). Actually all that is needed there 
is that ^ 2 ^ ^o-seminorm closure ^ 7 

(3.23) LEMMA. Le/ ^ fre awy complex algebra of bounded sequences 
(componentwise operations), closed under conjugation. TheniV = the set 
of bounded sequences in W. 

Proof. This is similar to that of Lemma 5.1, using the Weierstrass 
approximation theorem. By (3.23), W0 is exactly the set of bounded 
Besicovitch sequences. 
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4. Weight classes W^ IV±. We now define classes of sequences which 
are very different from W^W^Wi. Let a be a complex sequence. 
Suppose there exists, for each positive integer K, a positive integer N(K), 
and a set I(K) of nonnegative integers, such that: 

(4.1) N(K) ->oo a s i £ - + o o , 

(4.2) N(K + l)/N{K) -> 1 as K -* oo , 

(4.3) N(K)~l sup I(K) -> 0 as K -> oo , 

(4.4) | / ( i^) | -+oo as X - > oo, 

where | / | denotes the number of elements in / , and such that for every 
e > 0, for K sufficiently large (depending on e), if i, j £ I(K), i 9^ j , 
then 

N{K)-l 

2_j dn+idn+j ^ eN(K). (4.5) 

Let 

(4.6) Wz = complex-linear span {a:||a||2 < oo , (4.1)-(4.5) hold}. 

We will say that sequences in Wz are shift-orthogonal. 
If we apply Theorem (6.23) below to the operator T on the functions 

of a one-point space defined by Tf = X/, where |X| = 1, we see that for 
a € ^ 3 , 

N-l 

N'1 X) an\
n -+ 0 as N -> oo . 

On the other hand, if b G || • ||2-closure of WQ, the usual arguments show 
we can find a countable family X;, \\j\ = 1, and coefficients cjy such that 

N-l 

Cj = lim N~ ^2 ^nX/, and r1 

| |b - b(>fe)||2 ^ 0 as Jfe - ^ oo, 
where 

Thi 

M*) = £ c,X/. 
) = i 

^ H (IHIj-closureTo) = {a:||a||, = 0}. 

We also wish to consider sequences a with (4.4) replaced by the 
stronger assumption: 

(4.7) £ \I(K)\~l <œ. 
K=l 

Let 

(4.8) Wi = complex linear span {a: ||a||2 < oo , 
(4.1)-(4.3), (4.5), (4.7) hold}. 
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5. Outputs of mppt. 

(5.1) LEMMA. Let T be a mppt on a probability space (X, J^, /z), T the 
induced operator on^£2. Let V be the closed linear span of the eigenfunction s 
of T. Let A be the span of the bounded eigenf unctions of T. Then V = Â. A 
is an algebra closed under complex conjugation. Iff £ ^m{X, Ĵ ~, n) P\ V, 
then there exists fk £ A with \\ fk\\m ^ || / ||œ for all n, \\ fk — f ||2 —> 0 as 
k —> GO . There exists a a-algebra ^ Ç # " such that V = ££2{X, 2iï, n). 
In particular, orthogonal projection onto V defines an Jt?œ-contraction. 

Proof. This is a straightforward application of the Weierstrass approxi­
mation theorem. 

(5.2) THEOREM. Let (X, ^ , /x), r, T, V be as in Lemma (5.1). Assume 
T is ergodic. Let W = V±. Let f be bounded, measurable. Then f = g + h, 
where g, h are bounded, measurable, g £ V, h G W. For /x — a.e. x, the 
sequence g(rn(x)) is inift\, and the sequence h(rn(x)) is inWz. 

Proof, g and h are bounded by Lemma (5.1). For \x — a.e. x, g(rn(x) G 
WQ by Lemma (5.1) and Lemma (2.12). (We note that since r is ergodic, 
if an(x) = g(rn(x)), then ||a(*)IL = ||g||œ for M - a.e. x.) 

Since the spectral measure of h is continuous, 

2 

= 0. 
M I r 

lim M~XJ2 I h(horm)dn\ 

For any positive integer L, choose a positive integer Q = Q(L), such 
that 

' 2 L*Q I r 

m = l I ^ 
h{horm)dn <L~\ 

Consider the sets Jt = {k, 2k, . . . , Lk\, k = LQ — t, where t runs 
through the values 0, 1, . . . , Q — 1. It is easy to see that the sets Jt are 
pairwise disjoint, and each Jt C {1, 2, . . . , L2Q). If each Jt contains 
some m with 

\fh(hoTm)dix\2 ^ L~\ 

then, since there are Q sets Jt, a contradiction results. Hence for some set 
Ju 

\Jh(h o rm)d[x\2 < L~\ for every m G Jt. 

Let J(L) be one such set Jt. We have 

\J(L)\ = L, and 

\Jh(h o TW)JM|2 < L-1 for each m G / ( L ) , 

hence 

l / ^ o r O ^ o r O d / x l 2 < L~l for each i , j G / ( L ) w i t h i ^ j . 
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Let LX(N) be the largest L ^ N such t ha t 

s u p 7 ( i ) g TV1/2 and 

N-l 

N-1 £ Hri+n(x))h(ri+n(x)) <L~ 

for each i, j £ J(L), i 9^ j . If no such L exists, let LX(N) = 1. For 
n — a.e. x, 

2 V - 1 _ 

( J 5 o T ' ) ( i o T % = lim N'1 £ h(Ti+n(x))h(ri+n(x)), I 
for all i,j. Hence, for /x — a.e. x, any L, for iV sufficiently large L satisfies 
the conditions jus t s tated. T h u s L ^ LX(N). Hence LX(N) —» oo, 
M - a.e. Let /(TV) = J(LX(N)). Then for pt - a.e. x, if an = h(rn{x)), 
then (4.1)-(4.5) hold (with N(K) = X ) , so a f Wz, and the theorem 
is proved. 

If we consider h 6 ^ 2 (X, J^~, /x), ra ther than /t bounded as in the 
theorem, the same proof jus t given shows an = h(rn(x)) defines a 
sequence a £ ^ 3 for /x — a.e. x, once we note t ha t ||a||2 < 00 by Lemma 
(2.12) with r = p = 2. 

(5.3) T H E O R E M . Let {£n\ be a sequence of complex valued random 
variables. Let r > 0, s < 2. For each N, let J(N) be a set of nonnegative 
integers. Suppose that 

(5.4) N~l sup J(N) -> 0 as N -> 00, 

and that for N sufficiently large 

(5.5) \J(N)\ > Nr 

1 2 

(5.6) E 
N-l 

2s£n+£n+j ^ (constant) N\ for alii, j Ç J(N), i 9* j . 

Then, with probability one, the sequence an = £n(co) fes in W± if 
| |a| |2 < 00. 

Proof. We may assume 5 -f 6r < 2, by decreasing r. Discarding pa r t 
of J(N), we may assume | / ( iV) | ^ A7'2'' for iV sufficiently large. Let 
t = r A (2 - 5 - 6r) . Let # ( ! £ ) = the least integer greater than i£ 2 / r . 
For every K, and every z, j G J(N(K)), i 9^ j , let 

A(K ,ij) = y 
N-l 

12 £n+i(u)Çn+j(0)) ^N(K) 4-
Then 

Pr{A(K,i,j)) ^ (constant) iV( i^) s + 2 r - 2 . 
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Let A(K) = \J A(K, ij), where the union is over all i, j 6 J(N(K)) 
with i ?± j . Then 

Pr{A(K)) ^ (constant) iV(X)s+6r~2 for K large. 

Hence 

T,Pr{A(K)) <oo. 
K-l 

Let I(K) = J(N(K)). Then | /( i£) | ^ # 2 so (4.7) holds. Since with 
probability one each a> is in at most finitely many sets A(K), it is easy 
to see that the sequence an = £n(o>) satisfies (4.5). Thus the theorem is 
proved. 

(5.7) COROLLARY. Let (X, J^, /x, r) be an iid shift space. For any 
f £ «if l(X, J ^ n) withjfdn = 0,for /x — a.e. x the sequence an = f(rn(x)) 
/^s inW\. 

Proof. If / is a bounded measurable function of finitely many coor­
dinates, the statement follows readily from Theorem (5.3). Such func­
tions are dense inJ^f1, so the corollary follows from Lemma (2.12). 

6. Convergence theorems. We will use the notation of Section 3. 
Let T be an operator on J^P(X} &~, \x) which satisfies the ordinary 
pointwise ergodic theorem. The trick of Ryll-Nardzewski [16], already 
used in the proof of Theorem (2.19), suggests that we should then have 
T £«^~(3^o). The next theorem shows that, under mild restrictions on 
7\ T e JT(To) implies 

T £ ̂ C#Vseminorm closure T^o). 

(6.1) THEOREM. LetW andi^ be collections of complex sequences, where 
W is a real-linear space of complex sequence containing the constant 
sequence 1. Let S and T be linear operators on ££V{X, &~, JU) for some 
p, 1 ^ p < oo. Suppose 

\T*f\^ (constant)^ f \ forf £ <^V(X, J ^ M) and all n, 

and suppose S is power-bounded from J£P(X, ^~, /x) to J£l{X, J^, /x). / / 
T €&~Qf)tS e#~(iT),then 

T G &~(W-seminorm closured). 

Proof. Let a G ^-seminorm c l o s u r e ^ , / <E &*(X, ^ , n). Let 

A(N)(x) =N-lNt,anT
nf(x). 

71=0 

We must show A (N) converges /x — a.e. Let a(fc) G 1^ with^-seminorm 
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(a(fe) - a) —• 0 as k -» oo. Let 

N-l 

A(N, k)(x) = N-1 £ an(k)Tnf(x). 

Let 
U(N) = sup{|;4(M) - A(L)\:M,L = iV), 

*7(7V, *) = sup {\A(M,k) - A(L,k)\:M,L = N}. 
Let 

R(N,k)(x) = iV"1 23 M*) - 0,1 |r/(x)|. 
rc=0 

Let 
Ç(iV, *) = sup {R(M, k):M = # } . 

We find at once 

U(N) = U(N,k) + 2Q(N,k). 

U(N), Q(N, k) are decreasing in N, with limits U, Q(k) respectively. 
Since U(N, k) -> 0 as N-> oo, U S 2Q(k). We must show [7 = 0 
/x — a.e. Thus it is enough to show 

jUdu = 0, or limk^œ fQ(k)dn = 0. 

Let b G # with |an(&) — an\ ^ fr„ for all n. Then we find 

Q(k) è (constant) lim N~l X) onS
n\f\, fx - a.e. 

7V->oo n=0 

Hence 

(?(*)<*/* ^ (constant) lim AT1 X) t)n\\S
nf\\i ^ (constant) ||6||i. 

Hence 

fQ(k)dn ^ (constant) ^ - n o r m (a(ife) - a) , 

and the theorem follows. 

(6.2) COROLLARY. Let S, T be as in Theorem (6.1). / / S, T G ^ " ( ^ o ) 
thenS, T e^~(W2). 

Proof. This follows at once from (3.22). 

(Naturally we can take S= T and conclude S ^^r'(W2)-) This 
result shows that for a wide class of operators, proving the ergodic 
theorem for uniform subsequences is no harder than proving the ordinary 
ergodic theorem. Bounded Besicovitch sequences do not seem as well 
behaved. However, we can prove the following result (we recall that 
by T dominated by 5 we mean \Tf \ ^ 5| / | for a l l / ): 
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(6.3) THEOREM. Let T be a linear operator on J^P(X, &~, /x), for some 
p, 1 < p < oo, which is dominated by a positive J£p-contraction. Let 
p~l + q~l = 1. Let a Ç || -\\s-closureW^ for some s > a. Then (a, T) is 
Birkhoff. 

Proof. Let r~l + s~l = 1. Then 1 < r < p. Let f Ç ifp. Let b(x) be 
denned by bn(x) = 7^/0*) • By Lemma (2.12), 

| |b(x)|| r < oo for jit — a.e. x. 

Let a(£) G ^ o , ||a(fe) — a||s —»0 as k —> oo. (a(fe), T) is Birkhoff since 
7" is dominated by a positive ~Sfp-contraction. Thus for /x — a.e. x, 
a(&) b(x) has a mean for all k, so ab(x) has a mean by (2.3) and (2.1), 
and the theorem is proved. 

In particular the conclusion of Theorem (6.3) holds when a Ç W\. 

(6.4) THEOREM. Let T be a linear operator on J£œ(X, Ĵ ~, \x) which is 
power bounded with respect to ̂ œ-norm and one other J£v-norm, 1 < p < oo. 
Then T e^iWt). 

Proof. By (2.16) it is enough to show T £ 3T($V±). Let a be a complex 
sequence with ||a||2 < oo, such that (4.1), (4.2), (4.3), (4.5), (4.7) hold. 
We will show first that 

N(K)-1 

6.5) lim N(K)'1 £ anVf = 0 M - a.e. 

Let C be such that 

(6.6) 117-glU ^ C||g|U, ||r»g||, ^ C||g||, for g £ if". 

We may assume 

N-I 

(6.7) £ k l 2 SN for all iV. 
n=0 

Fix / 6 <if °°. We may assume 

(6.8) IP1/ | ^ 1 everywhere on X, for all ». 

Since dn satisfies the same assumptions as an, to prove (6.5) it is 
enough to prove 

N(K)-1 

(6.9) lim NiK)-1 X) ânT
nf = 0 n - a.e. 

K-xx> ra=0 

For each K, define sequences G(K), G(K,j) by 

(6.10) Gn(K) = an, n = 0 # ( # ) - 1, Gn(K) = 0 for n è iV(X), 

(6.11) G,(iC,i) = an+J, « = 0 N(K) - 1, Gn{K,j) = 0 
for n è iV(K). 
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For any sequences G, F, write 

(G, F) = £ GnFn. 
n=0 

Let Fn(x) = T"f(x). Then (6.9) becomes 

(6.12) l i rn*^ N(K)-l(G(K), F) = 0 M - a.e. 

For any e > 0, by (4.5), for sufficiently large K, if i, j Ç /(.£)> t 9e j , 

(6.13) |<G(iS:,*),G(2î:,j))| ^ <N(K). 

Fix « > 0. Let e = (5/3 C)2. Let 

(6.14) A(K) = {*:|<G(-K:), F(X))\ > 2SN(K)\, 

(6.15) B(K,j) = \x:\(G(K,j), F(x))\ > 2y/lN(K)}. 

Fix x. Let / be a subset of I(K), such that x Ç B(K,j) for each 
j 6 / . Let v be the number of elements in J. Then \(G(K,j), F(x) )| > 
2\/reN(K) V i G / , so we can choose X(j), |X(i)l = 1> s u c n t n a t if w e 

set 
H = T.\(j)G(KJ), 

where the summation is over all j £ / , then 

(H, F(x)) > 2vV~tN(K). 

By (6.8), 

(H,H)^ WeN(K). 

By (6.7) and (4.3), for large K, 

\(G(K,j),G(K,j))\ ^ 2N(K) for all j G I(K). 

Hence, for large K, using (6.13) we have 

(H,H) S 2vN(K) + v2eN(K), 

hence 

(6.16) v < c-1. 

By (6.7), (6.8), and (4.3), for large K, for every j £ I(K) 

I A T - l i V — 1 I _ 

X an+jT
n+jf - £ 0 , 7 7 ^ 0V(N(K) everywhere o n l . 

That is, 

(6.17) \T'(G(K,j), F) - (G(K), F)\ ^ CV^N(K) everywhere on X. 

Let g, = (G(KJ), F). Clearly, fori € I(K) 

\Tj
gj\ < \TiXB(KJ)gj\ + 2CV7N(K) a.e. on X, 
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SO 

(6.18) | r>x*c*.^l ^ \(G(K), F)\ - SCV7N(K) a.e. on X. 

Hence 

(6.19) |Px«(*.«g,| ^ 8N(K) a.e. on A(K). 

Hence 

C\\xB(K.ng,\\, > ôN(K)(jx(A(K))y, 

or, for large K, by (6.7) and (4.3), for each j 6 I(K), 

C(2N(K))MB(K,j)) > S>(N(K))WMK))-

Summing over j £ I{K), and using (6.16), 

(6.20) ô"\I(K)\n(A(K)) ^ 2*Cv<:-\ 

By (4.7), 

t,n(A(K)) < o o , 

so (6.9) holds, and hence (6.5) holds. 
Let 

S(N) = N-'J: anT
nf. 

By (6.7) and (6.8), for M ^ N we have 

(6.21) \S(M) - S(N)\ ^ ((N - M)/N) + ((N - M)/N)l'\ 

By (4.2), we see that 

N-l 

(6.22) lim X) a » î 7 = 0 M - a.e. 

so the theorem is proved. 
As usual, Remark (2.14) applies to Theorem (6.4). 

(6.23) THEOREM. Let T be as in Theorem (6.4), a G Wz. Then 

N-l 

N'1 X) a » î 7 -> 0 in &p-norm as N' -> oo , 

Proof. As usual, we need only consider a G ^ 3 . We find (6.20) still 
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holds just as before, and so by (4.4), n(A(K)) —>0 as K—> oo. This 
implies 

N(K)-1 

NiK)'1 X) anT
nf->0 in ifp-norm as i£ -+oo. 

n=0 

The theorem then follows from (6.21) and (4.2). 

We now note a simple lemma, which is sometimes useful in verifying 
that a sequence is in'# /

4 . 

(6.24) LEMMA. Let N(K), M(K) be sequences of positive real numbers, 
such that 

N{K) -> oo, N(K + 1)/(N(K) - > 1 , M{K) -» oo, 

M{K + l)/M{K) - > 1 , 

as K —> o°. Then we can choose a subsequence K(L) such that 

N{K(L + 1)) - N(K(L)) > 1, N(K(L)) ^ M(L) far all L, and 

N(K(L + l))/N(K(L)) -+lasL->oo. 

7. Saturating sequences. Saturating sequences were defined by 
Reich in [15]. In that paper the convergence of K~l ^fJo1 Tn(k)f is 
considered, when n(k) is a general sequence of integers, not necessarily 
increasing or positive. Such general sequences do not seem to fit naturally 
into the approach of the present paper, and we will confine outselves here 
to the case that n(k) is an increasing subsequence of nonnegative integers. 
We will also assume that n(k) has a nonzero density. Even in this case, 
we will not consider general saturating sequences, but only those satisfy­
ing a uniform order condition, as defined in [15], on every closed interval 
in (0, 2TT). We will use the terminology of weights rather than sub­
sequences, as explained in Section 1. 

Let a be a complex sequence. Let N(K) be a sequence of positive 
integers such that 

(7.1) N{K) -> oo, N(K + 1)/N(K) -> 1 as K -+ oo. 

For each e > 0, let 

N(K)-l 

NiK)-1 E aX 
72 = 0 

1, |X — 1| > e [ (7.2) B(K,t) = sup 

Suppose 

oo 

(7.3) T,B(K,e) < o o . 
K=l 

Let 

(7.4) Wh = complex linear span {a:||a[|2 < oo, (4.1)-(4.3) hold}. 
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Applying the method of [15] one can show (at least) that 3T(ffl*) 
contains any T on J£?co(X, J^, /x) which is power bounded in J ^ - n o r m 
and unitary in <if2-norm. The methods of [15] and [4] (cf. also [5]) 
give that if {£w} is an independent mean zero uniformly bounded sequence 
of complex valued random variables, then an = %n (oo) defines a sequence 
mWb with probability one. 

The following example is considered in [15]. Let {Çk\ be an iid sequence 
of positive integer valued random variables, with £|fi | < oo. Suppose 
the distribution of fi is not supported on any proper subgroup of the 
integers. Let 

n(k) = r i + . . . + {V 

It is shown that with probability one, the subsequence {n(k)\ is such 
that, for every operator T induced on Jzfx by a mppt, 

K-l 

(7.5) lim R-1 X) Tn{k)f exists a.e., for/ 6 if1. 
K-*œ k=0 

For each sequence n(fe), let an = 1 if n = n(k) for some k, an = 0 
otherwise. As noted in Section 1, (7.5) is equivalent (since {n(k)} has 
positive density) to 

N-l 

(7.6) lim N'1 X) o»T"f exists a.e., for/ e&\ 

The proof of (7.5) in [15] (Theorem 6.4 of that paper) shows that 
a G W$. We note that also the sequence b obtained by subtracting the 
mean of a lies in °iP\. To see this, we observe that the f k may be regarded 
as return times for a Markov process. The result of Ornstein and Shields 
[14] then permits us to apply Corollary (5.7). 

One step needed in [4] and [5] is an estimate for an expression of the 
form 

E X) exp (iaSn) 

where Sn = f i + . . . + fw, for an iid sequence {fn}. Since the results of 
[4] and [5] are very interesting, it may be worthwhile to note a lemma 
which simplifies estimation of higher moments: 

(7.7) LEMMA. Let {£n} be a sequence of complex valued random variables 
such that for each m and n, |£„+i + . . . + £n+m\ is independent of 
|£i + • • • + fn|» and |£n+i + . . . + £w+m| has the same moments as 
|€x + . . . + £™|. Suppose 

£|£i + . . . + ê„|2 ^ An for all n, and 

E|fi| l ^ Bl,for some integer I > 2. 
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Then 
£|Éi + • • • + kl ' ^ W 2 + Bl)nl<*for all », 

wftere Ĉ  depends only on I. 

Proof. This follows by induction on /. To pass from / to / + 1, one 
considers n = 2j, and again uses induction, on j . 
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