
Can. J. Math. Vol. 45 (6) 1993, pp. 1211-1230. 

RELATIVE KLOOSTERMAN INTEGRALS FOR GL(3): III 

ZHENGYU MAO 

ABSTRACT. Let E be a quadratic extension of a number field F with Galois con­
jugation er, G' the quasi-split unitary group in three variables, G the group GL(3, E). 
We let S be the space of the matrices s in G such that a(s)s = e. One conjectures a 
comparison identity between the relative Kuznietsov trace formula for the symmetric 
space S and the ordinary Kuznietsov trace formula for the group G' (See [10]). We 
prove the corresponding "fundamental lemmas". 

1. Introduction. Let F be a non-Archimedean field of odd residue characteristic q. 
We denote by Rf the ring of integers of F. Let E be an unramified quadratic extension 
of F, with Galois conjugation a: z »—• z. We let xfif be an additive character of F with 
conductor RF and set \p£ = ^F(Z + z). We also write ip for I/JE, and |JC| for |JC|^. 

Let G be the group GL(3, E), regarded as an algebraic group over F. Then o defines 
an automorphism on GL(3, E). Let S be the variety: 

{s GGL(3,£) I ss = e}. 

The group G acts transitively on S by s i—> f-1^, (see [2]). The group GL(3, F) is the 
fixator of e under this action. We also denote it by H. 

We denote by B the group of upper triangular matrices in GL(3, E), by A the group of 
diagonal matrices, and by N the group of upper triangular matrices with unit diagonal. 
Let 8 be the character of TV defined by: 

(lxz\ 
9\0ly \=tKx-y). 

\ 0 0 l / 

The group N acts on 5, thus S is a disjoint union of Af-orbits. A set of representatives for 
the orbits of S consists of the matrices wa, where w is a permutation matrix with w2 = e 
and a G A with wawâ = e. (See [12]). We also note that the scalar matrices ue with 
mi = 1 acts on S by multiplication. An Af-orbit of an element s G S is called relevant if 8 
is trivial on the fixator Ns of s in N. We set: 

/ 0 0 1\ (a 0 0 \ 
w= 0 1 0 , 4 = 0 1 0 . 

\ i o 0/ l^oor1/ 
The relevant A/̂ -orbits are those with a representative of the form uwda (regular orbits) 
and those with a representative of the form ud-\ (singular.orbits). 
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1212 Z.MAO 

Let O be a smooth function of compact support on S. We define the orbital integrals: 

/(<*,<&)= f <3>(h~lwdan)6(n)dn 
JN 

/,(0) = / <S>(n~ld-in)9(n)dn. 
JN/Nd_x 

Let G7 be the group: 
{g eG | gtwg = w}. 

Thus G7 is a quasi-split unitary group. We denote by B\ Nf and A' the intersection of B, 
N and A with G'. The group N7 consists of the matrices of the form: 

1 x f - f \ 
0 1 - x , f + f = 0. 

^00 1 / 

We define a character 0' of TV7 by: #7(ft7) = *p(x). Let/7 be a smooth function of compact 
support on G7; we consider the following integrals: 

J(a,f') = / f'(n7xwdan2)6'(n\n2)dn\dn2, 
JN' x N' 

Js(f')= f f{n-xd-x)ê'(n)dn. 

With the above notations, we say O and/7 have matching orbital integrals if: 

I(a, O) = J(aJ,)1 Ism = Js(f'). 

For a smooth function of compact support/ on G, we define a function O^ on S by: 

Then <Jy is a smooth function of compact support on S. If/ and/7 are Hecke functions on 
G and G' respectively, which satisfy the stable base change correspondence (described 
in Section 2.7), then we say Of and/7 are associated. Our main result is: 

THEOREM 1. If<&f andf' are associated, then they have matching orbital integrals. 

If/ and/7 are the unit elements of the respective Hecke algebras, this is proved in [7]. 
To motivate our result, we temporarily go to a global setting. Let E be a quadratic 

extension of a number field F, O a smooth function of compact support on S(F\) which 
is a product of local functions. Then the function K® on G(F\) defined by: 

is invariant on the left under G(F). Functions of this form can be constructed for any 
symmetric space S (viewed as the fixator of an antiautomorphism of a reductive group 
G), and have been studied by Sarnak in connection with Diophantine problems on the 
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variety S. Since the space spanned by the functions K<& is right invariant, it is natural 
to perform a spectral analysis of the functions K®, writing them as the sum of their 
projections on the cuspidal spectrum and an Eisenstein part, (more precisely, as a sum of 
a discrete part and a continous part). In our case, since the action of G on S is transitive, 
the space V of an automorphic cuspidal representation 7r of G has a nonzero projection 
on the space spanned by those K® if and only if there is a <j> in V such that: 

f <t)(h)dh^0. 
JH(F)\H(FX) T 

Conjecturally such distinguished representations are characterized as stable base change 
of the automorphic representations of G'. (See [2] for more details). To prove the con­
jecture, one considers a smooth function of compact support/7 on G'(FA) which is a 
product of local functions. One associates t o / ' the kernel function: 

Kf>(gug2)= E / W & 2 ) . 

Suppose the local components of/' have matching integrals with the local components 
of O. At a split place, this relation is simply a convolution relation; at an inert place, this 
relation is of the above type. Then: 

JK^(n)0(n)dn = J J Kr(n\,n'2)6{rixn'2)dri{ dn'2. 

From this identity, one wants to derive an analoguous identity for the discrete parts of 
the kernel functions K<& and Kf, and then obtain the conjecture. (See [8], [10] for global 
identities of this type; for the case at hand, see [2], [3] for details). 

Our result is surely sufficient to prove the conjecture under the following very restric­
tive assumptions: if a place v of F is inert in E it is non-Archimedean of odd residue 
characteristic and unramified in F; furthermore, we restrict ourselves to representations 
7T of G which are supercuspidal at a finite place of E above a split place of F, and 
unramified at each place of F above a place of F which is inert. At any rate, our theorem 
is an essential step in the proof of the above global identity (the "fundamental lemma"). 

Instead of considering a variant of the Kuznietsov trace formula as we did above, 
one could consider "relative Poincaré series", that is, functions of the form K<& where 
the infinite components of O are suitable non-compactly supported functions. Our result 
would then be useful to compare the Fourier coefficient of these Poincaré series with 
the Fourier coefficients of the usual Poincaré series for G'. In this context, we may 
regard the integrals J(a,f) as Kloosterman integrals on G', that is, local analogues of 
the Kloosterman sums, (see [4], [5] and [13]). The integrals /(«, O) are then a new kind 
of Kloosterman integrals and we show they are identical with the Kloosterman integrals 
for G'. 

We now go back to the local setting and introduce a few more notations. Set K = 
GL(3, RE), K' = KC\ G'. If/ is a Hecke function on G, then O/ is /^-invariant. Let U 
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be the space of ^-invariant functions of compact support on S. Similarly for/7 a Hecke 
function on G', we define: 

^f{g) = jNlf'(n-xg)e,{n)dn. 

Then OÎ-, is left N'-equivariant and right /^-invariant and of compact support modulo 
N'. Let V be the space of such functions on G'. If O' is in V, we set: 

J(a, O') = f ®'(wdan)0'(n)dn, JS(&) = <&'(</-1). 
JN' 

Thus J{a, *},) = J{a,f\ Js(&f) = Js(f'). 

The material is arranged as follows. In Section 2, we reduce the problem to the 
comparison of the integrals /(a, O) and J(a, O'). We compute the formal Mellin transform 
of «/(<?, O') for O' in V in Section 3, and in Section 4, the formal Mellin transform of 
I(a, O) for <D in U. The computation in Section 4 does not include the case treated in [7]. 
The Mellin transforms here turn out to be the square of Gauss sum times an elementary 
factor. The main difficulty is to show that the same factor occurs for both integrals, 
(Lemma 2). Comparing the Mellin transforms, we obtain our result. 

Professor Jacquet suggested this problem to me. From the beginning of this work to 
the final version, I benefitted from his aid. I would like to express my gratitude here. 

2. Correspondence of the Hecke algebras. 

2.1. Let IT be an irreducible unramified representation of G with a K-fixed vector vo. 
If/ is a Hecke function on G, that is, a A'-biinvariant function of compact support on G, 
we define f(ir) by: 

TT(/>O =fWvo. 

Suppose that IT is distinguished, that is, there is a linear form A ^ 0 on the space V 
of 7T which is //-invariant. Then the central character of 7r must be trivial and IT is 
self-contragradient ([2]). It follows that IT is a component of Ind(G, B; x, 1, x"1) where 
X(JC) = |JC|', t a complex number. Let £2 be the function on S defined by: 

SlG-lg) = \(<ir(g)vo). 

Then £1 is invariant under K and an eigenfunction of the Hecke algebra in the sense that: 

(1) JGf(g)Çl(g-lSg)dg =/(7T)Q(5). 

Conversely, we will show that given any t G Cx and the corresponding representation TT 
of the above form, there is, up to a scalar factor, a unique nonzero function Q on S which 
is ^-invariant and satisfies (1); (even though TT may not be distinguished). 
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2.2. Fix a uniformizer vo in F. For an integer r > 0 we set: 

dr = da where a = wr. 

It is easily checked that the matrices of the form wdr form a set of representatives for the 
orbits of K in S and thus a /^-invariant function Q on S is determined by the values: 

£lr = Q,(wdr). 

Note that such a function is invariant under the center of G' acting on S and satisfies: 

O(j) = Q(f5). 

If follows that, given 7r as above, (1) is satisfied for all Hecke functions if and only if it 
is satisfied for the characteristic function T of the set ATdiag[tu, 1, \]K. In turn, (1) reads: 

jG T(g)Çl(g-xwdrg) dg = q\q-2t + 1 + q2t)Çlr. 

This equation is equivalent to the following difference equation: 

(2) q4Qr+i + q2ar + Qr_i = q2(q~2t + 1 + q2t)Cln r > 1, 

(3) (<?2 + q + l)Qo + (q4 - q)Qi = q2(q~2t + 1 + q2t)Qo. 

These relations determine Qr in terms of Qo; thus, our assertion on the existence and 
uniqueness of Q is established. In particular, we may assume QQ = 1- Solving the 
difference equation, we get: 

PROPOSITION 1. 

, , . o _ ( l - ^ - ' X l - g 2 - * ) rt2,+2) ( l - ^ ' - ' X l - ^ Q ,_2>+2) 
W " r (q-tfXq-f-t-q*-!)* +

 {q - q4)(q2,-2 _ q-2,-2^ 

2.3. Let ds denote the invariant measure on S such that KHS has volume 1. Then for 
any Hecke function/, we have (Q. as in (4)): 

(5) f(ir) = Js<ï>f(s)Çl(s)ds. 

To apply this equation, we need to compute the volume cr of the AT-orbit of wdr in S. Let 
Or be the characteristic function of this orbit; we have: 

JGJs<t>r(g-lsg)dsT(g)dg = JGT(g)dgJs<t>r(s)ds 

= (q4+q2 + l)cr. 

Just as before, the above equation yields a difference equation. Solving the equation with 
the initial condition CQ = 1, we find: 

4r(l-q-3) 
1 ifr = 0. 

c =}q4rd-q-3) i f r > l 
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2.4. Note the functions O r form a basis of the space U. For Or, the integral in (5) 
equals: 

(6) J®r(s)Q(s)ds=l, ifr = 0 

J <&r(s)Q,(s)ds = 
1 q«2-2t)(q2-2t _ 1 } ^2+20(^2+2, _ 1 } 

tf*L 4 -2t-2 _ n2t-2 T q2t-2 _ q-2t-2 

(7) 
o(r-D(2- 2t)^2-2t _ Y ) ^(r-l)(2+2r)(^2+2r _ | ) 

^ -2r -2 _ ^2r-2 ^2r-2 _ ^-2*-2 , if r > 1. 

2.5. Let t G Cx and x as above. Denote by 7r' the unramified component of the 
representation of G' induced by the character of B'\ 

udan \—> x(a)-

Let W be the corresponding Whittaker function: 

W(ngk) = 8f(n)W(g), W(e) = 1 

and: 

In particular: 

f'(7T,)W(g) = JGf(x)W(gx)dx. 

f\v') = jGf{x)W{x)dx. 

2.6. In the introduction, we defined V a space of functions on G'. If O' is in 1/, it is 
determined by the function on Ex also noted O' and defined by: 

*'(*) = 6'(h)&(a) 

if 
g = ndak. 

Note that O'Oz) = 0 for \a\ > 1. With this notation (and a similar notation for W), we get: 

f'(7Tf) = JEx&f/(a)W(a)\a\-2dxa. 

For an integer r > 0, we denote by O^ the function defined by: 

O » - ! 1 i f | « l = T 2 r 

10 otherwise. 

Using the explicit formula for the Whittaker function, we get: 

(8) / &r(a)W(a)\a\-2dxa = (1 - q4t)-1 q-*2*-» + (1 - <T4')~ VK~2 '~2 ) . 
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2.7. The homomorphism of the stable base change/i—>/' is defined by the condition 
/C71") =f\^')' With the above notations, this condition is equivalent to: 

J ®f(s)Q(s)ds = Jx &f,(a)W(a)\a\-2dxa. 

If O is in U and O' is in ^ , we write O ^ O' if: 

[<3>(s)£l(s)ds= f &(a)W(a)\a\-2dxa. 
JS JEx 

Thus O/ <-> O}, by definition. Let Or = Er
i=0 ®i, r > 0. We set O r = 0 and O^ = 0 if 

r < 0 . 

PROPOSITION 2. 

7rc particular, the correspondence <E> <-> O' w a bijection between 11 and V. 

PROOF. The first assertion follows easily from (6), (7) and (8). The second follows 
from the fact the functions in question form a basis of 11 and V respectively. • 

We see that to prove Theorem 1, it suffices to show that for O G 11, O' G V and 
O «-> O': 

By the previous proposition, all we need to prove is the following: 

PROPOSITION 3. 

(9) I(a^r) = J(a^f
r-q^f

r_l) 

(10) Is(b,<S>r) = Js{b,<&,
r-q<$>'r_x). 

The proof of this proposition will be the task of the remaining of this paper. The easy 
verification of the equality between Is and Js is left to the reader. 

3. Mellin transform of 7(a, O .̂). Let &r be the function defined in Section 2.6. 
Recall we defined: 

J(a,Q>'r) = [ &r(wdan)6f(n)dn. 
JN' 

We will compute the formal Mellin transforms of J and / as functions on Ex. For a 
justification of our computation, we refer to [7]. Let \ be any character of Ex, we write 
X(z) = Xo(z)\z\\ where xo has module one and is trivial if \ is unramified. We also set 
X - q2t. The Mellin transform of J is then a formal Laurent series in X: 

(1) /(X)= fj(a)x(a)dxa. 
JE 
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We use Jr(x) l 0 denote the Mellin transform of J(a,Q'r) with respect to x- An easy 
but lengthy computation using the right ^'-invariance and left Af'-equivariance of the 
function Oj. shows that: 

(2) Jr(x)= [&r(a-l)X(a)dxa 

(3) + £ qs{\ - q~'Wr{â-'ws)X{a)dKa 
s=\ J 

J\y\>\,t+1=0 r\[ V 2 / J 1 

(4) jij[[a^-y^yly + y]x(a)dxadydt. 

If x is ramified, clearly (2) and (3) give 0. If \ is unramified, (2) gives Xr, and (3) gives: 

x i-9x-< • 

In (4), we make the change of variable a\—> (t — ^ ) _ 1 ; the integral becomes: 

/o^-^^ + ̂ -^x^^-f)"1]^^^^ 
with 

> 1, f + f = 0. 

By changing f to t(yy/2) and a to a ly, we get: 

(5) J\yy\F^(y)x-](y)dyJ^(a)x^(a)dxajx{j^) dt 

with 
|;y| > l,f+ f = 0, |oy l\ = q -2r 

We first suppose that \ is ramified with conductor m. By the well known vanishing 
property of Gauss sums (integrals), we may impose a restriction \a\ = \y\ = q2m on the 
domain of (5). Thus, if r ^ 0, the expression (5) is 0. If r = 0, (5) is: 

(6) ( I - * - 2 ) " 1 
J\y\=q2m J JH-?=0 Vf— 1 / 

Now we consider the unramified case. We have: 

only if ra < 1. Therefore (5) does not vanish only if \y\ = q2, while: 

(, 2\yy\Fmx~l(y)dy=-q
2x-1. 

J\y\=q2 
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If r > 1, since \ay~~x \ = q~2r and \y\ = g2, we get \a\ < 1 and: 

/ 2 9 xKa)X-\a)dxa = Xr-]. 

If r = 0, then \a\ = q2, we get: 

[ ij(a)X-l(a)dxa = - (1 - q'2yx q^X'1. 
J\a\=q2 

To get the explicit result, we apply the following lemma: 

LEMMA 1. If\ is unramified, we have: 

f ( 2 A , l-X~l 

(7) LA7^)dt = T^F-
Thus when \ is unramified, (5) gives: 

(8) ~q2]r~2i^i& i f r > 0 
1 -X 

l -x- 1 

(9) (l-q-2r]X-2; " ifr = 0. 
1 — qX ' 

We sum up the above results into the following: 

If x is ramified with conductor m, then: 

(10) Jr(\) = 0, i f r > l 

(ID 7o(x) = ( i - , - 2 r i [ ( N 2 „ ^ ) x - 1 w ^ 2 / + 7 = 0 x ( ^ T ) ^ 

If x is unramified, then: 

(12) / r(x) = (1 + qX'l)(l - X~x)Xr, if r > 1 

(i3) y0(x) = (i - ^ " V a - x-^ti+(i - q~2rlx-2]. 

We notice the difference between the results here and those in [7]. In [7], the term \a\ = 1 
is excluded. 

4. Mellin transform of I(a, Or). We now evaluate the Mellin transform of the 
integral I: 

/(a, 0 0 = [ <&r(h-lwan)6(n)dn. 
JN 

The case r = 0 is treated in [7]. Thus here we only consider the case when r > 0. We 
note that our method does not apply to the case r = 0. 
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4.1. We keep the notations of Section 3. We set: 

(1) 1(X) = f „ <t>r(h-lwdan)6(n)dnX(a)dxa. 
JNxEx 

/ l x z\ 
Let 

0 1 y 
\001J 

then: 

- - i n wdan = 
/ az' az'x — x az'z — xy + a~ 

-ayz + y 
az 

-ay 1 — axy 
\ a ax 

Here we have set z+zf = xy. Recall O r is the characteristic function of the set of elements 
in S with norm bounded above by q2r. Thus our integral is: 

(2) JiKx-y)x(a)dxdydzd*a 

with domain of integration: 

\a\ < q2r \ax\ < q2r \ay\ < q2r 

\axy\ < q2r \az\ < q2r \az!\ < q2r 

\az'x — x\ < q2r \ayz — y\ < q2r z + z = xy 

\az'z — xy + a~ " < ^ . 

We make the following changes of variables: z ^ xyz, z! ̂ * xyz, a \-
y i—> —y\ the integral becomes: 

(3) /r(x) = X(- l ) j ^{x + y)\xy\\(ax~xy-X)dxdydzdxa 

with domain of integration: 

ax v , and 

(4) 

(5) 

(6) 

(7) 

|«JC^V_1I <q2r \ay~x\ < q
2r \ax~l\ < 

^r 

\a\ < q2r \az\ < q2r \az'\ < q2r 

\x\\azf-l\ <q2r b l | l - f l z | < ^ 2 r 

I x y l l ^ z - l + â " 1 ! <qlr z + z! = 1. 

4.2. We first consider the case when \ is ramified. Suppose its conductor is m. Then 
(3) equals: 

Here the last integral is over the set: 

(8) 

(9) 

(10) 

\az\ < q2r \a\ < q2r 

11 - az\ <q 2r—2m 

11 — a + az\ < q 2r—2m \az — azz — 1 +a — — l j < ^2r-4m 
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If \a\ - q2r, then by (9), \z\ < 1. But then we have 11 — a + az\ = \a\, which contradicts 
our restriction. Thus we have \a\ < q2r~2. We change z »—* cTxz\ then what we need to 
compute is the following: 
(11) Lr= j\a\~\{a)dzdxa 

with the conditions: 

(12) \a\ <q2{r~l) \l-z\ <q2(r-m) 

(13) \l-a + az/a\ < q2r~2m \a\-l\àz-zz-â+l\ <q2r^m. 

By the second condition in (12), the condition 11 — a + azja\ < g2(r~m) is equivalent to 
\l-a + a/a\ < q2(r'm\ 

We first look at the integral (11) with the extra condition 11 — z\ < q2r~2m. It is clear 
there exists a 7 in E such that |7| = q~~2(m~l\ \ 1 + 7| = 1, xi\ + 7) ^ 1. By making the 
change of variable « i—> (1 -h 7)«, we easily see this part of the integral gives zero. 

Thus we may impose 11 — z\ = q2r~2m on the domain of (11). We change z to z + 1, 
then the domain of the integral Lr becomes: 

(14) \a\ < q2r~2 11 - a + aja\ < q2r~2m \z\ = q2r~2m 

(15) 

By (15), we may write: 

(15) \a\-l\âz-zz-z-z\ <q2r~4m 

1 + uwm^ u G RE> 
zz + z + z 

After substituting this expression for a into the conditions (14), we find that miraculously, 
the condition 11 — a + aja\ < q2r~2m becomes vacuous. (We note this does not happen 
in the case r = 0.) Thus we arrive at: 

,ML\ j /1 - 2 x - l -2m f \Z + Z + ZlrX (Z + Z + ZZ\ 
(16) Lr = (l-q l) lq lm = X[ = * • 

The following lemma which we prove in (4.3) is the crux of the matter. 

LEMMA 2. Let \be a ramified character with conductor m, then: 

z + z + zzrx fz + z + zz\J (0 ( / > > ! /i-,x f iz + z + zz r 1 fz + z + zz\ , 
(17) / X )dz = ql-ZmSt+i=oX(^-t)dt ifr=L 

From the lemma we get that when the character \ is ramified, the Mellin transform 
Ir(x) for r > 1 is: 

(18) /r(x) = 0, i f r > 2 

(19) UX) = -q{\-q-2r' ( _nx(-^-r)dtx\f ,m VOOx^OO^f• 
Jt+t=0 \t—U U\y\=q2m J 
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4.3. In this section we prove Lemma 2. Let us set E = F(r) with \r\ = 1. Let z = ot+fly/r 
with a and (3 in F. Denote the character x(z)N_1 by x'(z), then the left hand side of (17) 
is: 

2a (20) /V[(a + /Vr)(l + -
• / 3 2 T 

dadfl 

withmax{|a|F, |/3|f} = ^ - m . 
We separate (20) into two parts, P' and P2

r, where P' denotes the contribution of the 
set of the pairs (a, j3) with |/3|f < | a | f = gr~m, and P2. that °f t n e s e t of the pairs (a, (5) 
with r̂r~m = \{3\F > \CX\F. For P ' , we change /? to a/3, then: 

(21) ^ = / l « | F X ' [ ( l + ^ r ) ( a + 
l - / 3 2 r 

dad/3 

with \a\f - qr m, \j5\ < 1, a, /3 G P. Since |1 — /32T| = 1, another change of variable 
gives: 

2 
(22) Pl=lr-mfx' =)(!+«) dadfl 

1-/V^ 
with |a|/r = gr_m, |/3| < 1, a, /3 G F. Similarly, we may simplify the expression for P2

r 

and get: 

(23) P2
r = J~m j\a\Fx\(l_l-xr?Y

X + /*)] da dp 

with |a/3|F = <f~m, \a\ < l , a j G f . 
Denote by ra' the conductor of the character X\F*', set m' = 0 when this restriction 

gives an unramified character of Fx. To continue, we first state some lemmas. 

LEMMA 3. If\ is a character ofFx ramified with conductor m'', then: 

(24) 
h=qs^F 

X(l+/3)d/î = 
(\-q-x)qs ifs<-rri 

0 
if s = —m' + 1 
ifs > —m'+ 1. 

LEMMA 4. With the above notations, ifO < m' < m, then for any integers > m — m' : 

(25) [ xV+0yfr)d0 = O. 

PROOF. We take a Y £ F such that x(l +1') ^ 1, \I'\F = ql~m' and 11 + Y\F = 1. 
Then for 5 > m — mf, we have: 

J X ( 1 + 7 ' ) X ( 1 + / V T ) J / 3 = [ x ( l + ( l + 7
/ ) / 3 ^ ) j / 3 . 

J\P\=<is J\P\=qs x ; 

Using the change of variable (5 H-» (1 + l')~l(3, we see that the right hand side equals: 

f sx(l+(3V^)d(3. 

From the fact that x(l +1') ^ L we derive our assertion. • 
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LEMMA 5. With the above notations, 

(1) I/O <mf <m, then for any integer s satisfying —m < s <m — m': 

(26) / Y ( 1 + / V ? ) 4 3 = 0. 

(2) lfmf = 0,m>l, then for any integer s satisfying —m < s < m — 1, the same 

identity holds. 

PROOF. We observe when m' < m and m > 1, there exists a 7 G E such that 7+7 = 0, 

|7| = q2~2m and \{\ + 7) 7̂  1. Let 7 be as such, then: 

/ . Y [ ( 1 + 7 ) ( 1 + / V ? ) ] 4 3 = L , x d + W r + 7 + / V ^ 

After the change of variable 

' 1 - 7/3V? >/r 

the right hand side equals: 

/ 

Then the fact that \(l + 7) ^ 0 implies our assertions. • 

From the above lemma, one easily derives the following lemma: 

LEMMA 6. With the above notations, 

(1) IfO <mf < m, then for any integer s satisfying 2 — m < s < m — m': 

(27) f x( l+/y?)<//3 = 0. 
J\(3\F=qs 

(2)Ifmf = 0,m> 1, then for any integer s satisfying 2 — m < s < m — 1, ?/*e same 

identity holds. 

(3) In both cases, we have: 

(28) [ imx(l + l3y/:r)dl3 = -q-m. 

We will also make use of the following identity true for any s < 0: 

(29) ( x ' ( - *—)da=[ x(
 2 )da. 

Now we proceed to prove Lemma 2 case by case. 

/" x(i+/y^)43. 
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First, let us assume m = m'. From Lemma 3, it follows easily that P2
r = 0, and P\ is 

not zero only if r = 1 ; in which case we have: 

(30) X 

Applying Lemma 4 to the case at hand (m = ra'), we get: 

2 
! 

Jt+1=0M\: 
X dt = 0. 

t\>\ \l—tJ 

This identity together with (30) prove Lemma 2 in the case m = m'. 
We now turn to the case m! < m. In the case when 0 < m! < m, applying Lemma 5(1) 

with 5 = 0we see P\ = 0; Lemma 6(1) and Lemma 4 allow us to impose the restriction 
| a\F = qm m on the domain of integration for Pl

r ; thus: 

p2=qr~2m+m' f %, 
J\(5\F=qr-m

 1\a\F=qm ~m 
1 - c r 

(1+/3) dad(3. 

By Lemma 3 the integral is zero unless r- 1 ; in which case it is: 

^ = -*I"2"/i - . x 'd U r)dtt 

J\a\F=qm ~m V 1 — a ly/rJ 

J\a\F=qm~m VI — OC^/TJ 

Applying Lemma 4 and Lemma 6(1) again, we see the restriction on the domain can be 
removed. If we set t = oty/r, the above expression becomes the right hand side of (17). 

In the case when m' = 0, m > 2, applying Lemma 5(2) with s = 0, we get Px
r = 0. We 

first consider the case when r > 2, then according to Lemma 6(2), P2
r has the form: 

2 f-m [ 
,\<*\F<<11' 

\<X\FX (1+/3) dad'(5 
A-crxyJr) 

J\aP\F=qr-m,\a\F<qi-m V I — a [ y/T J 

By the change of variable (5 i—> f3a~\ we get: 

p2= r-m f _.,( 2PVÏ 
" J\B\F=q^,\a\f ]\F=q^,\a\F<q^ A V Ct^T - T / 

Applying Lemma 5(2) with s = 1 — m, we see this integral is 0. For the case when r = 1, 
from Lemma 6(2) we get: 

\<X\FX P\=q{-m [ 

(31) =4X~m[M , „ , x< J«l«'[(-j ^T^)(l+/3) 

(32) +« I_ML , i , . -H^l f - j ^T7=)(l+/î) 

dad(3 

dad(3 

da dp. 

https://doi.org/10.4153/CJM-1993-068-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1993-068-1


RELATIVE KLOOSTERMAN INTEGRALS 

The expression (32) can be written as: 

2 

1225 

dad(3 

\\-a- 'v^ 
(1+0) dad/3. 

(33)̂ »-'" / JalFx'fd r r l ^ + ^ 

(34) -ql~m f \a\FX'\ 

For (33), we change /3 i—» /3 — 1 and get: 

(35) q1'"1 [ \OC\FX'(-, 7^-r-F)dad(i 

(36) + ^ - m ( . m , m | a | F X ' ( 2P_t ) dad/3. 

Using the argument in the r > 2 case, we see the sum of (31) and (35) is 0. As for (36), 
we change (3 i—> (3a~l and get: 

qX~m I 
J\0\ 

,X /(—ÎE—) dad/3. 

Applying Lemma 6(3), the above expression equals: 

JW<q-m \-JT) 
(37) 

As for (34), it equals: 

J\a\F=ql~m V 1 — a y r / 

Thus P\ is the sum of (37) and (38). Note when m' = 0, m > 2, we may apply Lemma 5(2) 
to the case s = m — 2 and get: 

(39) = f X'( ^T^)àa+[ 
0\F<T 

X 
,( 2/3 

~V~r 
)dp. 

Thus in the present case, Lemma 2 follows from comparing (37) and (38) with (39). 
For the final case, m = 1, m' = 0, the following simple lemma plays an important role: 

(40) 

LEMMA 7. With the above notations, if m = 1, m' = 0, then: 

2 \ _ r , ( 2 
L* X'(T^) d? = i,f<1 Aa-^p)da=^A-^\ 
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PROOF. Using the fact that Jjz|=1 x'(2/z) dz = 0, we get: 

f X'( \-r>)dadp+ f x'{ 2—7=)dadf3 = 0. 
J\a\F<\,\l3\F=\ \a-(3yjrl J\a\F=\.\(3\F<\ A \a-0y/rJ 

Since \'\F is unramified, we may derive: 

This gives the first identity in the lemma, the second is trivial. 

Thus in this case, we have: 

(41) p i = _ 9 - 2 ' ( 2 W x'(l+a)da 

(42) P2
r=qr-{ [ \a\Fx,(—^T)x,(P)dadp. 

J\a(3\F=q>-^\a\F<\ V a l y/TJ 

In (42) we make the change of variable (3 i—> (3a~x and get: 

P2
r=qr'1 [ X

f(-^i)dadp 

(43) = f V ( 4 ) L rlx'(0)d(3. 

In the case when r > 1, clearly Px
r + P2

r = 0. For the case r = 1, the sum gives: 

(44) ^ - • X ' ( -^ - ) [ . - ' - | | f < 1 x ' (a )H-

Meanwhile, it follows from Lemma 7 that when m = 1 and m' = 0, we have: 

Ix(i^)dt=L<AT^)da+L>AT^)da 

Changing CM—> a - 1 , we get: 

Lemma 2 in this case now follows from comparing (44) with (45). 
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4.4. If x is unramified, then we may impose \x\ < q2 and \y\ < q2. We decompose the 
domain into four parts. We write: 

Ir(x) = Ml
r+M2 + M3

r+M4
r 

where M\ is the same integral as ?r, but with an extra restriction on its domain of 
integration: 

(46) if /= 1 \x\=q2 \y\=q2 

(47) if i = 2 \x\ = q2 \y\<\ 

(48) if i = 3 |*| < 1 \y\=q2 

(49) if /= 4 \x\ < 1 | y | < l . 

We certainly have Mj = M2. We first consider Mj: 

oo „ 

(50) Ml = -X~l Y^Xs(l - q-2)q2~4s
 X(a)dzdxa. 

5=0 J 

After throwing out the vacuous conditions, we find the restrictions for the above integral 
are: 

\a\ < q2r~2\ \az\ < qlr~\ \az - azz ~ 1 + à~l\ < q2r~2+2\ 

Changing z to a~lz, we get: 

oo r 

M] = -X~l £ r ( l - q-2)q2~4s \a\-l
X(a)dzdxa 

5=0 J 

with domain of integration: 

\a\ < q2r~2s, \z\ < q2r~2, \a\~l\a(z - 1) - zz+ 1| < q2r+2s~2. 

Note the last condition is equivalent to \a\~~l 11 — zz\ < q2r+2s~2. 
We separate the domain into two parts according to whether \a\ > q2-2r~2s

 0r not. 
The part with \a\ > q2~2r~2s contributes: 

g Xl -21 F d Y xM-r-s 2(/+l-r-,) 2[//2] 

here [x] denote the integral part of a real number x. The part \a\ < q2~2r^2s contributes: 

—oo r — oo 

V X'q"21 f dz = E XM-r~sq-2(M-r-s)ql(l + q~l). 

By adding the above two terms and summing over s, we get the following expression 
forM;?: 

|

2r—1 —oo 1 

E ?
2[-'/21x/ + E o + q~v)q~'xl • 

1=0 l=-\ J 
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Now we turn to the computation of Mj. After changing z to a~lz, we find the contribution 
of the subset with |JC| = q~2s and \y\ = q~2t is: 

(52) Xs(l - q-2)q-AsX\\ - q~2)q~4t j\a\-\{a)dzdxa 

where the integral is over the set: 

\a\ < q2r~2s~2\ \z\ < q2\ \a{\ - z) + 1 - zl\ < \a\q2r+2s+2t. 

The last inequality may be replaced by |1 — zz\ < q2r+2s+2t\a\. Again we separate the 
domain into two parts according to whether q2r+2s+2t\a\ > 1 or not. A similar argument 
shows that: 

r 2r —oo n 

(53) M4
r=X-rq2r\Y,q2[~l/2]Xl+ X ] ( l + ^ " 1 ) ^ / • 

w=o /=-i -I 
Finally we deal with M\. After changing z to a~]z, we have: 

(54) Ml
r = X ~ V J\a\-{

X(a)dzdxa 

with 
(55) |z| < q2r~2, \a\ < q2r~2, \a(z - 1) + 1 - zz| < \a\q2r~~4. 

We have noticed in the ramified case that the result for r = 1 is different from the result 
for r > 1. Here we even have to compute M\ separately. We first treat the easier case 
r > 2 . 

We again separate the domain into two parts. For the subset with \z\ < q2r~4, the third 
condition in (55) is equivalent to 11 — zz\ < \a\q2r~4. We may proceed just as before; the 
contribution of this set is: 

,2r-3 
r „2r\ (56) X~rqzr\J2 q2[~l/2]Xl+ J ] (1 + q-X)q~lXl . 

L /=o i=-\ J 

On the subset with \z\ - q2r~2, we have \a\ - \z\ and this set contributes: 

X~2q4 [\a\-[x(a)dzdxa 

with 

| a | = |z|=<72-2, \a-z\<q2r~A. 

A simple computation shows it is: 
(57) q2Xr~3. 

We still have M\ left. We first consider the contribution from the subset with 11 — z\ < q 
With this restriction, the inequality \a{\ — z) + 1 — zz\ < \a\q~2 in (55) simplifies to 
11 — zz\ < \a\q~2\ thus this subset contributes: 

,-2 

X " V [\a\-]
X(a)dxadz = X~2q4 ^ qs~2q~2sXs 

J s=0 

(58) =X-2q2(\-qX~lrl-
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To find the contribution of the subset with \z — 11 = 1, we change z to z + 1 ; the integral 
over this subset becomes: 

with 

/ \a\ l\(a)dzdxa 

\a\ < 1, \az — zz — z — z\ < \a\q 2. 

The second inequality gives: 

z + z + zz,. 
a = z ( 1 + uw) 

z 

with u G RR- Thus the above integral equals: 

JzeR* V z / 

Let z = ot+fiy/r. We again separate the above integral into two parts according to whether 
\a\ < 1 or not. Over the set with \a\ < 1, we have \z + z + zz\ = \z\', therefore this part 
gives: 

(59) q-\\ - g-2)'1 [ . 1 |fl| , 1 dad/3 = q-\\ - ^ V V d ~ (T1)-

For the part |a| = 1 and |/3| < 1, we change j3 to /3a and get the contribution from this 
subset: 

/ / 2 
q-2(l-q-2rlf x'(- + l-l32T)dad[3 
^ ^ i|a|=l,j/3|<l A \a I 

(60) =q-2(\-q-2T{ 9X-1 
i\_a±_ , 1 o^-i 

i-^x ( 1 - g " ' ) , l ^+l-2q 

Combining the results in (58), (59) and (60), we get our last term: 

(61) M\ = X~2q2(\ - qX-ly\l - q~2)~l(2 - q'1 - 2q~2 + q-lX']). 

Finally, we write down the expression for lr(x) when \ is unramified. 
If r > 2, by (51), (53), (56) and (57), we have: 

(62) Ux) = q2xr~3 +xr-xr~x - q2xr-2. 

If r - 1, then the equations (51), (53) and (61) give us: 

(63) h(x) = d-X-])(X-X-iq2) 

(64) - (1 - qX-lrl(l - q-2T\\ - X-l)q3X-2. 
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5. Conclusion. In Sections 3 and 4, we computed the Mellin transforms of J{a, Q}'r) 
and I(a, Or). To prove that J(a,&r — qQ>'r_\) = I(a, Or), all we need to show is for 
arbitrary x> and for all nonnegative integers r. 

(1) Jr(X)-qJr-l(x) = Ux)-

The case r - 0 is treated in [7]. For r > 0, if the character \ is ramified, (1) follows from 
the equations (3.10), (3.11), (4.18) and (4.19). If x is unramified, when r > 2, by (3.12) 
and (4.62) the equality (1) holds. If % is unramified and r = 1 our equality follows from 
the equations (3.12), (3.13), (4.63) and (4.64). 
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