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THE QUANTIFICATIONAL TANGENT CONES 

DOUG WARD 

1. Introduction. Nonsmooth analysis has provided important new 
mathematical tools for the study of problems in optimization and other 
areas of analysis [1, 2, 6-12, 28]. The basic building blocks of this subject 
are local approximations to sets called tangent cones. 

Definition 1.1. Let £ be a real, locally convex, Hausdorff topological 
vector space (abbreviated l.c.s.). A tangent cone (on E) is a mapping 
A:2E X E —> 2E such that A(C, x) is a (possibly empty) cone for all non­
empty C in 2E and x in E. 

In the sequel, we will say that a tangent cone has a certain property (e.g. 
"A is closed" or "A is convex") if A(C, x) has that property for all non­
empty sets C and all x in C. (If A(C, x) is empty, it will be counted as 
having the property trivially.) 

Quite a number of tangent cone definitions have been proposed (see for 
example [8, 13, 14, 17-20, 23, 34-39] ), two of the most useful of which are 
reviewed below: 

Definition 1.2. Let £ b e a l.c.s., C a nonempty subset of E, and x e C 
Denote by N(y) the class of neighborhoods of y e E. 

(a) The contingent cone to C at x is the set 

K(C, x) := {y <E E:V Y <E N(y\ V A > 0, 3 / e (0, A), 

3 y e y, x + ty e c}. 

(b) The Clarke tangent cone to C at JC is the set 

T(C, x) := {y <E E:V Y <E N(y), 3 X e iV(x), 3 A > 0, 

V xr
 G X n C, V * <E (0, A), 3 yf e T, * ' + /y e C} . 

Both T̂ and T are closed tangent cones. These two cones coincide if, in 
particular, C is a convex set or smooth manifold. In general, however, they 
can be quite different. The notable properties of the contingent cone 
include the following: 

(i) K is isotone with respect to inclusion; that is, if Cx c C2 and 
x e Ch then K(Ch x) c K(C2, x). 

(ii) K preserves unions, that is, 
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TANGENT CONES 667 

K(CX U C2, JC) = K(Cl9 x) U K(C2, x) 

for all nonempty Cx and C2 in 2E and ;c in ^ U C2. 
The Clarke tangent cone, on the other hand, has neither of these 

properties, but it does possess several properties not shared by the 
contingent cone: 

(iii) T is convex. 
(iv) Tisproduct-preserving; that is, if Cx and C2 are nonempty and Xj e Q , 

x2 e C2, then 

T(CX, xo x r(c2, *2) = r(c t x c2, (*ls *2)). 
(v) T satisfies the inclusion 

T(Ch x) Pi T(C2, x) c T(CX O C2, x) 

if, for example, E is finite-dimensional, Cx and C2 are closed, and 

T(CX, x) - T(C2, x) = E 

[2, 6, 46]. (For conditions guaranteeing this inclusion in infinite dimen­
sions, see [11, 26].) 

The convexity of the Clarke tangent cone makes it a very useful 
approximant. Properties (iv) and (v) are important in the proofs of sub-
differential calculus formulae and optimality conditions in nonsmooth 
optimization [42, 45-47]. The applications of property (i) in optimization 
are highlighted in [38, 39, 43]. For more information about the properties 
of these cones, see [1-2, 12, 28]. 

One might ask whether there exists some tangent cone possessing all of 
the properties listed in (i) through (v). This question has a trivial 
affirmative answer. One could, for example, define a tangent cone which 
maps every (C, JC) in 2E X E to the set {0}. Let us then revise the question 
and ask if there exists a tangent cone that agrees with K and T on convex 
sets and smooth manifolds and has the properties mentioned in (i) through 
(v). In the attempt to build the definition of such a "supercone", we 
confront a further question: what parts of the definition of a tangent cone 
will give the cone these various properties? 

The investigation of such questions can lead to a better understanding 
of the potential and the limitations of nonsmooth analysis. In order to 
gain insight into their answers, we will define in Section 2 of this paper a 
general class of tangent cones containing T7, K and other familiar tangent 
cones as specific cases. The relationships between the quantifications in 
the definitions of these cones and the properties of the cones are discussed 
in Sections 2 and 3. The information gathered in Sections 2 and 3 is 
used in Section 4 as an aid in the formulation of tangent cone "impossibil­
ity theorems"; results listing incompatible combinations of properties. 
Section 5 contains a brief discussion of the directional derivatives and 
subgradient sets that can be defined in association with tangent cones. 
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Finally, the definitions and properties of a number of tangent cones, along 
with a summary of the results of Sections 2 and 3, are listed in Tables 6.1 
and 6.2. 

The notation used in this paper will follow that of [24]. For example, 
"cl" will be used to denote closure of sets and functions, "int" will denote 
"interior", "ri" will denote "relative interior", and "co" will denote "con­
vex hull". For f:E —» [ —oo, co], epi / and dom / will stand for the 
epigraph and effective domain of/, respectively. In addition, for a tangent 
cone >4, we define 

A(f,x):=A(epif,(x,f(x))). 

If fis convex and finite at x G E, df(x) will denote the usual subgradient 
of / at x. 

2. Quantificational tangent cones. 

Definition 2.1. A quantificational tangent cone (or "#-cone") is a mapping 
A:2E X E —> 2E that associates with each nonempty C c E and x e C a 
set of the form 

A(C9 x) = {y G E\* Y €= N(y), # X e JV(jc), $ X > 0, 

3 ^ G /(JjQ, 3 Z G Af(Y), f j c ' G ^ n C J ' / G (0, A), 

*' / G Z, x' + f/ G C}, 

where 
(i) J(X) and M(Y) are given classes of subsets of X and Y, 

respectively; 
(ii) *, *', #, #/, $, $/ G {3, V}; 

(iii) * # *', # # # r , $ # $r. 
We will be primarily concerned here with the tangent cones for which 

J(X) consists only of the set X itself or the set {x} and M(Y) consists 
only of the set Y or the set {y}. We will refer to these special cases as 
"J(X) = T\ "J(X) = x", "M(Y) = Y", and "M(Y) = / ' , respectively. 
One other special case of M considered in the literature is that in which 
M(Y) is the class of all nonempty compact subsets of Y [8]. 

Notice that T can be obtained by setting * = V, # = 3 , $ = 3, 
J(X) = X, and M(Y) = Y. Similarly, i^is obtained from Definition 2.1 by 
setting * = V, $ = V, J(X) = x, and M(Y) = Y, with either choice of #. 
Many, but by no means all, of the most commonly studied tangential 
approximants are g-cones. The weak tangent cones of [3, 5, 9-11], the 
prototangent cone and quasi-strict tangent cone of [23], the cone defined 
by Treiman in [34], and the tangential approximants compared in [20] are 
among those not obtainable from Definition 2.1. 

There are eighteen #-cones whose definitions contain J(X) = X or 
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J(X) = x combined with M(Y) = Y or M(Y) = y. Following [17], we will 
refer to these as the principal series of tangent cones. Six of these eighteen 
have * = V and M(Y) = 7, including T, K, and the following tangent 
cones: 

(a) k(Q x) : = {y:V Y G N(y), 3 X > 0, V / G (0, X), 

3 / G y, x + / / G C}. 

(b) T*(C, JC) : = {>>:V 7 G #(>;), 3 X G 7V(JC), V X > 0, 

V x' G Jf n C, 3 / G (0, X), 3 / G 7, JC' + 0 / G C } . 

(c) £>(C, x ) : = {.y:V y G 7V(.y), V X G # ( x ) , 3 X > 0, 

3 y G X n C, V * G (0, X), 3 / G y, JC' + * / G C } . 

(d) D*(C, JC) : = {j>:V y G JV(>;), V X G # ( * ) , V X > 0, 

3 x' G x n c, 3 t G (o, X), 3 y G y, *' + ty G C} . 

The cone k is sometimes called the Ursescu tangent cone and is studied 
in [35, 13, 21, 23, 40-46]. Treiman [33] has shown that T(C, x) = T*(C, x) 
if C is a locally closed subset of a Banach space. Notice that A c Z>* for 
all #-cones ^4. In fact, we will see that D and D* are "too large" for most 
applications. 

For any #-cone A whose definition contains * = V and M(Y) = Y, we 
define RA to be the #-cone obtained by replacing "M(Y) = Y" with 
"M(Y) = y" in the definition of A, and we call I A the #-cone obtained by 
replacing "* = V" with "* = 3 " in the definition of A. Observe that in 
general I A c RA c A, and that the cones in the principal series are 
related by the inclusions 

T c J7* 

U u 
RT c #r* 
U u 
IT c IT* 

as well as 

T c k c Z) c D* 

U u u u 

# r c lUfc C RD c i*Z>* 

u u U u 

IT c J * c ZD c ID* 

<z K a D* k cz K 

u u u u 
c RK c ££>* and Rk c / *£ , 

u u u u 

c IK c: ID Ik a IK 
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Many of these g-cones are discussed in [8-11, 13, 14, 16-18, 21, 23, 28, 
35-47]. A quite complete listing of their names is given in [17]. It is shown 
in [40], by an argument paralleling that of [33], that 

IT(Q x) = IT*(C, x) and RT(C, x) = RT*(C, x) 

whenever C is a closed subset of a Les. (see also [17, Proposition 5] ). Just 
as D* is the "largest" q-cone, IT is the "smallest"; the inclusion IT c A is 
true for any g-cone A. 

In the remainder of this section, we establish some basic properties of 
g-cones and make precise the relationships between A, RA, and I A. In our 
proofs, we will often use the symbols *, #, and $ to represent either V or 3, 
just as in Definition 2.1. This will help us to avoid tedious case-by-case 
analyses and will also serve to highlight which quantifications are impor­
tant in a given proof and which are not. 

We begin by showing that the members of a large class of #-cones are 
indeed tangent cones. In the statement of Proposition 2.2 below, the 
inclusion "aM(Y) c M(aY)" means that if a > 0 and Z is in M(Y), then 
aZ is in M(aY). 

PROPOSITION 2.2. Suppose A is a q-cone such that aM(Y) c M(aY) for 
all a > 0. TJien A is a tangent cone. In particular, each member of the 
principal series is a tangent cone. 

Proof. Let C in E, x in C, and a > 0 be given and suppose y G A (C, x). 
Then * a~xY G N(y), # X G N(x), $ aX > 0, there exist Win J(X) and 
Z in M(a~ V), # ' x' G JF n C, $' / G (0, aX\ * ' / G Z , J C ' + ty' G C. 

Now ay' G aZ, and aZ is in M(Y) by hypothesis. Therefore * Y G JV(ay), 
# X G 7V(JC), $ X > 0, there exist J^ in J(X) and a Z in M(Y\ # ' je' G 

ï f n C J ' / / a G (0, X), *' ay' G aZ, 

y -h / / = x' + (//a)ay / G C. 

Thus ay e A(C, x) and v4(C, JC) is a cone. 

It is generally true that if * = V and M( Y) = F in the definition of a 
g-cone ^4, then v4 will be closed and the corresponding I A will be open. We 
demonstrate these facts in Theorems 2.3 and 2.5. 

THEOREM 2.3. Suppose A is a q-cone in whose definition * = V and M 
is such that if Yx c Y2 and Zx G M(Yj), there exists Z2 z> Z] with 
Z2 G M(r2)- TTiew A is closed. 

Proof. Let C in E and x G C be given, and suppose y ^ clA (C, JC). Let 
Y G JV(>0- Then y = y + F for some V G 7V(0). Choose £/ G N(0) such 
that U + U (Z V, and choose w G £/ such that y : = y + w G yl(C, JC). 
Then # X G AT(JC), $ X > 0 there exist W G / (X) and Z! G M(y + £/), 
f x ' G ^ n C I ' / G (0, A), there exists / G ZX with JC' + ty' G C. NOW 
y G y and there exists Z2 G M(y) with Z2 z> Zj, so j> must actually be 
in ^ ( C , JC). Therefore A(C, x) is a closed set and A is closed. 
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COROLLARY 2.4. The tangent cones T, T*, k, K, D, and D* are closed. 

THEOREM 2.5. Suppose A is a q-cone in whose definition * = 3 and 
M is such that if Yx c Y2 and Z2 G M(Y2), there exists Zx G M(YX) with 
Zx c Z2. Then A is open. 

Proof. Let C in E, x in C and y G A(C, x) be given. There exists 
Y G N(y), # X G # ( * ) , $ X > 0, there exist fT G / ( * ) and Z G M(F), 
f j c ' G f f n C J ' / G (0, X), x' 4- tZ c C. Again F = y + F for some V 
in JV(0), and there exists U G AT(0) such that [ / + [ / c K L e t u G I/, and 
call y : = y 4- w. By hypothesis, there exists Z' c Z with Z' G M ( y 4- £/). 
Thus # X G N(x), $ X > 0, there exists Win J(X), #' x' e W n C, 
$' t G (0, X), for all / G Z', 

x' 4- / / G JC' 4- /Z' c *' 4- /Z c C. 

Therefore 7 + £ / e ^ 4 ( C , x) and A is open. 

COROLLARY 2.6. The tangent cones IT, IT*, Ik, IK, ID, and ID* are 
open. 

We next investigate the relationship between A and IA. The key fact is 
inclusion (2.1) below. 

THEOREM 2.7. Let A be a q-cone in whose definition * = V and M(Y) = 
Y. Then 

(2.1) A 4- IT c L4. 

Proof. Let C in is and x in C be given, and let u G A(C, x) and 
v G IT(C, x). Call w : = u 4- v. By the definition of IT, there exist neigh­
borhoods Xx G N(x) and K G 7V(0) and a number X! > 0 such that 

(Xx n C) + (0, XjXv 4- V) c C. 

We may choose neighborhoods X2 G N(x) and (7 G iV(0) and a number 
X2 G (0, Xj) such that £/ - U c F and Z2 4- [0, X2)(w 4- t/) c Xx. Since 
w G A(C, x), # X G JV(x) with X c X,, $ X G (0, X2), 3 W G / (X) , 
# ' JC' G ï f n C, $' / G (0, X), there exists «! G f/with 

JC' + f(w 4- ux) ^ Xx n C. 

Now let w2 G 1/ be given. Then # X <E N(X) with X c X2, $ X G (0, X2), 
3 W ^ J(X), # ' x' G W n C, $' / G (0, X), 

x' 4- /(w 4- w2) = x' 4- /(w 4- i/j) 4- t(v + u2 — ux) 

G (xx n c) 4- r(v + V) c c. 

Hence w G L4(C, X), and (2.1) holds. 

COROLLARY 2.8. Let A be a q-cone in whose definition * = V and 
M (Y) = Y, and suppose IT(C, x) is nonempty. Then 
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A(C, x) = cl RA(C, JC) = cl IA(C, x) and 

int A(C, x) = int RA(Q x) = IA(C, x). 

Proof. By Theorem 2.3, A is closed, and since A contains IA, A contains 
the closure of IA. Conversely, let y e A(C, x) and v e IT(C, x). For any 
t > 0, tv e 7T(C, JC) by Proposition 2.2 and j> + /v G IA(Q X) by (2.1). 
Thus y e cl L4(C, JC), and it follows that 

A(Q x) = cl RA(C, x) = cl IA(C, x). 

To establish the second assertion, first note that IA is open by Theo­
rem 2.5, so that IA is contained in int A and int RA. Now let y e 
int ^4(C, JC). Then for t > 0 sufficiently small, 

y - tv G yl(C, JC), 

and by (2.1), 

j ; = } ; - / v + r v e //4(C, JC). 

Hence 

int yl(C, JC) = int RA(C, x) = L4(C, JC). 

Remark 2.9. (a) The 4 : = T case of (2.1) is proved in [27, 12], and the 
yl : = k case is proved in [21]. If A : = K or k, IT can be replaced by larger 
open cones in (2.1) [23, 41]. 

(b) Results like Theorem 2.7 are very useful in the proofs of sub-
differential calculus formulae [23, 44, 45]. 

(c) If IT(C, x) is nonempty, C is said to be epi-Lipschitzian dit x. This 
class of sets is studied in [25-28, 7, 12]. 

A large class of #-cones shares the isotonicity property of K. We now 
give a simple criterion for isotonicity. 

THEOREM 2.10. Let A be a q-cone in whose definition # = V. Then A is 
isotone. 

Proof. Let Ch C2 be subsets of E such that Cx c C2, and let I G Q . Let 
y G A(Cl9 x) be given. Then * Y e N(y)9 for all Xin JV(jc), $ X > 0, there 
exist W <E / (X) , Z e M(F) and JC' G W n C t c JT n C2, $' / G (0, A), 
*' / G Z, f + t/ e Q c C2. Therefore j> G -4(C2, *) and ,4 is 
isotone. 

COROLLARY 2.11. The tangent cones A, RA, and I A are isotone for 
A := D, D*, K9 and k. 

The other tangent cones in the principal series are not isotone (see Table 
6.1). On the other hand, T, RT, and IT are convex [13, 25, 27], T* is 
convex for all locally closed subsets of a Banach space [33], and RT* and 
IT* are convex for all locally closed subsets of a Les. [40]. The question of 
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the existence of tangent cones satisfying both properties is discussed in 
[42] and Section 4. 

Many #-cones, including all those in the principal series, are local ap­
proximations in the sense that if x G C and X is any neighborhood of 
x, then 

(2.2) A(C n X, x) = A(C, x). 

We conclude this section by demonstrating this fundamental g-cone 
property. We treat separately the cases # = V and # = 3 in Theorems 
2.12 and 2.13. 

THEOREM 2.12. Let A be a q-cone in whose definition # = V. Then (2.2) 
holds for all neighborhoods X of x. 

Proof By Theorem 2.10, A is isotone, so the inclusion 

A(C n X, x) c A(Qx) 

holds for all X G N(X). TO establish the opposite inclusion, let y G 
A(Cy x) and Xin N(x) be given. There exist Xx in N(x\ Xx > 0, and Yx in 
N(y) such that 

Xx + [0, XX)YX c X. 

Then * Y G #(>>) with Y c Yx, for all X2 G # ( * ) with X2 c Xl9 

$ X G (0, Xx\ there exist Win 7(X>), Z in M(Y), a n d x ' G ^ n C = 
W Pi C n X, $' t G (0, X), *' yf G Z, x' + ty' G C n X Therefore 

j G ^ (C n X, JC) 

and (2.2) holds. 

THEOREM 2.13. Let A be a q-cone in whose definition # = 3. Suppose that 
for all X and Xx in N(x) and W in J{XX\ the set W n X is in J(X n Xj). 
77ze/7 (2.2) holds for all neighborhoods X of x. 

Proof Let X be a neighborhood of x. The proof that 

A(Q x) c ^(C n X, JC) 

is analogous to that of Theorem 2.12. To establish the reverse inclusion, let 
y G A(C n X, JC). Then * Y G #(>>), there exists Xx in 7V(JC), $ X > 0, 
there exist Win J(XX) and Z in M(Y) such that for all JC' G W n C n X, 
$' * G (0, X), *' / G y, x' + (y' G C. By hypothesis, W O X is in 
J(X n X}), and we conclude that y G ^4(C, JC). Therefore (2.2) holds. 

It should be noted that not all conical approximants satisfy (2.2). In 
particular, 

cone(C - x) := U X(C - x) 

certainly does not satisfy (2.2) for all nonempty sets C and neighborhoods 
Xof JC. 
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3. Additional tangent cone properties. Which parts of the definition of a 
<7-cone will give it the various properties mentioned in Section 1? In this 
section, we continue our study of this question. In particular, we focus on 
the behavior of #-cones on convex sets, sets of the f o r m / _ 1 ( 0 ) for strictly 
differ en tiable functions / , and intersections, unions, and products of sets. 
We also give conditions sufficient for the convexity of a g-cone. 

We begin by investigating which g-cones A satisfy the inclusion 

(3.1) A(Cl9 x) n A(C29 x) c A(CX n C2, x) 

for Cx and C2 in E and i e Q H C2. This inclusion is essential in the 
proofs of subdifferential calculus rules and necessary optimality condi­
tions [20, 47, 23, 17, 42, 45]. 

THEOREM 3.1. Let A be a q-cone in whose definition $ = 3, * = 3, and 
# = 3. Suppose that J and M are such that Wx G J(XX)9 W2 G J(X2) 
implies 

wx n JF2 G j(xx n x2y9 

and Zx G M(YX)9 Z2 G M(Y2) implies 

zx n z 2 G M(YX n Y2) 

for all Xl9 X2 in N(x) and Y]9 Y2 in N(y). 

Then (3.1) holds for all nonempty subsets Cx and C2 of E with x G 
cx n c2. 

Proof Suppose y G A(Cl9 x) n A(C2, x). There exist Yt G N(y)9 

Xt G N(X), Wt G J(XL)9 Zt G M ( ^ ) , and \ . > 0 such that 

(C, n W;) + (0, AZ)Z, c C, for i = 1, 2. 

Let 

I : = I , O l 2 G JV(x) and Y := Yx n Y2 ^ N(y). 

By hypothesis, Wx n W2 ^ J(X) and Z, n Z2 G M(F), SO the 
inclusion 

cx n c2 n wx n w2 + (0, min(X„ X2))(Z, n z2) c Q n c2 

implies that _y G ^4(Cj Pi C2, x). 
Therefore (3.1) holds for all nonempty C]9 C2 with x in C, n C2. 

COROLLARY 3.2. TTze q-cones IT, Ik9 RT9 and Rk satisfy (3.1) for all 
nonempty Cl9 C2 with x in Cx Pi C2. Equality holds in (3.1) for the isotone 
tangent cones Ik and Rk. 

The g-cones listed in Corollary 3.2 are the only ones in the principal 
series that always satisfy (3.1). Counterexamples for the others are given in 
Table 6.1. However, (3.1) also holds with A : = T9 k for a large class of 
sets, including for example those satisfying 
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(3.2) T(Ch x) n IT(C2, x) # 0. 

The proof of these facts relies upon (2.1) and the inclusions 

(3.3) T(CX, x) n IT(C2, x) c T(CX n C2, x) 

(3.4) fc(Cl9 x) O 7/c(C2, x) c k(Cx n C2, x), 

which hold for all nonempty Cl5 C2 and x in Q Pi C2 [23]. Similarly, one 
can show that 

(3.5) K(CX, x) n Jfc(C2, JC) c ^ ( Q n C2, JC) 

whenever condition (3.2) holds. 
We next establish which g-cones satisfy 

(3.6) A(CX U C2, x) = ^(C 1 ? x) U ,4(C2, x). 

THEOREM 3.3. Let A be a q-cone in whose definition J(X) = x, * = V, 
tfwd $ = V. Suppose for all Yx, Y2in N(y) that each set in M(YX n Y2) can 
be expressed as Zx n Z2 for some Zx e M(YX) and Z2 e M( Y2). 77ze« 4̂ 
satisfies (3.6) /or (2// nonempty Cx, C2 with x E Ct U C2. 

Proof. Since 4̂ is isotone by Theorem 2.10, 

^(C 1 ? x) U A(C2, x) c A(CX U C2, x) 

holds. To establish the opposite inclusion, suppose y is not contained in 
the left hand side of (3.6). Then there exist Yt e N(y) and A, > 0 such that 
for all Z. e M(Yil y' e Z- and f G (0, À), 

x -h / / e £\CZ- for i - 1, 2. 

Now define Y : = YJ n Y2 e # ( j ) , and let Z be in M(7) . By hypothesis, 
there exist Z- G M(^ ) , i = 1, 2, with Z = Zx n Z2. Then for all / e Z 
and / e (0, min(X-, A2) ), 

x + */ G E\(CX U C2). 

Hence j ^ i ^ U C2, x) and (3.6) holds. 

COROLLARY 3.4. The q-cones K and RK satisfy (3.6) for all nonempty 
Cx, C2 with x in Cx U C2. 

The contingent cone and RK are the only ones in the principal series 
that always satisfy (3.6). Counterexamples for the others are listed in 
Table 6.1. 

There is a simple criterion for determining when a q-cone is product-
preserving, as we now demonstrate. 

THEOREM 3.5. Suppose Ex, E2 are Les. are Ex X E2 is endowed with the 
product topology. Let x e Cx c Ex and x2 e C2 c E2. Suppose A is a 
q-cone in whose definition J and M satisfy the following conditions: 
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(3.7) J(XX X X2) c J(XX) X J(X2) 

for all Xx G N(xx), X2 G N(x2). 

(3.8) M(YX X y2) c M ^ ) X M(Y2) 

for all Yx G N(yx), Y2 G AT(j;2), (yx, y2) G £ , X £2 . 
77ze« 

(3.9) A(CX X C2, (JC19 x2) ) c ^ ( Q , Xj) X A(C2, x2). 

Moreover, if $ = 3 a«d equality holds in (3.7) ««J (3.8), then equality holds 
in (3.9). 

Proof. The proof of (3.9) under conditions (3.7) and (3.8) is a routine 
matter. Suppose $ = 3 in the definition of A and equality holds in (3.7) 
and (3.8). Let yx G A(CX, xx) and y2 G yl(C2, JC2). Then * ^ G # ( # ) , 
# X- G #(*. ) , there exist A, > 0, Wt G /(JÇ), and Z, G M ( ^ ) , # ' JC; G 
C- n W£ for all t G (0, À,), *' ^ G Z/9 *; + /y/ G C„ i = 1, 2. Define 
X : = min(X/9 X2), IF : = W£ X W2, Z : = Z! X Z2, 7 : = Yx X y2, and 
JT : = Xx X X2. By hypothesis, W G / ( X ) and Z G M(F) . Then 

* Y G JV( (j , , , y2) ), # XŒ N( (xl9 x2) ), 

there exist ^ G / (X) and Z ^ M(Y), #'(*;, *2) G (CX X C2) n J^, for all 
/ G (o, X), * ' ( / l s j ^ e y n z, 

(x'l5 x'2) + f ( / l 9 / 2 ) G d X C2. 

Hence ( j ^ , y2) G ^4(Cj X C2, (xx, x2) ) and equality holds in (3.9). 

COROLLARY 3.6. All tangent cones in the principal series satisfy (3.9). The 
q-cones T, RT, IT, k, Rk, Ik, D, RD, and ID are product-preserving. 

If $ : = V in the definition of a #-cone A, that cone will generally not be 
product-preserving (see [6] and Table 6.1). However, such #-cones can 
team up with product-preserving g-cones A' to produce inclusions of the 
form 

(3.10) A(CX, xx) X A\C2, JC2) c A(CX X C2, (xx, x2)). 

We give below a general result along these lines. Its proof is straightfor­
ward and is left to the reader. 

THEOREM 3.7. Suppose Ex, E2 are Les. and Ex X E2 is endowed with the 
product topology. Suppose that A and A' are q-cones such that A' c i , 
the definition of A' contains $ : = 3, and J and M are identical in the defini­
tions of A and A'. Assume that equality holds in (3.7) and (3.8). Then for all 
xx G Cx c Ex and x2 G C2 c E2, (3.10) holds. In particular, A : = K, RK, 
IK, T*, RT*, IT*, D*, RD*, ID* can be paired, respectively, with A' := k, 
Rk, Ik, T, RT, IT, D, RD, ID in (3.10). 
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Inclusion (3.10) is important in the proofs of subdifferential calculus 
formulae [42, 46]. 

Much is known about #-cones A(C, x) for convex C. For example, if C 
is a nonempty convex subset of E and x e C, the #-cones A : = RK, Rk 
satisfy 

(3.11) A(C, x) = cone(C - x). 

Similarly, it can readily be demonstrated that for A : = T, K, 

(3.12) A(C, x) = cl cone(C - JC). 

It follows that all tangent cones A with T c A c AT, including /: and J1*, 
also satisfy (3.12). In addition, Corollary 2.8 tells us that if C is convex 
and epi-Lipschitzian at x, we at least have 

(3.13) c\A(C, x) = cl cone(C - x) 

for A : = RT, IT, RT*, IT*, IK, and Ik. This property is noteworthy in 
that tangent cones satisfying (3.13) generate subgradients that for convex 
functions coincide with the ordinary subgradient (see Section 5). 

However, the #-cones with # = V and J(X) = X do not even satisfy 
(3.13). The following example indicates that these cones are not very 
effective approximants to convex sets. 

Example 3.8. Let E : = ( - c o , oo), C : = [0, oo) and x : = 0. Let s > 0, 
8 > 0 be given, let y e ( - c o , oo), and define X : = [ — 8, 8] and 
Y : = [y - s, y 4- s]. Then if y ^ s, 8 + (0, r ) 7 c C for any r > 0, and if 
7 < s, 

8 + (0, ~8/(y - s))Y c C. 

Letting xr : = 5 in the definition of ID, we conclude that j> e 7D(C, 0) and 
ID(C, 0) = ( - c o , oo). Since ID a A for all g-cones 4̂ with # = V 
and /(A") = X, we conclude that A(C, 0) = ( — oo, oo) for all such 
g-cones, including A : = D, RD, Z)*, RD*, ID*. Therefore none of 
these g-cones satisfy (3.13) for convex sets C and x G C. 

Remark 3.9. It can easily be shown, in fact, that ID and ID* coincide 
and can take on only two possible values, E and the empty set. 

Definition 3.10 [26]. Let Ex, E2 be Les. The function h\Ex —» E2 is strictly 
differentiate (in the "full limit sense") at x e E, if there is a continuous 
linear mapping Vh(x):Ex —> E2 such that 

lim t~\h(x' + /)>') - /*0O ) = Vh(x)y for all y G £. 

We next examine the behavior of g-cones on sets of the form h~x(0), 
where h:Ex —> E2 is strictly differentiable. The following result is valid for 
all g-cones. 
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PROPOSITION 3.11. Suppose A is a q-cone and h:Ex —> E2 is strictly 
differentiable at x G h~ (0). Then 

(3.14) A(h~l(0),x) c Vh(x)~l(0). 

Proof We first observe that it suffices to show (3.14) for A : = D*, since 
all g-cones are contained in D*. Let y G D*(h~ (0), x) be given. Then 
for all F G JV(JO, X G 7V(X), and A > 0, there exist x' G X n /*_1(0), 
f G (0, X), and / G F with 

/Z(JC' + * / ) - 0 

and thus also 

t~\h(x' + / / ) - /*(*')) = 0. 

Since h is strictly differentiable at x, Vh(x)y = 0 and (3.14) holds for 
A := D*. 

The reverse inclusion holds much less often, as the example below 
suggests. 

Example 3.12. Consider h:R —> R defined by 

and let x = (0, 0). Then 

Vh(x)-\0) = { (*„ x2):x2 = 0}, 

while 

^ ( / T ^ O ) , x) = { (0, 0) } and IA(h~](0), x) = 0 

for yl : - T, T*9 k, K, D, and D*. 

It is well-known, however, that the reverse inclusion holds for the 
Clarke tangent cone if h:Rn —» Rm and Vh(x) has rank m (see for example 
[6, 46] ). We can thus deduce the following result. 

THEOREM 3.13. Suppose A is a q-cone with * = V and M(Y) — Y, and 
suppose h:Rn —> Rm is strictly differentiable at x G h~](0) with V/z(x) of 
rank m. Then 

(3.15) A(h~l(0), x) = Vh(x)~l(0). 

Proof If A is a #-cone with * = V and M(Y) = Y, then T c A. 
Equation (3.15) then follows from the fact that 

Vh{xy\0) = T(h-\0),x), 

as cited in the paragraph above. 

COROLLARY 3.14. Let h:Rn —> Rm be strictly differentiable at x G h~l(0) 
with Vh(x) of rank m. Then (3.15) holds for A : = T*9 k, K, D, and D*. 
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It was mentioned in the introduction that the Clarke tangent cone T 
is convex (proofs are given in [12, 13, 21, 25, 38] ). Inclusion (2.1) with 
A : = T implies that IT is convex, and RT is also convex [28]. These are 
the only convex tangent cones in the principal series (Table 6.1, [17, 
Proposition 1] ) except for ID and ID*, which are trivially convex since 
they always equal E or 0. 

We now give conditions sufficient for the convexity of a g-cone. 

THEOREM 3.15. Suppose A is a q-cone in whose definition * = V, # = 3 , 
and $ = 3, and assume the following conditions hold: 

(a) M(aY) = aM(Y) for all a > 0 and Y G N(y). 
(b) IfYx G N{yx\ Y2 G N(y2), Y G N(yx + y2) with Yx + Y2 c Y9 

Zx G M ^ ) flttd Z2 G M(72), */*m? exwte Z G M(7) with Zx + 
Z2 c Z. 

(c) / ( ^ Pi X,) = J(XX) n /(X2) /or all Xl9 X2. 
(d) / / X ' G 7V(x), J*" G jr(JJT'), and Y G # ( / ) , fAere exist X G 7V(JC), 

IT G / (X) , W X > 0 JI/CA f/wtf I f + ( 0 , À ) 7 c JP . 
77ze« 4̂ w convex. 

Proof Let j ^ , j>2 G ^4(C, x). By (a) and Proposition 2.2, v4(C, x) is 
a cone, so it suffices to show that y := yx + j 2 is an element of A (C, x). 
Let Y G TVXJO be given, and let Yx G TV(ĵ i), Y2 G iV(^2) be such that 
Yi + y2 c y. Since # G ^4(C, X) , there exist Xt G JV(x), X, > 0, 
Wt G /(JÇ), and Zt G M ( ^ ) such that for all x' G ^ n C and 
* e (0, Xz), 

(*' + fZ,.) n C ^ 0 for / = 1, 2. 

By (c) and (d), choose X G (0, min(Xl9 X2) ) , X a Xx n X2, X <= N(x), and 
W G / (X) , W a Wx n W2 such that 

^ + (0, X)YX c W2. 

Now l e t i ' e C n l f , / E (0, X). Then x' G C n J^, so 

(*' + /Zj) n C ^ 0. 

Pick x" G (*' 4- tZx) n C <z C n W2. Then (*" + tZ2) n C # 0. By (b), 
choose Z G M (Y) with Zj 4- Z2 c Z. Then 

x" + /Z2 c x' + rZ! + fZ2 c x' + fZ. 

Hence (x' + *Z) n C * 0, and j> G A(C, X). Therefore A(C, x) is 
convex. 

COROLLARY 3.16 [8]. The q-cones T and RT are convex, as is F, the 
q-cone obtained from the definition ofTby replacing M( Y) = Y with M( Y) 
equal to the class of all nonempty compact subsets of Y. 

The results of Sections 2 and 3 are summarized in Tables 6.1 and 6.2. 
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TABLE 6.1 

The principal series of tangent cones 
A(C, x) = {y:* Y e N(y), # X e N(x), $ À > 0 , ] ^ e J(X), 

3 Z e M(Y), #' x' Œ W H Q$' t Œ (0, X), * ' / e Z, x ' ' + / / e C} 

NAME * # $ J M cl/op (3.13) (3.15) ISO Conv n u X 

r V 3 3 X Y cl + + 0 
El 

+ +(3.2) 
E3 

0 
£11 

+ 

RT - 3 3 X y n + eL 0 
3.12 

0 
El 

+ + 0 
£3 

+ 

IT 3 3 3 X Y op + eL 0 
3.12 

0 
El 

+ + 0 
£3 

+ 

Y1* V 3 V X Y cl + + 0 
El E5 

+ cl#(3.2) 
£3 

0 
£11 

+ cl£ 
£5 

RT* - 3 V X y n + eL 0 
3.12 

0 
El 

+ cl 
El 

+ cl 
£3 

0 
£11 

+ cl 
£6 

IT* d d V X y op + eL 0 
3.12 

0 
El 

+ cl 
E5 

H-cl 
£5 

0 
£3 

+ cl 
£5 

k V - d 
X 

y cl + + + 0 
El 

+ (3.2) 
£3 

0 
£9 

+ 

Rk - - 3 
X 

y n + 0 
3.12 

+ 0 
El 

+ 0 
£3 

+ 

Ik 3 - 3 
X 

Y op + eE 0 
3.12 

+ 0 
El 

+ 0 
£3 

+ 

K V - V 
X 

Y cl + + + 0 
£2 

0 
£3 

+ 0 
£8 

RK - - V 
X 

y n + 0 
3.12 

+ 0 
El 

0 
£3 

+ 0 
£8 

IK 3 - V 
X 

Y op + eL 0 
3.12 

+ 0 
El 

0 
£10 

0 
£3 

0 
£10 

D V V 3 X Y cl 0 
3.8 

+ -h 0 
EA 

0 
£3 

0 
£9 

+ 

RD - V 3 X y n 0 
3.8 

0 
3.12 

+ 0 
EA 

0 
£5 

0 
£3 

+ 

ID 
= ID* 

3 V 3 X Y op 0 
3.8 

0 
3.12 

+ + 
triv. 

0 
£5 

0 
£3 

+ 

D* V V V X Y cl 0 
3.8 

+ + 0 
£8 

0 
£3 

0 
£4 

0 
£8 

RD* - V V X y n 0 
3.8 

0 
3.12 

+ 0 
ES 

0 
£3 

o 
£4 

0 
£8 
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Abbreviations used in Table 6.1 

Symbol Meaning 

— Either V or 3 

+ A has that property 

0 A does not have that property 

cl A is closed 

op A is open 

n A is neither closed nor open 

3.8 See Example 3.8 

3.12 See Example 3.12 

+ eL A has that property if C is epi-Lipschitzian at x 

+ cl A has that property if C is closed 

+ clZ? A has that property if C is closed in a Banach space 

+ (3.2) A has that property if condition (3.2) is satisfied 

4-cl#(3.2) A has that property for closed sets in a Banach space if (3.2) is satisfied 

(3.13) Does A have property (3.13)? 

(3.15) Does A have property (3.15)? 

ISO Is A isotone? 

conv Is A convex? 

P> Does A have intersection property (3.1)? 

U Does A preserve unions (3.6)? 

X Does A preserve products? 

triv. A is trivially convex, since it equals either E or 0 

Examples cited in Table 6.1 

E\ : Cx = { (x, y) \x = 0}, C2 = { (x, y) \x = 0 or y = 0}, x 

£2: C = { (*, .y) b ^ - * } , x = (0, 0). 

£3 : C] = {rational numbers}. 
C2 = {irrational numbers} U {0}, x = 0. 

£4: C1 = { (x, y) \x = 0}, C2 = { (x, y) \y = 0}, x = (0, 0). 
c = c, u c2. 

(0, 0). 

£"5: C, = U (2 - 4 « - l 2"4") U {0}. 

E6: 

El: 

£8: 

-4/1-3 -4«-2> C2 = u ( 2 " W ~ J , 2 ^ " _ z ) U {0}. 

C = d X C2, JC = (0, 0), X! = 0, x2 = 0. 

C! = {rational numbers} = C2, xx = 0, x2 = 0. 

C = {rational numbers} X {rational numbers}, x = (0, 0). 

0, 1, 2 , . . .} U {0}, X] = 0. 
} U {0}, x = 0. 

C = C, X C2, x = (0, 0). 

C, = {2-2n\n 
C2 = {2~2n + l\n = 0, 1,2, 
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Examples cited in Table 6.1 (concluded) 

E9: C, = {\/m\22n ^ m < 22n+\ n = 0, 1, 2, . . .} U {0}. 
C2 = {\/m\22n~X ^ m < 22n, w = 0, 1, 2, . . .} U {0}, JC, = 0, x2 = 0. 

E10: Cx = [0, oo) \{l /w|2 2" ^ m< 22n+\ n = 0, 1, 2, . . .} U {0}. 
C2 = [0, oo)\{\/m\22n~X ^ m < 22n, n = 0, 1, 2, . . .} U {0}, xx = 0, x2 = 0. 

oo 

£11: C, = U ( 2 " 2 " _ 1 , 2 - 2"] U {0}. 

oo 

C2 = U (2~2", 2~2"+ 1] U {0}, x = 0. 

TABLE 6.2 

Summary of results of Sections 2 and 3 

* # $ J M Imply by Prop, or Thm. 

- - - - all A is a cone 2.2 

V - - - all A is closed 2.3 

3 - - - all A is open 2.5 

- V - - - A is isotone 2.10 

3 3 3 either all A has property (3.1) 3.1 

V - V X all A has property (3.6) 3.3 

- - 3 either all A preserves products 3.5 

V 3 3 X all A is convex 3.15 

Symbols used in Table 6.2 
Symbol Meaning 

— No restriction. 

either The hypothesis is satisfied for J(X) = X and J(X) = x. 

all The hypothesis is satisfied for M(Y) = Y, M(Y) = y, and M(Y) equal the 
class of nonempty compact subsets of Y. 

4. Tangent cone impossibility theorems. Given a list of desirable tangent 
cone properties, does there exist a nontrivial tangent cone possessing all of 
them? Our study of the quantificational tangent cones sheds some light on 
this question. For example, to construct a g-cone that is closed, isotone, 
and product-preserving, Theorems 2.3, 2.10, and 3.5 tell us that we may 
take * = V, # = V, and $ = 3. Two such tangent cones are k and D. On 
the other hand, no nontrivial tangent cone in the principal series is both 
isotone and convex, and none preserves both unions and intersections. In 
this section, we show that certain combinations of properties that are 
incompatible for #-cones in the principal series are indeed impossible to 
attain more generally. 
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We begin with the fact, previously mentioned in [42], that there is 
no "sensible" convex subcone of the contingent cone that is isotone. 
Throughout this section, we assume that E is finite-dimensional. 

THEOREM 4.1 [42]. Let E have dimension > 1 . There is no mapping 
A:2 X E —> 2 having all of the following properties: 

(1) A is isotone. 
(2) A is convex. 
(3) A c K. 
(4) A(C, x) D C for every subspace C of E and x e C. 

Proof. Define 

C, : = {(*, y):x = 0} and C2 : = { (x, y) \y = 0}, 

and let x0 : = (0, 0). If A has properties (1), (3), and (4), then 

A(C{ U C2, JC0) = Cx U C2, 

so that A is not convex. 

Note that if one of the conditions (1) through (4) in Theorem 4.1 is 
removed, there exist tangent cones satisfying the remaining three. Here are 
some examples: 

(a) K satisfies (1), (3) and (4). 
(b) T satisfies (2), (3) and (4). 
(c) The cone cl(co K), called the pseudotangent cone [15], satisfies (1), 

(2), and (4). 

^)-{j 
f{0} if x e C 

(d) A(C,x) = { . 
10 otherwise 

satisfies (1), (2), and (3). 
The example used to establish Theorem 4.1 also demonstrates a related 

impossibility theorem. 

THEOREM 4.2. Let E have dimension > 1 . There is no mapping A:2E X 
E —> 2 that satisfies all of the following conditions: 

(1) A preserves unions. 
(2) A is convex. 
(3) A(C, x) = C whenever C is a subspace of E and x e C. 

Again, if any of the conditions in Theorem 4.2 is removed, there are 
tangent cones fulfilling the remaining ones: 

(a) K satisfies (1) and (3). 
(b) T satisfies (2) and (3). 
(c) A(C, x) := {0} satisfies (1) and (2). 

Definition 4.3. A mapping A:2E X E —> E is homogeneous if 
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A(aC, ax) = aA(C, x) 

for all nonempty subsets C of E, x G C, and a > 0. 

A large class of g-cones are homogeneous, including all those in the 
principal series [40, Proposition 1.3.3]. 

There are no tangent cones in the principal series that preserve unions 
and also satisfy the intersection inclusion (3.1). We next show that these 
two properties are incompatible, at least for homogeneous tangent 
cones. 

THEOREM 4.4. There is no mapping A :2E X E —» 2E satisfying all of the 
following conditions'. 

(1) A is a homogeneous tangent cone. 
(2) A(E, x) = Efor all x <E E, and A( {0}, 0) = {0}. 
(3) A(CX U C2, x) c A(CX, x) U A(C2, x) for all nonempty Cx, C2 in E 

and x G Cx C\ C2. 
(4) A(CX, x) Pi A(C2, x) c A(C{ n C2, x)for all nonempty Ch C2 in E 

and JC G Cj fl C2. 

Proof If E := R, let 

Cx:= U {x:22n < |*| ^ 22" + 1} U {0}, 

and define C2 : = 2CX. Then 

A(C2, 0) = A(2Cl9 0) = 2A(CX, 0) 

since A is homogeneous. If A satisfies (1), it follows that A(CX, 0) = 
A(C2, 0). If A also satisfies (4) and (2),A(Ci9 0) c {0} for / = 1, 2. How­
ever, Cx U C2 = .E, so 4̂ cannot satisfy (3). In general, define Cx and C2 to 
be subsets of E with C, O C2 = {0}, C2 = 2Cl5 and Cx U C2 = ^ . 

Examples of mappings satisfying three of the four conditions of 
Theorem 4.4 are given below: 

(a) A(Q x) := {0} satisfies (1), (3), and (4). 
(b) A(Q x) : = C satisfies (2), (3), and (4). 
(c) K satisfies (1), (2) and (3). 
(d) RT satisfies (1), (2), and (4). 
The example used in the proof of Theorem 4.4 also establishes a related 

impossibility theorem that indicates that union-preserving tangent cones 
must be relatively "large". 

THEOREM 4.5. There is no homogeneous mapping A :2E X E —> 2E satisfy­
ing all of the following conditions: 

(1) A(CX U C2, JC) c A(CX, x) U A(C2, x) for all nonempty subsets Cx 

and C2 of E and x e Cx Pi C2. 
(2)A(E, x) = Efor all x <E E. 
(3) A c k. 
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Proof. If E : = R, define Cx and C2 as in the proof of Theorem 4.4. 
Then 

k(Ch 0) = *(C2, 0) = {0}, 

so if A satisfies (3) and (1), A(E, 0) c {0}, contradicting (2). In general, 
choose C*! and C2 so that C! U C2 = £ but 

k(Cl9 0) = fc(C2, 0) = {0}. 

Observe that K satisfies conditions (1) and (2) of Theorem 4.5, k satis­
fies (2) and (3), and 

[C if x G C 
i ( C , x ) = 

[0 otherwise 
satisfies (1) and (2). 

It is also true that tangent cones satisfying (3.1) must be relatively 
"small", as our next result indicates. 

THEOREM 4.6. There is no mapping A :2 X E —•» 2 satisfying all of the 
following conditions: 

(1) ^4(Cl9 JC) n A(C2, x) c ^4(Cj n C2, x) for all nonempty subsets Q 
a«J C2 of E and x G Cj n C2. 

( 2 ) ^ ( { 0 } , 0 ) = {0}. 
(3) r c ^ . 
Proof Let Cj and C2 be two dense subsets of £ whose union is E and 

intersection is {0}. For example, if E : = R, Cx could be the set of rational 
numbers and C2 the union of {0} and the irrationals. Then T(CX, 0) = 
T(C2, 0) = E, so A(CX n C2, 0) = EifA satisfies (1) and (3). Such an A 
does not satisfy (2). 

We observe that RT satisfies (1) and (2), T satisfies (2) and (3), and 
A(Q x) : = E satisfies (1) and (3). 

Inclusion (3.1) is an important one in nonsmooth analysis, and a 
number of tangent cones that do not always satisfy this inclusion at least 
fulfill it for large classes of sets. Our final impossibility theorem gives one 
restriction on how large such classes of sets can be. 

THEOREM 4.7. If E has dimension > 1 , there is no mapping A:2 X 
E —> 2E satisfying both of the following conditions: 

(1) A satisfies (3.15). 
(2) Inclusion (3.1) holds whenever x G Cx Pi C2, Cx and C2 are closed, 

and 

(4.1) ri A(Cl9 x) n ri A(C2, x) ¥= 0. 

Proof Define ht:R
2 -> R by 

hi(x9y):=y + ('iyxl 
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and C- = ht
 l(0) for J = 1, 2, and let xQ : = (0, 0). The functions hl have 

V/Z-(JC0) of full rank, so if A has property (1), 

A(Cl9 x0) = ^ (C 2 , *0) = { (x, .y) \y = 0}. 

If 4̂ also satisfies (2), then 

M {*o}> *o) =A(CYn C2, x0) ^ { (*, >0 b = 0}. 

Now define/:R2 -» R2 byf(x9 y) : = (x, ;/). Then V / ~ *(()) = {x0}, and by 
(3.15), 

^({*o)>*o) = {*o}> 

a contradiction. 

COROLLARY 4.8. 77iere w «o q-cone A satisfying both of the following 
conditions: 

(1) T c A. 
(2) Condition (2) qf Theorem 4.7. 

Proof As was mentioned in the proof of Theorem 3.13, if v4 satisfies 
condition (1), then A satisfies condition (1) of Theorem 4.7. 

If A is a tangent cone satisfying (3.15), it follows from Theorem 4.7 that 
a condition stronger than (4.1) will have to be imposed in order to 
guarantee inclusion (3.1). In particular, this applies to the tangent cones T, 
k, and K, as well as the prototangent and quasi-strict tangent cone of [23]. 
The question of what conditions will guarantee (3.1) for these tangent 
cones is discussed in [23, 42, 46]. 

It is hoped that Table 6.1 may serve as a helpful starting point in the 
search for further tangent cone impossibility theorems. 

5. Directional derivatives and subgradients. One of the most fruitful 
applications of tangent cones has been in the definition of directional 
derivatives and subgradients via tangent cones of epigraphs. 

Definition 5.1. Let A be a tangent cone, and let f.E —» R be finite at 
x G E. The A directional derivative of f at x with respect to y is de­
fined by 

(5.1) f\x; y) : = mî{r.(y, r) e A(f, x) } . 

The A subgradient of / at x is the set 

dAf(x) : = {*' G E':(y, x') ^ fA(x; y) for all y e E). 

These concepts are especially useful when A is a g-cone, in which case 
/ (x; y) has an explicit expression as a generalized limit of difference 
quotients. The cones A : = RT, T, IT, RK, K, IK, Rk, k, Ik, in particular, 
have been widely studied in recent years [1, 2, 7, 12-14, 16, 22, 23, 26-28, 
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31, 32, 40-46]. In this section, we formulate an expression for a general 
g-cone directional derivative and examine the simplifications in this ex­
pression that become possible for continuous functions and for locally 
Lipschitzian functions. 

We begin by observing that the inclusion 

(5.2) A(fx) c epifA(x; •) 

is always valid, and that if A is closed, we have 

(5.3) A(f,x) = epifA(x;-). 

If A is a closed tangent cone, (5.3) tells us immediately that fA(x; •) is 
lower semicontinuous (l.s.c.) and positively homogeneous. If in addition A 
is convex, fA(x; •) is sublinear. Equation (5.3) and the properties of A can 
often be used in establishing calculus rules forfA [42, 45, 46]. 

Although (5.3) is not true for all #-cones, a slight modification of (5.3) 
will be valid in general. 

Definition 5.2. Let Abe a. q-cone in whose definition equality is satisfied 
in (3.7) for all products of neighborhoods in E X R. Let f:E —» R be finite 
at x e E. We define 

Mf x):= {(yyd) e £ X R:V 8 > 0, (y, d') e A(f x) 

for some df e [d, d + 8) }. 

We observe that A(f x) c A(f, x) is true in general, and that 
A(f, x) = A(f JC), if * = V and M(Y) = Y. The particular case IT is 
used in [31, 32] in studies of the calculus of subgradients of vector-valued 
functions and tangent cones of compositions of multifunctions. The 
significance of A lies in the fact that (5.3) becomes true in general if A is 
replaced by A. We omit the straightforward proof of this fact, stated as 
Proposition 5.3. A proof is given in [43] for the case in which J(X) = x. 

PROPOSITION 5.3 (cf. [14, Theorem 3.1] ). Let A be a q-cone in whose 
definition equality is satisfied in (3.7) for all products of neighborhoods in 
E X R. LetfE -> R be finite at x G E. Then 

(5.4) A(fx) = cpifA(x; •)• 

Equation (5.4) is the key to the derivation of a more explicit expression 
for/-4 . 

THEOREM 5.4. Under the hypotheses of Proposition 5.3, 

(5.5) f\x\ y) = • A & inf 
YeN(y) X^N(x) \>0 W^J(X) 

w>0 XJ((f(x)-u,f(x) + u)) 

inf A' &' D' (f(x' + / / ) - r)/t, 
Z^M(Y) (x',r)(=epifn\V *e(0,A) / e Z 
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where 

{sup if * = V (sup if # = V 

, A : = 
inf if * = 3 linf «/ # = 3 

f sup i / $ = V & : = , and 
inf / / $ = 3 

D', A', &' e {sup, inf}, D' ^ n , A ^ A, &' ^ &. 

Proo/l Denote by S the right hand side of (5.5). Then S ^ d if and only 
if for all S > 0, * Y e N(y), # X Œ N(x), # u > 0, $ X > 0, 
there exist 

W G J(X) X / ( (/(*) - u, f(x) + « ) ) a n d Z e M(Y), 

#'(*', r) e e p i / n JT, $' / e (0, X), *' / e Z, 

(/(*' + ty') - r)lt ^ d + 8. 

Now 

(/(*' 4- 00 - r)/f ^ d + 8 

if and only if there exists d' = d + 8 such that 

(x ' , r ) + / ( / ,< / ' ) e ep i / . 

In other words, *S ^ J if and only if (y, d) e A(f x). By Proposition 5.3, 
S ^ diî and only if fA(x; y) ^ J, and so (5.5) holds. 

Special cases of (5.5) include a number of familiar directional 
derivatives. For example, 

/**(* ; y) = inf sup (f(x + /y) - / ( * ) ) / * 
X>0 re(0,X) 

and 

/ * * ( * ; y) = sup inf ( /(* + ty) - / ( x ) )/* 
X>0 /e(0,X) 

are simply Dini directional derivatives, and 

/ ^ ( J C ; ^) = inf sup (f(xf + ty) - r)lt 
XŒN(x) (x',r)ŒXX(f(x)-u,f(x) + u) 

w>0 (jc',r)eepi/ 
X>0 ?e(0,X) 

reduces to the Clarke generalized derivative f°(x; y) [12] when fis locally 
Lipschitzian (Corollary 5.6). 

We now examine fA for several special classes of functions, begin­
ning with the case in which / is convex and finite at x. By (3.11), both 
j (x; y) = j (x; y) coincide with the directional derivative 
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/ ' ( * , y) : = lim (f(x 4 /y) - / ( * ) ) / / . 

Further, since (3.12) holds for T c ^ c I , 

fT(x; •) = / r * ( x ; •) = fk(x; •) = f ( x ; •) = c l / ' ( * ; •)• 

This means that for / convex and A : = 7*, T*, k, K, Rk, RK, &*/&) = 
df(x), since 

df(x) = {x' €= £ ' | (7, JC'> ^ / ' ( * ; >>) for all y ^ E} 

= {x' e £ ' | (y, x') â c l / ' ( x ; >0 for all y e £ } . 

If in addition / is directionally Lipschitzian at x (i.e., epi / is epi-
Lipschitzian at (x, f(x) ) ), we have by Corollary 2.8 that 

c i / V , o = ci/'(*;•) 
for v4 : = / r , î T7, / r * , HT*, ZST, IK and ^ / ( J C ) = d/(jc) for all these 
tangent cones also. In summary, tangent cones that satisfy (3.13) for 
convex functions are those whose associated subgradient sets coincide 
with the subgradient of convex analysis for convex functions. 

Another important special case is that in which f.E —> R is directionally 
Lipschitzian at x e E [7, 12, 26]. In this case, Corollary 2.8 tells us that 

f\x\ y) = clf^ix; y) = clfIA(x; y) and 

**/(*) = à^fix) = dIAf(x) 
for A : = T, T*, k, Ky D, D*. 

The following simplification in the expression for fA is possible when / 
is continuous at x. 

PROPOSITION 5.5. Let A be a q-cone in whose definition # = 3 and 
J(X) = X. Let f.E —> R be continuous at x e E. Then 

(5.6) fA(x; y) = D inf & inf 
Y^N(y) X^N(x) X>0 Z<=M(Y) 

sup &' • ' (f(x' 4 ty') - / ( * ' ) ) / ' • 

Proof Denote the right hand side of (5.6) by S, and suppose fA(x; y) = 
d. Then for all 8 > 0, * Y e TV(^), there exist X G iV(x) and u > 0, 
$ A > 0, there exists Z e M(F), for all 

(*', r) ^ (XX (f(x) - uj(x) 4 u)) n ep i / , 

$' f e (0, X), *' / e Z, (/(*' 4- £/) - r)/f ^ J + 8. 

Since / is continuous, we may assume, by choosing a smaller X if 
necessary, that 

/ (* ' ) e (/(*) - u, / ( * ) 4- w) for all x' e X 
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Then for any y' e Z and t e (0, À), (xr, r) satisfies 

«V e X, r e (/(*) - i/, / (JC) + u), 

f(x') ^ r implies (/(x' + / / ) - r)/t ^ J + 8" 

if and only if x' satisfies 

"x' G X implies (/(*' 4- / / ) - f(x') )/t ^ d + 8". 

Thus / ^ ( JC ; y) ^ diî and only if S ^ J, and (5.6) holds. 

COROLLARY 5.6. Let f.E - > R k continuous at x. Then 

fRT(x; y) = inf sup (/(*' + ty) - / (* ' ) )/* 
IGJV(JC) x'^X 

X > 0 *e(0,X) 

/ r ( x ; 7) = sup inf sup inf (/(x' + ty') - / (* ' ) )/t. 
Y<=N(y) XŒN(x) x'^X y'eY 

X>0 f€=(0,X) 

Definition 5.7. Let £ be a normed space. The function/:is —> R is said to 
be locally Lipschitzian near x e £ if there exist X e 7V(x) and a constant 
M > 0 such that 

1/(7) ~ / ( / ) I ^ * lb> - / I l whenever / , y e X 

A further simplification can be made in (5.5) if / i s locally Lipschitzian 
near x. In fact, fA{x\ •) = / ^ ( x ; •) = fIA(x; •) will often hold in this 
case. 

THEOREM 5.8. Let E be a normed space, and suppose f:E —> R is locally 
Lipschitzian near x e E. Let Abe a q-cone with * = V, # = 3 , M(Y) = Y, 
and either J(X) = X or J(X) = x. Then 

fA(x; y) = / ' V , y) = /^(*; y) 
= inf & sup &' {f{x! + ty) - f(x') )/t. 

X^N(x) X>0 x'^XHJ(X) *e(0,X) 

Proof Since L4 c i?>l c ,4, we know that 

fA(x; •) ^ /*•(*; •) ^ / ' V , •)-
It remains to show t h a t / ^ x ; •) ^ f\x\ •). Suppose/^(x; 7) ^ d. Then 
for all 5 > 0 and Y e #(>>), t h e r e e x i s t s x e #(*)> $ ^ > 0, for all 
x' e / (X) , $' / e (0, \ ) , there exists / e y with 

(/(*' + */) - / ( x O ) / ^ ^ / + S/2. 

(For the case J(X) = X, this characterization of "fA(x; y) ^ d" relies 
on Proposition 5.5.) Since / is locally Lipschitzian near x, there exist 
Xx e N(x) and M > 0 such that for all x', x" e Xx, 
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l/(*0 -f{x»)\ ^M\W - x"||. 

Choose X2 G N(x), X{ > 0, and Yx G J V ( J ) with 

X, + [0, \X)YX c X! and | | / - / 'H ^ 8/2M 

for ail / , y G Yj. 
Now let 8 > 0 and F G JV(j>) be given, and let y' <= Y n Yx. 

There exists X G JV(JC) with X c X2, $ A G (0, \ x \ for all x' G / (X) , 
$' / G (0, A), there exists y" G Y n Y, with 

(/(*' + 00 " /(*0 )'t ^ (fix' + <v") + t&/2 - /(*') )// 

^ (/(*' + // ') - /(*') V + 5 / 2 

^ d + 8. 

Thus / * ( * ; y) = <i implies fIA(x; y) ^ d, and it follows that 

That all three equal the given expression follows from Proposition 5.5. 

COROLLARY 5.9. Let E be a normed space, and suppose f\E —> R is locally 
Lipschitzian near x G E. Then 

f\x; •) = f\x; •) = /*<(*; •) 
forA:= T, T*, k, K. 

Many of these directional derivatives and subgradients also coincide 
when f:E —* R is strictly differentiable at x. In that case (see [12, 26, 
38]), 

fA(x; •) = f^ix; •) = fIA(x; •) and 

df(x) = d^fix) = dIAf(x) = {V/(x) } 

foi A : = T, T*9 k,K. 
For a tangent cone to be useful in optimization, it must at least satisfy 

the necessary condition 0 G dfifix) whenever x G E is a local minimizer 
of /:2s —» R. It is well known that JÇT satisfies this condition (see for 
example [22] ). An immediate consequence is the following fact. 

PROPOSITION 5.10. Suppose f:E —> R has a local minimum at x G E. 
Then 0 G drf(x) for all A c K. In particular, this necessary condition holds 

for A, RA, and I A where A : = K, k, T*, T. 

Example 5.11. This necessary condition is not valid for g-cones with 
# = V and J(X) = X. For instance, consider / :R —» R defined by 
f{x) = x. It is not hard to verify that ID(f 0) = R2, so tha t / / z ) (0 ; y) = 
- o o for all y G R and dIDf(0) = 0. Since ID a A for all #-cones A with 
# = V and J(X) = X, d^/(0) = 0 for all such #-cones. 
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The calculus of fT, f , and fK has been widely studied in recent years. 
For details of this calculus and applications to optimization, see for 
example [1, 2, 13, 23, 26, 41, 42, 44, 46]. 

6. Conclusions. The results of Sections 2 and 3 are summarized in 
Tables 6.1 and 6.2. The properties of the tangent cones of the principal 
series are compiled in Table 6.1. In Table 6.2, the connections between the 
properties of a g-cone and the various parts of its definition are listed. 
Certain combinations of properties seem to be impossible to achieve; 
some of these combinations are discussed in Section 4. 

A working knowledge of the various tangent cones can aid in the choice 
of the "right" tangent cone for a given application. Theorems in non-
smooth analysis can often be strengthened by the use of an appropriate 
tangent cone. For example, substitution of k for K in the definition of 
proper efficiency in [4] immediately strengthens the results of that paper. 
The directional derivative / ^ can be replaced by fRK to extend the 
applicability of the mean value theorems of [30]. Similarly, fK can be used 
in place of fRK in [29] to strengthen and simplify the proof of some of the 
exact penalty results presented there [41]. In [26], fk could be introduced 
to improve the conditions for equality in the formulas of the generalized 
subdifferential calculus [46]. 

It is hoped that this paper will aid the reader's understanding of the 
capabilities and limitations of nonsmooth analysis. 
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