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THE TWO-SIDED EXIT PROBLEM FOR SPECTRALLY POSITIVE
LEVY PROCESSES

L. C. G. ROGERS,* University of Cambridge

Let (Xt)t>o be a (real-valued) Levy process, let Xt == SUps:itXs, let P" denote the law of X
started at x E IR, and let H; == inf {t > 0: X, = x} be the first-hitting time of x. To avoid
trivialities, we shall assume that neither X nor -Xis a subordinator.

If l:ab == inf {t > 0: X, f (a, b)}, where a < 0 < b, the two-sided exit problem is the problem
of identifying the law of the pair (l:ab, X( l:ab» under r: For a general Levy process, there is
no useful solution to this problem, and even if we assume (as we shall from now on) that the
Levy process is spectrally positive (that is, has no downward jumps), the formulae which can
be obtained (see, for example, §6 of [1]) are still very complicated-with one exception. This
one simple result admits a simple proof, which it is the purpose of this note to explain. The
result, due in essence to Emery [3] and Takacs [4] p. 37, is stated as follows.

Theorem. There exists a continuous increasing F: IR +~ IR + such that 0 < x < Y

(1) h(x, y) == r(Ho< 00, X(Ho)~y) = F(y - x)/F(y).

In the case where pO(SUPt X, < (0)= 1, F may be taken to be the distribution function ofx:== SUPt X"~ and in the case where pO(SUPt X, = (0) = 1, F may be taken to be

(2) F(x) = lim pO(X(H_N ) ~x IH_N< oo)eM:,
N-+oo

(3)

where pO(inft X, < y) =e (¥y for y < o.
Proof. Firstly, for 0 < e < y we have

hie, y) = pO[H_ E < 00, X(H_ E ) ~y - s]

~1 as e!O,

since by the Blumenthal 0-1 law, pO(inf{t>O:Xt<O} =0)=0 or 1, and the value 0 is
impossible for a spectrally positive Levy process unless X is a subordinator, which was
excluded.

Spectral positivity implies that if X starts at x > 0 and reaches 0, then X must pass through
each z E (0, x) on its way to O. Hence, using the strong Markov property at Hz, we have easily

(4) h(x,y)=h(x-z,y-z).h(z,y) for O<z<x<y.

Defining g(a, b) for 0< b < a by g(a, b) ==h(a - b, a), this is rephrased as

g(a,b)=g(c,b)g(a,c) for O<b<c<a.

Hence for 0 < b < c < a,

(5) ( b) =g(a, b)
g c, ().g a, c
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Since the left-hand side does not depend on a, nor does the right-hand side, so we may
unambiguously define a function F by

F(b) = g(a, b) for b > 0 a > b v 1.
g(a, 1) ,

From this immediately
g(c,b)=F(b)/F(c) for O<b<c,

which is rephrased as

(6) h( )=F(y-x)
x,y F(y) for O<x <y,

establishing (1). Now observe that h(x, y) is decreasing in x, from the definition of h, and
right-continuous, by (3), (4). Hence F is increasing and left-continuous. If F had a
discontinuity at Yo, say, then pick Xo E (0, Yo) such that Yo - Xo is a continuity point of F. Then,
from (6), h(xo, .) jumps downward at Yo, in contradiction of the definition of h. Hence F is
continuous, and the first statement of the theorem is proved.

When P(SUPt X, < 00) = 1, we note that for a > b

g(a, b) = pO(Hb_a< 00, X(Hb-a);;a b)
---+ pO(Xoo;;a b).

When P(SUPt X, = 00) = 1, then by the strong Markov property, -inft X, has an exponential
distribution with parameter a ~ 0, say; the parameter a is zero if P(inft X, = -00) = 1,
otherwise a is the unique positive real such that 1jJ( - a) = 0, where 1jJ is the Levy exponent of
X (see [1]). Then

ea(a-b)g(a, b) = PO(X(Hb_a);;a b IHb-a< 00).

Rearrangement and letting a ---+ 00 yields (2).

Remark. We observe in passing that, since X can hit points, by Theorem 1 of [2] the
resolvent kernel has a bounded density, providing a proof of Corollary 1 on p. 733 of [1].
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