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ON AUGMENTED SCHOTTKY SPACES

AND AUTOMORPHIC FORMS, I

HIROKI SATO

0. Introduction

With respect to Teichmiiller spaces, many beautiful results are
obtained by Teichmύller, Ahlfors, Bers, Maskit, Kra, Earle, Abikoff, and
others. For example, the boundary consists of ό-groups, and the aug-
mented Teichmύller space is defined by attaching a part of the boundary
to the Teichmύller space. By using the augmented Teichmύller space, a
compactification of the moduli space of Riemann surfaces is accomplished
(cf. Abikoff [1], Bers [2]).

On the other hand Schottky spaces and Schottky groups are studied
by Akaza, Bers, Chuckrow, Marden, Maskit, Zarrow, and Sato, but
results about this direction are inferior in comparison with those about
Teichmύller spaces. For example, the augmented Schottky space corre-
sponding to the augmented Teichmύller space has not yet been defined
in the "natural" way. However it is reasonable that Schottky spaces
have properties similar to Teichmύller spaces and have rather useful
properties in some aspects. With respect to this, Bers [3] introduced the
augmented Schottky space in his sense, and studied automorphic forms
on the fiber spaces over the space. The augmented Schottky space in
the sense of Bers means the space which consists of all Schottky groups
of genus g ^ 2 and all extended Schottky groups representing Riemann
surfaces with only non-dividing nodes. Each point in the space are
represented by the so called (λ, p, <?)-method. However it seems that it is
difficult to represent extended Schottky groups corresponding Riemann
surfaces with dividing nodes by this method. If we do not attach such
extended Schottky groups to the Schottky space, we can not define the
augmented Schottky space corresponding to the augmented Teichmύller
space. Then it gives rise to a problem whether or not the coordinates
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introduced by the (λ,p, g)-method are natural.
This is the first part of the paper entitled "On the augmented

Schottky spaces and automorphic forms". The main objects of the first
part are the following three: (1) To introduce new coordinates to the
Schottky space (Theorem 1), (2) to define the augmented Schottky space
corresponding to the augmented Teichmύller space, and (3) to consider
relations between the augmented Schottky space and Riemann surfaces
with or without nodes (Theorem 2). In the second part [8], we will treat
automorphic forms on the fiber spaces over the augmented Schottky
space.

In § 1 we will state definitions and give an example. In § 2 we will
state some results about surface topology. In § 3 we will introduce
multi-suffix which plays an important role to clarify and to simplify the
later statements. In § 4 we will introduce the new coordinates to the
Schottky space and in § 5 we will define the augmented Schottky space
by using the new coordinates. In § 6 we will consider relations between
the augmented Schottky space and Riemann surfaces with or without
nodes. Last we have to note that in this paper we will only consider
Riemann surfaces with at most g non-dividing nodes and at most 2g — 3
dividing nodes and extended Schottky groups representing the Riemann
surfaces. For the general case, we will treat elsewhere.

The author wishes to express his deep gratitude Professor K. Oikawa
for many advices and suggestions.

1. Definitions and an example

1-1. Definition of Schottky group. Let Cu C/, , Cg9 Cg be a set of

2g, g^l9 mutually disjoint Jordan curves (we call them defining curves)

on the Riemann sphere which complize the boundary of a 2^-ply connected

region ω. Suppose there are g Mδbius transformations Au , Ag which

have the property that As maps C, onto C'j and Aj(ω) Γ\ω = φ, l^j<*g.

Then g necessarily loxodromic transformations A5 generate a (marked)

Schottky group G = (Au , Ag} of genus g with ω as a fundamental

region. We call ω & standard fundamental region for G, and Cj and Cj

defining curves of A5 (j = 1, 2, , g).

1-2. Definition of the Schottky space. We say two marked Schottky
groups G = <Aj, , Ag} and G = (Au , Ag} being equivalent if there
exists a Mδbius Transformation T such that A} = TAjT"1, j = 1,2, -,g.
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The Schottky space of genus g, denoted by ®g, is the set of all equivalent

classes of Schottky groups of genus g >̂ 1.

Let G = (Al9 , Ag} be a marked Schottky group. Let λ3 (\λ3\ > 1),

Pj and q3 be the multiplier, the repelling and the attracting fixed points

of Aj, respectively. We normalize G by setting p1 = 0, q1 — oo and

p 2 = 1. Then a point in <&g is identified with τ = (^, , ^ g2,p8,9β> * * •>

1-3. A remark on the coordinates of <Sgm In the previous paper [7],

we defined a Schottky space ©^ as the set of all points

* = (*„ p,, ft, Λ, p2, ft, * * , *„ P^ g») € C3^ = (CU {oo})3^ ,

where, ^ J P ^ and q3 (j = 1, 2, ,^) are as defined in §1-2. We define
a boundary point τ0 of @? by setting r0 = lim τn with f n e @ff and f 0 £ © r

W-»oo

However we show by the following example that the definition of the

boundary by using this coordinates is not complete.

EXAMPLE. Set

Ar%%{z) = ((1 + (r/n))z + ((2/n) + (Γ/Λ*)))/(W + (1 + (r/n)))

and βr,n(2:) = (7« - 29)/(z - 4). Then Gr,n = <Ar,n, J5r)7l> are Schottky groups.

We have

run = (1 + (4r/n) + (2r2/n2) + V(4Γ/Λ)(2 + (5r/n) + (4r2/n2) + (r3/^3)) ,

- V(2n + r)/rn2, V(2n + r)/m2, (7 + β v T ) ^ , (11 - vΊΓ)/2, (11 + V

We have

Ar}OO(0) = lim Ar,n(z) = «/(r« + 1)

and

τr^ = lim f r,n = (1, 0, 0, *, *, *) ,
n—»oo

where * denotes the same elements as in the above τriΐl.

Next let n fix and r tend to oo. We have

A^n(z) = lim Ar,n(*) = 1/Λ

and
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fΌo.n = l im τrin = (oo, — 1/rc, 1/Λ, *, *, *)

W-*oo

Furthermore we have

lim τryOO = (1,0,0, *, *, *)
r-»oo

and

lim τ^n = (oo, 0, 0, *, *, *) .

Hence the following diagram is not commutative:

The second column means that the boundary points (1, 0, 0, (7 + 3\/ 5 )/2,

(11 — V 5 )/2, (11 + V 5 )/2) represent infinite numbers of Riemann surfaces

which are not conformally equivalent. Thus the definition of boundary

by the (λ, p, g)-method is not complete.

In this paper, we will introduce new coordinates to the Schottky

space <Bg and will consider the space which is the union of <Se and a

part of the boundary.

1-4. Riemann surfaces with nodes. A closed Riemann surface with

nodes S, is a compact complex space each point P of which has a

neighborhood isomorphic either to a disk \z\ < 1 in C (with P correspond-

ing to z = 0) or to the set \z\ < 1, \w\ < 1, zw = 0 in C2 (with P corre-

sponding to z — w = 0). In the later case, P is called a node. Every

component of S\ {nodes} is called a part of S.

We classify nodes into the following two kinds. Cut off a closed

Riemann surface witίi nodes, S, at a node P and denote by S the result-

ing set, that is, S = S - {P}.

(1) If S is still connected, then P is called a nondividing node.

(2) If S is not connected, then P is called a dividing node.

In this paper we mainly consider Riemann surfaces with at most g

non-dividing nodes and at most 2g — 3 dividing nodes.
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2. Topological preliminaries

2-1. Let S be a compact Riemann surface of genus g JΞ> 2. If

mutually disjoint, simple loops on S, δu δ29 , δn, have the following

property, then we call Σ = {δuδ29 — -,δn} a basic system of loops: Each
n

component of S — U δj (we call it a cell) is a sphere with three disks
j = i

removed, that is, a planar and triply connected domain.

PROPOSITION 1. (1) n = Sg — 3. (2) The number of cells is 2g — 2.

(3) At least g numbers of δj9 for example δl9 , δg, are non-dividing, and
g

S — 0 δj is a sphere with 2g disks removed.

Proof Let m be the number of cells. Each cell has three boundary

loops and hence there are 3m disks altogether. It is trivial that m > 1.

Each loop δj has two sides δf. Since m > 1 and S is connected, for at

least one j , δj and δj are boundaries of distinct cells. If we join the two

cells along the boundaries δj and δj, we have a sphere with four disks

removed. This and the remaining m — 2 cells constitute m — 1 blocks.

If /n — 1 > 1, then for at least one k, δ£ and δj are boundaries of

distinct blocks. Again we join the two blocks along the boundaries δ£

and δ%. Whenever the above operation is performed, the total number

of disks on the spheres decreases two. If we perform the above operation

m — 1 times, all cells are connected together, and we get a planar surface

S*, since S is connected. The number of disks on S* is 3m — 2(m — 1)

= m + 2, that is, S* is a sphere with m + 2 disks removed. S* is the

part of S with a part of Σ, for example d1? -,δk, removed: S — U ĵ

= S*. Since S* is connected and planar, we have A = g from the

definition of genus. We have the third assertion.

Since m + 2 = 2g, we have m = 2g — 2, which is the second asser-

tion. Furthermore the number of the loops is g + (m — 1) = 3g — 3,

which is the first assertion. Our proof is now complete.

Remark. The choice of loops δu , δg in (8) is not necessarily

unique, that is, there may be non-dividing loops among δg+ί9 -,δn (see

the Fig. 1 below). We note that they divide S together with δl9 , δg.

There may or may not be dividing loops among δu , δn.
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Fig. 1

2-2. If the number of non-dividing loops in a basic system of loops

Σ is equal to g, then we call Σ a standard system of loops. From now

on we let Σ denote a standard system of loops. We denote by al9 , ag

the non-dividing loops in Σ and by γl9 , γ2g^ the dividing loops. The

δl9 , δg in (3) of Proposition 1 are uniquely determined in this case.

PROPOSITION 2. The two sides af of each loop a5 (j = 1, , g) are

boundary of the same cell.

Proof. S* = S — \J aά is a. sphere with 2g disks removed. If αf and

αj are not boundary curves of the same cell, then there is a loop γk

which separates αj from αj. Then γk does not divide S, which contradicts

γk being a dividing loop. Our proof is now complete.

Next we consider the third boundary curve of the cell containing α}.

In the case of g — 2, the boundary curves of the two cells are two sides

of the same loop (we denote it by γΐ). In the case of g >̂ 3, the boundary

curves are all distinct for j = 1,2, ,g. Thus the number of the boundary

curves is equal to g. Let γ, (j = 1, 2, , g) be the boundary of the cell

containing α5. In the case of g = 3, g — 2g — 3. Hence there are no

Ύ-loops" other than γu , γg. However in the case of g >̂ 4, there are

Ύ-loops" other than γl9 -9γg and we denote them by γg+l9 , ^ - 3

PROPOSITION 3. In the case of genus g ^ 4, either of two components

of S — Yj contains more than one (two or more) "a-loops" for each

Proof. We remove the cells bounded by af and γ5 (j = 1, , g)

from S* = S ~ U a3. Let S** be the resulting surface. Then S** is a

sphere with g disks removed. Each component of S** — ̂  is neither a
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disk nor a ring domain. Thus either component contains more than one

γk loops. Our proof is now complete.

Remark. Let "<x-loops" on two components of S — γ5 be ajiί)9 aj(2)9

'-, αjc»> αju>, ̂ i(2), , ct-hn) (JO) < i(2) < < j(m);j(l) < ](2) < < ](ή)),

respectively. Then we say that the loop γs gives a partition {j(ϊ)J(2),

• • -Jim)} U {j(l)J(2), , j(n)} of {1,2, ,g}.

There are g numbers of cells bounded by af and γj9 and we denote

them by σά for j = 2, 3, , g and σ0 for jf = 1. We call them terminal

cells. We call the g — 3 remaining cells τιoZ terminal cells. We call ^

0" = 1, 2, ,g) terminal loops and γs (j = g + 1, - - -,2g — 3) noί terminal

loops.

3. Multi-suffix

3-1. Let G be a fixed marked Schottky group: G = (Au , Ag}.

Let Σ = {al9 -9ag; γl9 ,frj-a} be a standard system of loops on

S = Ω(G)/G as in §2, that is, al9 - - -,oίg are terminal loops and γg+l9 ,

^ - 3 are not terminal loops. We will represent γά as γ(l9 il9 , iμ) by

using multi-sufEx (1, il9 , iμ) introduced in the following paragraphs.

The dividing boundary loop of the cell σ0 containing the loop αr, is

7Ί. Let σλ be the cell which is the opposite side of σ0 with respect to γt

and we write it as σx = (σQ; γ^. In the case of g = 2, (TΊ = σ2. In the

case of g ^ 3, (7i is not terminal. We denote by γ(l, 0) and p(l, 1) the

boundary loops of ax other than γx according with the following rule:

We denote by [σ^γil, 0)] (resp. fo rQ., 1)] be the union of all cells which

lie in the opposite part of σx with respect to γ(l9 0) (resp. γ(l, 1)). Let i(l, 0)

(resp. ί(l, 1)) be the minimum of i with at C [σ^ γ(l9 0)] (resp. at C [σ^ γ(l, 1)].

Then we should have i(l, 0) < i(l, 1).

We denote by σ(l, 0) (resp. σ(l, 1)) the cells (σx; γ(l, 0)) (resp. (σt; γ(l, 1)))

which lies on the opposite side of σ1 with respect to γ(l, 0) (resp. γ(l91)).

If <x(l, 0) (resp. σ(l, 1)) is not terminal, then we denote by γ(l9 0,0) and

γ(l, 0,1) (resp. γ(l, 1, 0) and γ(l, 1,1)) the boundary loops of the cell σ(l, 0)

(resp. σ(l91)) other than ^(1, 0) (resp. γ(l, 1)) according with the following

rule; Parts [σ(l, 0); r ( l , 0, 0)], [σ(l, 0); r ( l , 0,1)], [σ(l, 1); r(l, 1, 0)], and

[α (l, 1); /-(1,1,1)] are defined similarly to the above. Let ΐ(l, 0, 0) (resp.

i(l, 0,1), i(l, 1,0) and ί(l, 1,1)) be the minimum of i with at c [<7(1,0); r(l, 0,0)]

(resp. [σ(l,0);r(l, 0,1)], [σ(l, 1); r ( l , 1, 0)] and [σ(l, 1); r ( l , 1, 1)]). Then we
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should have ί(l, 0, 0) < ί(l, 0,1) and i(l, 1,0) < i(l, 1,1).

If σ(l, 0,0), <7(1,0,1), σ(l, 1,0) or σ(l, 1,1) are not terminal, the same

process is repeated. That is, in general, suppose γl9 γ(l9 ij), , γ(l9 iu ,

iμ) have been determined and (<τ(l, z\, , iμ-i); γ(l, il9 , ̂ )) = <r(l, iu , ί̂ )

is not terminal, where iv = 0 or 1 for y = 1, 2, , μ. The boundary loops

of the cell σ(l, iu --,iμ) are γ(l9 h, , iΛ K1* *i, , */<> 0). and γ(l, iu ,

^, 1), where ^(1, /1? , iμ, 0) and ^(1, iu , iμ, 1) are determined as follows.

The parts |>(1, ι\, - ,iμ); γ(l, iu , ^, 0)] and [σ(l, ι\, , ίμ); γ(l, ίl9 ,

iμ91)] are defined similarly to the above. Let i(l, il9 , iμ9 0) and

ί(l, i19 , î , 1) be the minimum of i with at C [σ(l, i2, , iμ); γ(l, iu ,

î , 0)] and αt C [<y(l, ij, , iμ); γ(l, ίu , ί,, 1)], respectively. Then we should

have ΐ(l, iu , ̂ , 0) < i(l, ι1? , ί̂ , 1).

Thus 2g — 3 loops ^ (7 = 1, 2, , 2g — 3) are expressed as γ(l, iu , iμ)

by using multi-suffix.

3-2. Here we present two examples.

EXAMPLE 1. Let Riemann surface S, "α-loops"

loops" γu ,?V-3 be as in the following Fig. 2.

, α , and *>-

Fig. 2 Fig. 3

We denote cells by σί9-—9σ9 as in Fig. 3, where the picture of S is

destorted for the sake of convenience. Next we express it as a tree in

Fig. 4 below. Here every dot denotes a terminal cell, every white

circle o denotes a not terminal cell and every segment—denotes a "γ-

loop". If we represent "f-loops" in Fig. 4 by multi-suffix, we have Fig. 5

below. We have the following: γΊ = γ(l, 0), γ3 = γ(l91), γ8 = γ(l, 0, 0),

r 9 = γ(l, 0, 1), r 2 = γ(l, 0, 0,0), γ, = r(l, 0, O, I), n = r(l, O, I, 0), and r6 =

7(1, 0,1,1).
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, 0,0,0)

7(1,0,0,0)y

Fig. 4

EXAMPLE 2. Let S be the same as in Example 1. Let a standard
system of loops Σ is as in Fig. 2'. By similar ways to Example 1, we
have the following Fig. 3', Fig. 4', and Fig. 5'. Thus we have the follow-
ing: γΊ = r(i, o), ?-3 = r(i> i), u = r(i, o, o), n = r(i, o, i), Td = r(i, o, o, o),

r 4 = r(i, o, o, i), Ϊ2 = r(i, o, o, o, o), and r6 = r(i, o, o, o, i).

Fig. 3'

. σ(l,0,0,0,0)
7(1,0,0,0,0)/

σ(l,0,0,0)Γ

rα, o,o,o)/ \^ '0,0,o, i)

X o, o, o, ])

, o, o, i)

Fig. 4' Fig. 5'
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4. New coordinates

4-1. Here we will introduce new coordinates to the Schottky space.

We fix a marked Schottky group Go = <A10, , Ag0). Let Σ = {au ,
ag9Ϊi9''m9 Ϊ2g-s} be a fixed standard system of loops on the Riemann

surface So = Ω(G0)IG0 as in the previous section, that is, au , ag are

"α-loops" associated with the above marking and γl9 , γg are terminal

loops and 7V+i, ,7V-s a r e n ° t terminal loops. We remark that each

γs (j = 1, 2, , 2g — 3) gives a partition of {1, 2, , g}. From now on

we use these partitions associated with Σ. If necessary, we use the

representation of Ύ-loops" based on multi-suffix.

4-2. Let G = (Au , Ag) be a marked Schottky group. Let λs

(11,1 > 1), pj and gs be the multiplier, the repelling and the attracting

fixed points of A5 (j = 1, 2, , g)9 respectively. We normalize G by

setting px = 0, qι = oo and p2 = 1. Then a point in <3g is identified with

T = = \Λj, * * * j ^g j ^2? /^3> Qa> * * * > /̂ "̂> ^5"/ ^

Now we will introduce new coordinates

T = (tι, , tg) pι9 , Ptg-z) G C ,

where ^ and ^ (ί = 1, 2, , g; j = 1, 2, , 2g — 3) are defined as follows.

We define tt by setting tt = 1/^ (i — 1, 2, , g). Thus tteD* =

Next in order to define ^ (jf = 1,2, , 2g — 3), we determine the

numbers k(j), £(j), m(j), and n(j) which are ^ 1 and <;#, by the follow-

ing Table 1; here we write j = (1, iu - , iμ) if γs = γ(l, ilf , iμ).

Table 1

j

k(j)

1

1

1

o

; = (i
(2 <^j <

J

J

1

,iμ)

S g)

j = (1, i

IIΛ

( 1 , »i,

o,

(1, i.,

o,

,g
2g

1

. . .

• iμ.

+ 1 S
- 3 )

,0)

,o)

-.0)

-•̂

o,

; = (

(1,

(1,

^2g-

1

h, ,

0 , -

^ 1 ? ' * ' 9

0, •••

' > lμ —

r 1 =

-3)

,0)

iμ-U

,0)

1,1)

0,

τ-Γ
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MS)
(1, 1,0,

• ,0)

0,

(1,

0,

h, •

* 5

h,

0)if

• • » * / •

0)if

-.,1,
ι; = o

-.,0,
(l,ii,

0, ••,o)
0,1,

0 . •••

•••,1,-1,1,1,

,0)

In Table 1, r ( l , i1? , ί,^, 0, 0, , 0), r ( l , iu , /,_!, 1, 0, , 0), γ(l, iu ,

iμ-ul, 1,0, ,0) and so on denote terminal loops. If μ = 1, then we

regard γ(l, iu , i^i, 0) and ^(1, i1? , iμ_u 1) as γ(l, 0) and ^(1,1), respec-

tively.

4-3. As examples, we consider the two cases stated in § 3.

Case 1. (Example 1 in § 3)

k(j)

tU)

m(j)

MS)

Case 2.

k(j)

tU)

m(j)

MS)

1

1

1

2

3

2

2

2

1

5

3

3

3

1

2

4

4

4

1

6

(Example 2 in § 3).

1

1

1

2

3

2

2

2

1

6

3

3

3

1

2

4

4

4

1

2

5

5

5

1

2

5

5

5

1

2

6

6

6

1

4

6

6

6

1

2

7

1

3

2

4

7

1

3

2

5

8

1

4

2

5

8

1

5

2

4

9

1

2

4

6

9

1

4

2

6

4-4. The coordinate pό is now defined as follows:

(1) For j=l,2, -,g we determine r , e M o b ( t h e set of all Mobius

transformations) by Tj(pk(j)) = 0, T^q^) = oo, and Tj(pmU)) = 1 and

define ps by setting ^ = Tj(pn(j)).

(2) For = g + 1, , 2# - 3, we determine Tj e Mob by Tj(pkU))
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= 0, Tj(ptU)) = oo, and Tό(pmU)) = 1 and define ps as p5 == Tό(pnU)).

We note that ρόeC - {0, 1} (j = 1,2, ,2g - 3). By the above

things, we obtain a mapping ^ by setting φ(G) = (tl9 , tg; pl9 ',ρ2g-d

PROPOSITION 4. Two equivalent marked Schottky groups G — (Au ,

Ag) and G = (Άu 9Agyf ίΛαί is, J[fc = UAkU~\ Ue Mob, Λαi e ί/ie same

coordinates tt and pjt

Proof. Set φ(G) = (tu , tg; pl9 , p2g_z) and

ιό2̂ _3). It is trivial that ίj = ίi (i = 1,2, , ̂ ) . For p, first we consider

the case (1). We set pk = U(pk) and c^ = U(qk) (k = 1,2, , g), where

jpfc and ^fc are the repelling and the attracting fixed points of Ak9 respec-

tively. Then we easily see that pk and qk are the repelling and the

attracting fixed points of Ak9 respectively. We determine Tό e Mob by

setting fj(pkU)) = 0, fj(qk{j)) = oo, and tj(pmU)) = 1 and define fa by

setting fa = tj(pn(j)). Then we have T, = T t̂T""1. Thus we have ps = ^ ,

since ^ = Γ/^^,) = TόU-\U(pn{j))) = Γ,(p.ω) = Λ . We can similarly

prove the case (2). Our proof is now complete.

Remark. We will see later that reverse of this proposition holds.

Thus we can define a mapping φ of <Bg into D*g X (C — {0, l})2^"3 by

setting <p([G]) — (tί9 , tg; pu , ρ2g-d9 where [G] denotes the equivalence

class of G, that is, a point in <£>g. We denote by <5g(Σ) the image of ©^

under the mapping.

4-5. Next we consider the converse. Let Go, So and Σ be as in 4-1.

We will show that λj9pό and qj9 j = 1,2, ,g, are uniquely determined

from a given point

r = (tu , *,; ft> , ft,-,) e D** X (C - {0, l})2^3

by the process opposite to the above, where we set p^ = 0, qx = oo, and

A = l.

LEMMA 1. (1) Let afβ,γ are mutually distinct points in C and let

T e M δ b be determined by setting T(0) = a, T(oo) = /3, and T(l) = ^. //

peC-{0,1}, then T(p)Φa,β,r.

(2) Let a,γ,δ are mutually distinct points in C. Suppose peC —

{0,1}. Let TeMδb be determined by setting T(0) = a, T(ί) = γ, and

T(p) = δ. Then Γ(oo) ψ a, γ9 δ.

https://doi.org/10.1017/S0027763000024892 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000024892


SCHOTTKY SPACES 163

The proof is easy and so we omit it here.

(1) We determine pn(j) = p(l, 1, 0, , 0) by setting pnU) = Pi.

(2) Next we determine pnU) = p(l, iu >,iμ-l9 0,1, 0, , 0) and pnU)

= p(l, il9 , iμ_u 1,1, 0, ,0) (μ ^ 1). For μ = 1, p(l, 0,1, 0, , 0) and

p(l, 1, 1, 0, , 0) are dertermined from pu p2 and p(l, 1, 0, , 0) by the

process opposite to one in 4-2. Suppose p(l, iu , iμ_u 1, 0, , 0) and

p(l, ij, , iμ_u 0,0, , 0) are dertermined. Then by the process opposite

to one in 4-2, we can determine p(l, ίu , iμ_u 0,1, 0, , 0) and p(l, il9

• , iμ_u 1, 1, 0, , 0). From (1) and (2) by the induction, we determine

iμ_

2 we can determine p(l ί iμ_

iμ_ 1 1 0 0) From (1) and (2) by

? Pi> ' '' > Pg That is, we have the following.

LEMMA 2. Set r(l) = (1,1, 0, , 0), r(j) = (1, U, , Vi, 0,1,0, , 0)

/or j = (1, iu , ^_15 0) and r(j) = (1, ilf , i^l, 1, 0, , 0) for j = (1, i1?

• , i^.i, 1). Then the mapping j t-* rθ') o/ ί/ie seί {1, g + 1, g + 2, ,

2g — 3} onίo {3, 4, , ̂ } is bijective.

(3) For jr = 2, 3, , g, we determine qs by setting ^̂  = Tj(oo), where

Γ, € Mob (jf = (1, iu -9 ίμ)) is determined by setting f^O) = pό, f/I) = A ,

and Γ,(ft) = p(l, i,, , iμ-u 1, 0, , 0) if iμ = 0 and f ,(0) = p,, f,(1) = Λ ,

and f X/oy) = p(l, iu , ^_!, 0, , 0) if ίμ = 1.

(4) We define λ, (i = 1, 2, , g) by setting λt = l/tt.

Thus we obtain τ = ( ĵ, , λg; q2ί p*, qs, , p^, qg) from r = (^, , tg;

pu m ' 9 P2g-s) Furthermore we determine Ajβ Mob from τ as follows:

The multiplier, the repelling and the attracting fixed points of As are

λjiPj and qjy respectively. Thus we obtain a mapping ψ of D*g X (C —

{0, I})2*"3 into Mob* by setting ψ(τ) = (Au >9Ag} (we denote it by G(r)).

Remark. G(τ) may or may not be a Schottky group.

4-6. Now we have the following theorem.

THEOREM 1. Let the mappings φ:&g-> D*g X (C — {0,1})2*"3 and

ψ:D**X(C - {0,1})2*"3 -+ Mob* be as above. Then ψφ = id. and φψ\&g{Σ)

= id, where id. and ψ\&g(Σ) denote the identity mapping and the restric-

tion of the mapping ψ to the set ©/21), respectively.

5. Augmented Schottky spaces

5-1. Let Go and Σ be a fixed marked Schottky group and a standard

system of loops on SQ = Ω(G0)IG0 as in § 3. Let I c {1, 2, , g}9 J c {1,2,
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• , 2g — 3}, | / | = number of elements in /, and \J\ = number of elements

in J . We define subsets δ^J^g(Σ) of ®g(Σ) = &g(Σ) U d&g{Σ) c D8 X C2*~3,

where D = {«: |« |< 1}.

(1) For I=J=φ9 we define δ*>*<&JΣ) as 8*>*©JίΣ) = ®JΣ).

(2) For I =£ 0 and J = φ, δx^<Bg(Σ) (we denote it by δ1®^)) is the

set of all points

τ = (h, •• 9tg;pu 9 p2g-z) eD*χ(C- {0, I})2*"3

having the following properties (i)-(iv).

( i ) tt = 0 for i e I and tt φ 0 for i & I.

By the same way as in the previous section 4-4, we can uniquely

determine px = 0, qx = oo, p2 = 1, g2, p3, ,p^, g^ from τ, since ^ =̂ 1

for j = 1,2, , 2g — 3. Thus for each i £ I, we have the Mόbius trans-

formation At(τ, z) whose multiplier, the repelling and the attracting fixed

points are lt = llti9pt and qi9 respectively.

(ii) Ai(τ9 z), iel, generate a Schottky group (we denote it by G(r)).

(iii) The 2\I\ points puqs (i9jel) are distinct.

(iv) The 2\I\ points pt and q3 (i,jel) lie in some standard funda-

mental region for G(τ).

We call pt and qt with i e I the extended repelling and the extended

attracting fixed points, respectively for the later convenience.

5-2. (3) For I = φ and J Φ φ, δ>>J@g(Σ) (we denote it by δJ(£g(Σ)) is

the set of all points

τ = (tu , tg; Pί9 , ̂ _ 3 ) e D** X (C -

having the following properties (i)-(iv).

(i) pj = 1 for j e J and ρs Φ 1 for jf £ J.

5-3. For the purpose of stating the remaining properties, we need

a preparation. Let J = {kl9 k29 , £m} c {1,2, , 2g — 3} with k1<k2<

• < &m. Then pid = Pk2 — * *' = /°Λm = l Fi^st suppose /̂ ! = 1, that is,

(h = l.

1) We set Px = 0, #1 = 00, and ^ = 1/^. Let At be the Mδbius

transformation whose multiplier, the repelling, and the attracting fixed

points are λl9px and ql9 respectively. Set G0(τ) — (A^. Then the point

1 lies in some standard fundamental region for G0(τ). We call the point

1 the right distinguished point associated with kt and denote it by pt = 1.
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2) We consider all of the following sequences:

Case 1. ,0(1, i,) Φ 1, , ̂ (1, iu , iμi^) Φ 1, p(l, il9 , iμι) φ 1 and

γ(l, il9 , iμi) is terminal.

Case 2. ^(1, ix) Φ 1, , ̂ (1, i1? , i ,^) =£ 1,' p(l, iu '' ', U = *•

We perform the same process as in the previous section by using

0, oo, and 1 instead oϊpl9p2 = p(l, 0, , 0) and p(l, 1,0, , 0), respectively.

Then we can determine a number for each p(l, il9 , in) (1 ̂  vx ̂  //j for

Case 1, 1 <; ̂  <̂  μx — 1 for Case 2). That is, we get the following:

1. Suppose p(l, ίu , ίvχ_u 1) =£ 1, ρ(l, h, , ivl-i, 1, 0) Φ 1, ̂ (1, ix, ,

£^-i, 1, 0, 0) Φ 1, , p(l, iu- , i^-u 1, O^^^j)) Φ 1 (^ ^ ^ ) and r ( l , ii, ,

ίvχ-u 1, 0, , 0) is terminal. That is, p(l, i,)f , p(l, iu , ivi^)9 p(l, iu

• , ivl_1? 1), |o(l, ίu - , ivl-u 1,0), , p(l, il9 , ίvi_u 1,0, , 0) is a sequence

in Case 1. Then we determinep(l, iu , ivi_u 1, 0, ,0) from p(l, ίl9 ,ίvi_^)

by the same way as in the previous section.

2. Suppose ^(1, il9 , ίvχ_l91) Φ 1, ^(1, J\, , ίvi_u 1, 0) ̂ = 1, , p(l, il9

• , ivi_u 1, O^—^O) Φ 1 and σ(l, il9 -9 ίvχ-u 1, Ojj—^0) = ! , that is, p(l, i j ,

. . . , p(l, ίl9 ", ίvl_λ), , p(l, il9 ", ίvl_u , 1,0, , 0) is a sequence in Case

2. Then we determine a number from p(l, ίl9 , iυi_^) by the same way as

in the previous section. We denote it by p+(l, il9 , ίwi_i, 1, 0, , 0) and

call it the right distinguished point associated with (1, &Ί, , ί^-j, 1,0, , 0).
ί\

3. We determine q(l9 il9 , ίμi) from /o(l, ιΊ, , iμi) in Case 1 by the

same way as in the previous section.

Let there be gx numbers of sequences of Case 1 and nx — 1 numbers

of sequences of Case 2. We denote by γla)9γU2)9 * >7Ί(*i) ^he terminal

loops of sequences belonging to Case 1. We regard the point 0 as the

left distinguished point associated with kx and denote it by pϊ. We de-

note by j5ί(i),j5ϊ"(2), ,Pϊ+

(ni-i) the right distinguished points which occur

in sequences of Case 2.

Remark. If p(l, 0) Φ 1, , p(l, 0, , 0) Φ 1, p(l, 0, , 0) = 1, then we

set p+(l, 0, •, 0) = oo. Similarly if ^1,1) Φ 1, , ̂ (1,1, 0, , 0) Φ 1,
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p(l, 1, 0, , 0) = 1, then we set p+(l, 1, 0, , 0) = 1.

We set λHi) = 1/ίκϊ) (£ = 1, 2, ,£Ί). Let AHi) be the Mόbius trans-

formation whose multiplier, the repelling, and the attracting fixed points

are, λUi)9pUi) and qm, respectively. We set Gfc) = <A1(1), . , A1{gl)).

3) Next we consider the general case. We treat the following two

cases:

Case 1. p(l, iu , ίμ) = 1, p(l, iί9 , iμi+1) Φ 1, , p(l9 iu , iμi+1) Φ 1

and γ(l, il9 , iμe+1) is terminal.

Case 2. p(l, h,- 9 ίμ) = 1,/>(1, £„••-, i,,,+1) =£ 1, , />(1, ii, , i/.,+1-i) =£ 1

and <o(l, ii, , ί^+1) = 1.

Let γ(l, il9 , iΛ̂ ) = ^ fcr We use 0, oo and 1 instead of pu p(l, il9 ^

i/ i> 0, , 0) and p(l , i\, , iμe91,0, , 0), respectively. By the same way

as in the case 2), we determine p and q from each p(l9 il9 , iv) (1 <ΞJ ι̂

^ ^ + i for Case 1, and 1 ^ ^ ^ ^ + 1 — 1 for Case 2).

Let there be ge numbers of sequences of Case 1 and n£ — 1 numbers

of sequences of Case 2. Then we get nt — 1 numbers of right distinguished

points pi(1)9 - -,Pi(n-i) associated with i(l), -9l(nι — 1), respectively. We

denote by γm9γ£(2)> >7*(Λ> terminal loops of sequences belonging to

Case 1. We regard the point 0 as the left distinguished points associated

with kί9 where γke = γ(l,iί9 -9iμt)9 and denote it by p^r We set λm =

l/tm (i = 1, 2, , g). Let Am be the Mobius transformation whose

multiplier, the repelling, and the attracting fixed points are λHi)9 pHί) and

qm, respectively. We set G£(τ) = <A,(1), , AHg£)).

4) Last we consider the following case: p(l, iί9 ,i^_1) = 1, p(l, iίr

• , i^_1+i) = 1 and γ(l9 iu -9iμ) is terminal (μt = μe_x + 1).

Let (1, il9'"9 iμe) = K that is, /-(I, ί,, -,ίμ) = ^Λ|. We set p f c /= 0,

gfc/ = oo and λke = lltkr Let Aki be the Mobius transformation whose

multiplier, the repelling, and the attracting fixed points are λktJ pke and

qk£9 respectively. Set Ge(τ) = (Ake}. Then the point 1 lies in some

standard fundamental region for G/τ). We call the point the left distin-

guished point associated with kt and denote it by pke = 1.

Remark. For g = 2, we have the following. We set p2 = 0, qz — oo

and λz — l/ί2. Let Az be the Mόbius transformation whose multiplier, the

repelling, and the attracting fixed points are λ2yp29 and q2, respectively.

Set G2(τ) = <A2). Then the point 1 lies in some standard fundamental
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region for G2(τ). We call the point 1 the left distinguished point associated

with kx and denote it by pϊ = 1.

We treat the case of kx Φ 1, that is, the case of px Φ 1, similarly to

the above. We consider the following sequences:

Case 1. px Φ 1, p(l, iλ) Φl, > , p(l, i u , iμo) Φ 1 a n d γ(l, il9 , i j i s

terminal.

Case 2 . p1 Φ 1, ̂ ( 1 , idΦl,--, p(l, h , - , ho-i) Φ 1 a n d ^ ( 1 , iu , iμo) = 1 .

Let there be gQ numbers of the sequences of Case 1 and n0 numbers

of the sequences of Case 2. Then by the same way as in the above, we

determine n0 right distinguished points pf(1), , pi{nώ for p(l, iί9 , ivo) (1

^ v0 -^ μ0 for Case 1 and 1 ^ v0 ^ μ0 — 1 for Case 2) and a Mobius trans-

formation group G0(τ) = <A0(i), v-Aoto)). We omit the detail here.

By the above things, we get | J | + 1 ( = m + l) numbers of groups

(some of which may be the trivial group): G0(τ), G^τ), , Gm(τ). Further-

more we obtain distinguished points p£il)9 ,p/(W-i),j5ϊ/ for each t = 1,2r

• , m and j50

+

(1), , AVO)-

5-4. Now we can write the remaining requirements as follows.

(ii) For each ί = 0,1, , m, G^τ) is a Schottky group or the trivial

group.

(iii) For each i = 1,2, , m, n, distinguished points pfr1)9 , Puni-ί)y

jDfc. are distinct and nQ distinguished points p£{1), , j5j/(W0), p ^ are distinct.

(iv) For each i = 0,1, ,m, the above n< distinguished points lie

in some standard fundamental region ω^τ) for G^r).

5-5. (4) For I Φ φ and J Φ φ, the set δIίJ<Bg(Σ) is defined by com-

bining the definitions of the case (2) and case (3).

Remark. In the case (3) and the case (4), we have m + 1 (=\J\ + 1)

compact Riemann surfaces

• • •, S . ( r )

We say that T represents m + 1 Riemann surfaces S0(τ ), S^r), , Sm(τ)
m

and write S(r) = (J S/τ). Let Π^ Ω(Gt{τ)) -> S,(r) be the natural projec-

tion. Set j)/(l0 = ΠXPto) a n d A+(p) = ΠXA~(v)) We call them right and

left distinguished points on Se{τ) associated with jϋ>/(i;) &n.ApJ{v), respectively.
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We give definitions of the following sets by using δIiJ(Bg(Σ):

Ldl
M(ZJ

with I = {1, 2, , g}, &g(Σ) = &i(Σ) with J = {1, 2, . ., 2g - 3} and @*(2)

= ©£'(2) with I = { l , 2 , -.,g} and J - {1,2, . . . , 2 # - 3 } .

DEFINITION. We call the set &%(Σ) the augmented Schottky space

associated with Σ.

Remark 1. The mappings φ and ψ defined in §4 are naturally

extended to ©* and ©*C£), respectively, where ©* is the augmented

Schottky space in the sense of Bers (cf. Bers [3]).

Remark 2. From Theorem 1, we see, for the above mappings φ: ©*

-> Ds X (C - {0,1})2*"3 and ψ: JD* X (C - {0,1})2*"3 -* Mob^, ψp = id. and

Σ) = id.

From Remarks 1 and 2, we may identified ©* with ^(Σ).

Remark 3. Let Σ = {«„ . .,ag; γu ,r^-8} and ϊ = {̂ , • , ά,; fi, ,

f2g._3} be standard systems of loops on a compact Riemann surface of

genus g. Then there is a canonical bijection of ©£(2) onto @*(i). Let

ψ (resp. ^) be the mapping of ©^(l1) (resp. ©*) onto ©* (resp. ©^(i1))

stated in the above Remark 1. Then φψ is the desired mapping.

Remark 4. Let Σ and Σ be distinct standard systems of loops on a

compact Riemann surface of genus g. We can not necessarily identify

&g(Σ) with &g(Σ) for the following reason. For τeSJ®g(Σ)9 we have

\J\ + 1 Schottky groups G0(τ), G^τ), , Gm(τ) (m = 1*71) and m + 1 Riemann

surfaces S0(r), Sj(r), , Sm(τ). But any τ e @ (̂i') may not represent Riemann

surfaces SQ(τ), SΊ(τ), , Sm(τ). For example, let Σ and J? be the standard

systems of loops associated with Case 1 and Case 2 in § 3, respectively.

Let

T = («,, , t6; Pup2, , A , 1,1,1) e ί ^ >©β(J) .

Then we have four Riemann surfaces S0(r), Si(r), S3(r), and S4(τ). But there

are no τ e &g(Σ) representing the Riemann surfaces.

Remark 5. &*(Σ) c f l ^ χ ( C - {O})2^3.

Remark 6. Each point τ = (^, , ̂  ^ , , p2g_z) c @*(2T)\© (̂2') has

the following property: At least one of ρj9 j = 1,2, -,2g — 3, is equal
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to one or at least one of ti9 i = 1,2, , g, is equal to zero. Thus

@*(2')\©?(2
T) is the intersection of d®JΣ) ( c l > X C2*-3) with finitely many

complex hyperplanes.

5-6. PROPOSITION 5. The augmented Schottky space β*(2) is a

domain in C3g~\ and a subset of<Bg{Σ) U d@g(Σ). For each Id {1,2, - ,g}

and each J c {1,2, , 2g — 3}, δ^J(Sg(Σ) is a domain in D**-'7' X (C -

{0, l})2^-3- ι̂ and &/(Σ) is a subdomain of ©*(£).

Proof. That &g(Σ) is a domain is proved by a method similar to

Bers [3]. Here we will prove that &g(Σ) is a domain. By using the

techniques in the above two cases, we may prove that &g(Σ) is a domain

in Czs~\

Let τ e &S(Σ). Suppose τ e δJ(£>g(Σ). Let the Riemann surface S(τ)
m

associated with τ have m + 1 (m = \J\) parts, that is, S(τ) = {J S/r).

For r, we have m + 1 Schottky groups (including the trivial group) G0(r),
G1(τ),...,Gm(τ). We write

Glτ) = <A/(1)(r), , A i(Λ)(r)> (̂  = 0, 1, , m) .

Then let the distinguished points be j^(1)(r), ,j5j(W/)(τ), where Pnnt)(τ) =

Pke(τ) {β = 1, 2 , m). Let p&^){τ) and ^ ( J )(τ) be the repelling and the

attracting fixed points of AiU)(τ)9 j = 1,2, , g,, respectively. j^ ( 1 )(r),

•• >Λ(n/)W l i e i n a suitable fundamental region ω/r) for G/τ) by the

definition of the augmented Schottky space.

We normalize G£(τ) by setting Pt(ne)(τ) = 1, p/(i)(τ) = 0, and q4W(τ) = oα

(£ = 1, 2, , m) (for ^ = 0, we set j5i"a)(r) = 1 instead of pi(ΐl£)(τ) = 1). We

denote it by G (̂τ) again. Let defining curves of the groups G£(τ) be

C,(1)(τ), Cί(1)(τ), , C i ( ί | )(τ), C ^ r ) . Let r ' 6 ^ X ( C - {0})2^3 satisfy \τ> - τ\

< ε for sufficiently small ε > 0. Let L = {k\pk(τ') = 1}. We may assume

that LaJ. We will show that τf e $L&g(Σ) c β/Σ1). Let L = J\{A,}

Suppose that the components of τλ are equal to those of τ except pki9

which satisfies the condition 0 < \pke(τί) — pke(τ)\ < e First we will show

τx e δL(Bg(Σ) and then τf e $L(5g(Σ).

Let ^(1, iu , iμt)(τ) = 1, ^(1, ίu , i^,+1)(τ) ^ 1, , ̂ (1, i» , i^-i)(r)

^ 1, p(l, h, , ί^Xr) = 1, p(l, il9 , ί^+i)(τ) Φ 1, , /t?(l, ϊΊ, , i^*_i)(r) =£ 1,

^(1, IΊ, , iμt*)(τ) = 1.

Remember t h a t 7^ = ^(1, ΪΊ, , iμe) and ^fc// = ^(1, iί9 , i^,). We as-
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sume that ge >̂ 1 and gέ, ;> 1. For τl9 we define

G^Oά) = (Ae{1)(τu s), , At{gi)(τu z)}

and

Gke,{τx) = (Ani)(τu z)9 ,A£,(ge/)(τu z)) .

It is easily seen that both Gke{τ^) and Gki,{τ?) (=G f c r(r)) are Schottky groups,

since the difference between τx and τ is small. We normalize Gki{τ^) by

setting Piwiτi) = 0, ςfoi/τi) = oo and jδ/(n/)(r) = 1, where we note that

βiine)(τ) lies in a standard fundamental region ωe(τ^ for Gke{τ^) (==Gke(τ1)).

Similarly we normalize Gkί{τ^) by setting A'(D(?I) = 0, ^ / ( D ^ ) = oo, and

Pke(
τ) = 1 ( w e s e t

 PAX^) = A'(D(^)) We represent the normalized groups by

the same notations. We choose their standard fundamental regions as

follows and denote them by ωfa) and ωef(τλ): C,α)(r), C^fa) = A ^ D ^ , C<α)(r)),

. , Ciig$){τ\ Ce(g£)(Tt) = A ^ f a , C/( ί | )(τ)); Cr(1)(r), C ^ D ^ ) = Ae,a)(τu C,w(τ)),

• ' ^ ^ ^ ( τ ) , C ; ^ ^ ) = Ar(ge/)(τu Cίf(gg/)(τ)) are defining curves of G^r,)

and G^ίτO, respectively. Thenp^X){τ^, , A(^-D(^I) He in ω/τj) and j5i/(a)(r,),

•••ίPi'ίn î) lie in ^(ΓJ).

We determine TeMob by setting T(0) = 1, T{oo) = ^ / r j , , and 7X1)

= 0. For simplicity we write p instead of pke(τι). Then we have

T(z) = p(2r - l)/(2r - p)

and T(|θ) = oo. Since αv(τ) = ω^(τ!) and the distinguished points of G^(r)

and G^(rj) are the same, the point 1 may be regarded as an interior

point to ovta), where ω't*(τύ = αvfa) — {distinguished points}. Since τx is

sufficiently close to r, σkt(τ^) is sufficiently close to 1. Thus we may regard

Set c: 12 — 1| = |1 — pki(τd\1/2 Under the mapping T, the circle c is mapped

to the small circle c:

\w-l\ = \z\\p-l\l\z-p\<4\l-pr,

where w = T(z). p — 1 is sufficiently small so we have the following

properties:

(i) p is contained in the interior to c.

(ii) The defining curves of the group G/^) = < AH1)(τu z), , Ai{gg)(τl9 z)}

= <A<(1)(τ, z), , A,(gt)(τ9 z)} lie in the exterior to c.

We set GUΓJ) = T(G6f(τ,))T-\ Then the multiplier ^ ^ ( 0 of
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TAt.{j){τu z)T~ι (j = 1, 2, , g) satisfies \λrU)(τd\ > 1. Furthermore Γ(C,(1)),

Γ(C^/(1), , T(C'e,(g£/)) are defining curves of G^fo) and are contained in

the interior to c. Thus the free product of Gt(τχ) and Gyfo) is a Schottky

group by Maskit's Combination Theorem (we denote it by G/τj)). Hence

Next we consider the case gί = 0 or gg, = 0. For example, let ft = 0

and g£, = 0. Then G/τ), G/r^, G r(r), and G^fo) are all the trivial groups.

We normalize G/τj), G^ΓJ), pi^τ^ = 0, Pt{2){τϊ) = oo, andp^(r) = 1; p ^ f o )

= 0? Pi*&)(TI) = °° and p^(r) = 1. Since τj is sufficiently close to τ, the

distinguished points p ^ f o ) , * * , Pe^n£^i) lie in the exterior to a small

circle c around the point 1. We determine T e Mob by setting T(0) = 1,

Γ(oo) = Pkfa), and T(l) = 0. By a similar way to the above, we can

show t h a t τx e §L<5g(Σ).

Finally if we note that 8L<5g(Σ) is open, which is easily seen, we see

τf e 8&g(Σ) from the fact τ^δ^JJΣ) and the following: the difference

between τf and τx is small except pk for keJ and ρkW) = ρk{τ^) for keJ.

In general, if L c J, we perform the above operation | J | — |L| times.

Then we see that τr e δL&g(Σ). Thus &g(Σ) is open.

That &g(Σ) is connected is seen from the following well-known fact:

If A is connected and A c J5 c A, then Z? is connected.

Since the other parts of the proposition are easily proved, we omit

the proof in detail here. Our proof is now complete.

6. Augmented Schottky spaces and Riemann surfaces

6-1. Throughout this section, let a marked Schottky group Go =

<(A10, , Ag0} be given and let a standard system of loops Σ on So =

Ω(G0)IG0 be given. Let S be a marked Riemann surface with nodes. We

call the set Σf — {a[, , ag; γ'l9 , ̂ -3} of loops and nodes on S satisfying

the following condition a standard system of loops and nodes: Each corn-
s' 2g—3

ponent of S — Q e/j — U ΐ'j is a planar and triply connected region of
.7=1 y = i

type [3, 0], [2,1], [1, 2], and [0, 3], where a surface of type [m, n] means a

sphere with m disks removed and n points delated. From now on we

only consider standard systems of loops and nodes satisfying the follow-

ing condition: Each yf

s (j = 1, 2, , 2g — 3) gives the same partition of

{1,2,-..,£} as JV

6-2. (1) Let τ e ©/Σ). In this case, it is well-known that S(τ) =
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β(G(τ))/G(τ) is a compact Riemann surface without nodes of genus g.

(2) Let τ e δI(Sg(Σ) (I Φ φ). By the same way as in § 5, we can

determine

Pi(τ) = 0, qί(τ) = oo, p2(τ) = 1, q2(τ), ,pg(τ), qg(τ)

from τ. Let G(τ) be the Schottky group determined from τ (see §5).

Then S(τ) = Ω(G(τ))IG(τ) is a compact Riemann surface of genus g — \I\

on which there are | / | distinguished pairs of points: A(τ), §<(τ), iel,

where βt(τ) is the image of pt(τ) under the mapping Ω(G(τ)) -> S(τ) and

g4(τ) the image of qr^τ). We denote by S(τ) the Riemann surface S(τ)

with the points βt(τ) and &(r) identified for every i e I. Then S(τ) is a

compact Riemann surface of genus g with | ί | non-dividing nodes.

(3) Let τ e SJ&g(I) (J Φ φ). Let J = {kl9 , km}. By the same way

as in the previous section, we have m + 1 Schottky groups (including

the trivial group) G0(r), G&), , GJτ). Then each β(G/τ))/G/r) = S/τ)

(^ = 0,1, , m) is a compact Riemann surface of genus ge on which

there are nt distinguished points pia)9 ,A(ni). Exactly in the same way

as in §4, we consider the following sequence: -,p(l9iu , ίμt_^ = 1;

^(1, iί9 - , ^_1 + 1) ^ 1, , ρ(l, iu '' , i/,,-0 ^ 1, p(h iu - , i/,,) = 1; ^(1, iu ,

^ 1 if r(l, h, * •» i/.ι+i) i s terminal).
L e t r^ = r(l? iu , U and ^fcr = /-(I, ^ , ί^.J. Then we denote by

pϊt (resp. pk) the image of right (resp. left) distinguished point ptt

(resp. pi) under the natural projection Ω(Gk£,(τ)) -> Ske,(τ) (resp. Ω(Gke(τ))

—> Ske(τ)). By identifying jp^ with p ^ we connect Sfc/τ) and Ske,(τ). The

resulting surface is expressed as Sk£,(τ) + Ske(τ). We perform this opera-

tion for each S0(τ), , Skm(τ) and each distinguished pairs of points (for

S0(τ), we need a trivial modification). At last we have a compact Riemann

surface

S(τ) = S0(τ) + SΛl(τ) + + Sfcm(τ)

of genus go + gi + - - - + gm (=g) with m dividing nodes.

(4) Let τ e 3J J@^(τ) (I φ φ, J Φ φ). By using the above methods (2)

and (3), we obtain a compact .Riemann surface of genus g with | J | dividing

nodes and \I\ nondividing nodes:

S(τ) = So(r) + SΛl(τ) + + Sfcm(r) .

We call S(τ) the Riemann surface with nodes associated with τ.
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6-3. Next we consider the converse. Let S be a compact Riemann

surface of genus g without (with) nodes. Suppose there is a standard

system of loops (and nodes) Σf = {a'l9 ,ag; γ[, -,^-3} o n S such that

each γ'j gives the same partition of {1, 2, , g} as γ$ e Σ. We call Σf is

compatible with Σ and denote by Σ'~Σ. We denote by (S9Σ
;) a pair of

the above S and Σ\

(1) Let S be a compact Riemann surface of genus g without nodes

and let Σ'~Σ. Then it is well-known that there exists a τe&g(Σ) with

β(G(τ))/G(τ) = S.

(2) Let S be a compact Riemann surface of genus g with only non-

dividing nodes and Σf~Σ. Let I = {il9 , i£} c {1, 2, , g} be the set of

i such that αrί are non-dividing nodes on S. Along each aik (k = 1, 2,

•••,•#), we cut off S and then we have a Riemann surface S with \I\

pairs of punctures. We attach a point to each puncture. Then we have

a compact Riemann surface S of genus g — |/ | . The 2^ attached points

are denoted by pil9 qu, -,pίe, qίe. We regard that each af

t (i £ I) is a loop

on S. Let G be the marked Schottky group G = <A ί | ίg/> having a

standard fundamental region ω whose defining curves are projected to a[

(i&I). Let λi9Pi, and qt (i&I) be the multiplier, the repelling, and the

attracting fixed points of At{z)9 respectively. We denote by pilf qiχ9 ,

piί9 qίe the lifts of pil9 qil9 ,pίβ9 qίg in the interior to ω. Then by the

same way as in § 4, we can determine pl9 , p2g-z e C — {0,1} from pi9 qt

(i 6 /) and pu qt (i e /) corresponding to the given partitions of {1,2, , g}

associated with Σ. We set tt = 1/λι (i & I) and t% = 0 (/ 6 7). Then, from

the given S we obtain

τs = (tu - ,tg;pl9 ', p2g-d e D* x (C - {0,1})2*"3

such t h a t Ω(G(τs))IG(τs) = S. Obviously τs e δΣ(£g(Σ).

Then we have the following. For the given (S, Σf) we determine a

Schottky group G representing S and distinguished points pi9 q^ (ί e I) on

S.

Remark. The determination of pt and qt (i e I) from pt and qt is not

unique. Thus τs is not uniquely determined from S. It depends on a

choice of a standard fundamental region ω for G. We show it by the

following example. Let g = 2 and / = {2}. Then t2 = 0. Let A = 0,

QTJ = 00 and tx = 1/4. We may p2 = 1. Let α̂  and ω2 be standard funda-

mental regions for G as in Fig. 6 and Fig. 7, respectively. We take q2
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= 2 in Case 1. Then q2 = 1/2 in Case 2. Thus

_ Γ(4, 0; 2) in Case 1
Ts ~ 1(4, 0; 1/2) in Case 2.

Fig. 6 (Case 1) Fig. 7 (Case 2)

(3) Let S be a compact Riemann surface of genus g with only m

dividing nodes and Σf~Σ. Let J = {kl9 , km} c {1, 2, , 2g - 3} be the

set of {k£} such that j ^ , are dividing nodes on S. Along each γki (£ = 1,2,

• , m) we cut off S and obtain m + 1 Riemann surfaces, So, SΊ, , Sm,

with punctures. We attached a point to each puncture. Then we have

compact Riemann surfaces S£ {£ = 0,1, , m). We call the attached

points distinguished points. Let the "α:-loops" on each Se be aH1)9 , aeig,.

Let G£ be the marked Schottky group Gt•= <A/(1), , A/( ί | )> having a

standard fundamental region ω̂  whose defining curves are projected to

We denote by pia), -,piint) the lifts of pUl), ,A(n<), respectivelya
to the interior of a standard fundamental region ω4. Let λiU)9 p4U)9 and

g l ( i ) be the multiplier, the repelling, and the attracting fixed points of

AHj)(z). By the process opposite to one in § 5, we determine he numbers

of p from piiJ)9 qnj) (j = 1, 2, , ge) and pHj) (j = 1, 2, , n,). We easily

see that ht = 2g£ + n& - 3. We set ί,ω = l/XiU) (j = 1, 2, , g£; ί = 0,1,

• , m). Thus we determine hQ + hx + + hm numbers of p. We set

Pj — 1 for j e J. By the above things, we determine hQ + hi + + hm

+ m numbers of p. We have

m TO

Σ ht + m = Σ (2gt + nt - 3) + m = 2^ - 3 .

Thus from the given S and Σ\ we determine

such that S coincides with the Riemann surface associated with τs. It

is easily seen that τs € SJ(Sg(Σ). In this case, we note that the same

remark as in the previous case (2) holds.

https://doi.org/10.1017/S0027763000024892 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000024892


SCHOTTKY SPACES 175

(4) Let S be a compact Riemann surface of genus g with & non-

dividing nodes and m dividing nodes. Then by a method similar to the

above two cases (2) and (3), we can determine

from the given S such that τs e δ^^^Σ) and S coincides with the

Riemann surface associated with τs.

6-4. By collecting the above results, we have the following theorem.

THEOREM 2. (1) For τ e d^J(Sg(I), there exists a Riemann surface S

of genus g with \I\ non-dividing nodes and \J\ dividing nodes associated

with τ in the sense of 6-2.

(2) Conversely, give any (S, Σ'), where S is a compact Riemann surface

of genus g with \I\ non-dividing nodes and \J\ dividing nodes and Σf is

a standard system of loops and nodes on S compatible with Σ. Then

there exists a τ e 57"7©^(2') such that S coincides with the Riemann surface

associated with τ in the sense of 6-2.
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