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ASYMPTOTIC BEHAVIOUR OF NONOSCILLATORY 
EQUATIONS 

ALLAN L. EDELSON AND EMILIA PERRI 

1. Introduction. For nonlinear equations of the form 

(I) (r(t) x{u)){u) = - xf(U x), 

there has been considerable interest in determining the asymptotic forms 
of nonoscillatory solutions. We assume r(t) is continuous and positive on 
[0, oo), and/(7, x) is continuous on [0, oo) X R, and/(f, x) > 0 for x ¥" 0. 
For n = 2, equation (I) was studied by Kusano and Naito [3], who found 
necessary and sufficient conditions for the existence of minimal and 
maximal nonoscillatory solutions. The former are the bounded solutions, 
while the later are those asymptotic to the function 

f< (t - uMu - T) 
(1.1) R(t)=jT

y- ^ }~du. 
r(u) 

Their method consisted of writing (I) in the form of an integral operator 
and applying the Schauder fixed point theorem. For arbitrary n, but for 
r(t) = 1, Kreith [2] found necessary and sufficient conditions for the 
existence of maximal solutions. His method did not require the fixed point 
theorem, but rather consisted of "tuning" the initial conditions to obtain 
the desired asymptotic form. Finally, Edelson and Schuur [1] used a fixed 
point theorem for multi-valued functions to determine necessary and 
sufficient conditions for the existence of both maximal and minimal 
solutions to (I), for r(t) > 0, and n ^ 1. The method of [1] also gives rise 
to uniqueness theorems, not obtained by other methods. 

In this article we apply the technique of [1] to determine the asymptotic 
form of non-oscillatory solutions of (I) which are non-extremal, that is 
neither maximal nor minimal. We will make use of the function 

(1.2) R(t,s) = J ' r / : _ 1 , n 2 ^ , . , du 
\u - s)n~] 

[(n-\)\]2r(u) 
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and as usual we say that (I) is sublinear (resp. superlinear) if f(t, x) is 
nonincreasing (resp. nondecreasing) in x. A solution x(t) of I is said to be 
oscillatory if it is not identically zero, and there exists a sequence tm n = 0, 
1 , 2 , . . . such that lim^oo t„ = oo, and x(tn) = 0. 

In Section 2 we describe very generally the kinds of nonoscillatory 
asymptotic behaviour which can occur subject to the restriction 

(1.3) / = oo. 
' J r(i) 

Then in Section 3 we give necessary and sufficient conditions for the 
perturbed equation (I), to have solutions asymptotic to the solutions of the 
nonoscillatory unperturbed equation 

(r(t)x(")){") = 0. 

These solutions are given by 

**(') = (Th)! ' = * = " 

J ° (n — \)\{k — n — \)\r(u) 

For k = 2n, our results are contained in [1]. 
In Section 4, subject to additional hypotheses on r(/), we give necessary 

and sufficient conditions that all solutions of (I) be oscillatory. 

2. The asymptotic form of eventually positive solutions. We define the 
function Ek by 

(2.i) Ek(t,X) = yk)(t) 0 < ^ , 

If there is no danger of confusion, we will write Ek (t, x) = Ek(t). 

The functions Ek satisfy 

dEk 
— - (/, x) = Ek + x(U x), for k ¥* n, 
at 

3 
— (r(t)E„(t9 x)) = E„+}(t9 x), 

and if x(t) is a solution of (I), then 

E2n(t, x) + x(0/(f, x) = 0. 
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LEMMA 1. If x(t) is an eventually positive solution of (I), and condition 
(1.3) is satisfied, then there exists aj, 1 = y = n, such that for t sufficiently 
large, 

(2-2) , _ n* 
Ek{u x) > 0 forO ^ k < 2/ 
( - !)*£*(*, JC) < 0 for 2j ^ k ^ In. 

Proof We first observe that (1.3) implies that if Ek(t, x) and Ek + \(t, x) 
are eventually positive (resp. negative), then E/(t, x) is eventually positive 
(resp. negative) for every /, 0 ^ / ^ H 1. Indeed, if Ek(t) > 0 and 
Ek + \(t) > 0 for / > T, then if k =h n there exists a 7 > T such that Ek{t) 
^ £Â.(7) = c > 0, for all t > 7 Then 

/ ; TEk(s)ds ^ c(/ - 7) t + oo. 

This implies 

Ek-\(t) T + oo if /c ^ n + 1 and r ( f )£*- i (0 Î + co 

if & = w + 1, 

so £^:_ i(t) is eventually positive. In the case k = n, there exists T = T such 
that 

r (0£„ (0 ^ r(t)En(T) = d > 0. 

Then 

JTE„(s)ds ^ J J _ds/r(s) Î + oo, 

so En-\(t) is eventually positive. 
We are considering eventually positive solutions, so from (I), ^ ( ^ *) is 

eventually negative. Then it follows that E2n-\(t, x) is eventually positive 
and E2n-i(t, x) is eventually of constant sign. If E2n-2

 ls eventually 
positive the lemma is proved for j = n. Proceeding in this way we find ay 
satisfying the conditions of the lemma. 

Remark. If Ek(t, x) is eventually negative, then 

r Ek(t, x)dt > — oo. 

This is immediate for k ^ n + 1, and follows from (1.3) for k = 
n + 1. 

Definition. A solution x(/) of (I) is of type 2y, 1 = y = n, if for 

sufficiently large /, 
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Ek(u x) > 0, 0 ^ k < 2/, E2j(t, x) < 0. 

According to Lemma 1, every eventually positive solution of (I) is of 
type 2/ for some j , 1 ^ j ^ n, provided (1.3) is satisfied. We assume 
hereafter that this is the case. 

The asymptotic form of solutions to (I) will be given in terms of the 
solutions to the corresponding (linear) homogeneous equation. 

Definition. 

(3.5) Rk(t,s) 

[> (t - uf-\u - sf-"-] 

J s (n - 1)!(A: - n - \)\r(u - \)\r(u) 
du 

for n + 1 g k In 

(t - sy k-\ 

(k - 1)! 

Rk(t) = Rk(t, 0). 

for 1 ^ k ^ n, 

We are interested in finding necessary and sufficient conditions for (I), 
either sublinear or superlinear, to have a solution asymptotic to Rk(t). It is 
clear that for n = 2, #2«(0 1S the function R(t) defined in [3], and that 
these functions satisfy 

(2.3) El(t,Rk)[=Q for/ = yt 
g / < k 

and 

(2.4) Rk(t, s) = 

<ln-k 
( - i f 

3y Zn-k 
^n~k 

R2„(t, s) for n + 1 g k ê In 

( - ! ) • 
, « - * 

ay 77 — A: 
Rn(t, s) for 1 ^ k ^ «. 

LEMMA 2. If x{t) is a solution of (I) of type 2j, then there exist positive 
constants a, ft such that for sufficiently large t , 

(2.5) a*2/_,(0 ^ x(r) ^ PR2j(t). 

Proof For 2/ ^ n -f 1, E2j-\(t, x) is positive and decreasing, so 

lim i?2/--i (*> *) = c â 0. 

For 2/ = « + 1, 

lim r(t)En(t, x) 0. 
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Therefore there exists a positive constant th or t\\ such that 

(i) 0 ^ E2j-\(t9 x) ^ cx for 2j ¥= n + 1, and t > tx 

or 

(ii) 0 ^ En(t, x) ^ C]7r(r) for 2/ = « + 1, and / > / / . 

Integrating the above inequalities 2/ — 1 times gives (2.5). Indeed, for 
2/: = n + 1, integrating (ii) from *Y to f gives 

^ 'i r(s) 

Integrating H — 1 times gives 

V 7 - 1 (t — t ') 

2 En-Mtxy——4— s*(o 
/=1 (« ~ 0! 
^ ^ (/ - t\'T~l [' f^ /V-l u, , 
^ 2<£„-/( ' l ' , *) — — + Cj' / / . . . / -7-7 * „ - ! (w - / ) ! ~v J i< J i< " ' J t< r(s) 

. . ds\ 

= 2 . En-i(t\\ x) — —— + q ' f — 
y= i (n — i)\ J h ni rL 

\n — i Ct (+ _ o V ? ~ l 

/==1 (« — *"')! ^ l\ n\ r(s) 

This last inequality implies (2.5) provided / is sufficiently large. The case 
2/: ¥" n + 1 is analogous. 

COROLLARY 1. x(t) is asymptotic to R2j(t) if and only if the constant c (or 
c' in the case 2j = n + 1) of Lemma 2 is strictly positive. 

Proof For c > 0 (or cf > 0 if 2/ = /7 + 1) the inequalities of Lemma 2 
become 

(i) c2 ^ ^2/--i(^ *) = C3 for 2/ =̂ w + 1 

(ii) - £ - tk En(t, x)^-^- for 2/ = /i + 1. 
KO KO 

It follows that there exist positive constants a, /3 such that 

(2.6) aR2j(t) ^ x(t) ^ PR2j(t), 

for t sufficiently large. Conversely, if c = 0, (cf = 0 if 2/ = AZ -f 1) for 
every constant q > 0, we have 
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(i) E2j-\(t9 x) < c, for 2/: ¥= n + 1 
(ii) £w(f, x) < c , / r (0 for 2/ = w + 1 

for / sufficiently large. Integrating (i) and (ii) 2/ — 1 times we see that x(t) 
cannot be asymptotic to R2j{t). 

COROLLARY 2. Ifx(t) is of type 2/, then x(t) is asymptotic to R2j-\(t) tf 
and only if E2j-2(t, x) is bounded. 

Proof For 2j ¥= n — 2, E2j-2(t, x) is an eventually positive, increasing 
function so we have 

lim E2j--2(t9
 x) c = oo. 

(a) If c < oo there exists c\ > 0 such that 

c\ = E2j-i(U x) ^ c, 

and x(t) is asymptotic to R2j-\(t). 
(b) If c = oo, then for every c\ > 0 we have 

E2j-2(t, x) > cu 

for / sufficiently large, and integrating 2/ — 2 times we see that x(t) 
cannot be asymptotic to R2j-\(t). 

For 2/ = ft — 2 , we have 

lim r(t)En(t, x) = c' ^ oo. 
/—»oo 

(a) If c' < oo, then 

r(t) nK' r(t) 

for positive constants c\\ c2. 
(b) If c' = oo then 

£„(*, x) > ci/r(r) for every c\. 

Integrating n times completes the proof. 

For the special cases of solutions asymptotic to R2n(t) or R\(t) we use 
the following terminology (see [2] ): 

Definition. A solution of (I) is maximal if it is asymptotic to R2n(t). It is 
minimal if it is asymptotic to R\(t), i.e., bounded. 
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3. Existence theorems. Now let y(t) be any continuous function. Our 
rinciple re 

defined by 

f y(0 
/*oo 

J t Pk-X{s-y)ds 

1 f°° 
Pk-nd, ^r~ / Pn-\(u; y)du) n ^ k ^ In - 1. 

KO J • 
It is clear that 

(3.1) Pk(t\y) = \ 

k = 0 

I ^ k ^ n - I 

Pk{k) (t,y) = (~ 1)* y if) for 0 ^ k ^ w - 1, 

and 

(/•(/) />*<*-"> (/, j ) ) ( n ) - ( - \f y(t) for A: è w, 

if these integrals exist. 

THEOREM 1. v4 necessary and sufficient condition that (I), e/7/zer sublinear 
or superlinear, have an eventually positive solution asymptotic to R2j(t)for 2 
= 2/ = 2/7 is that 

(3.2) r (t;R2i(')f(',cR2it)))dt<oo 2n-2jKh *2j 

for some positive constant c. 

Proof (Necessity). Let JC(/) be of type 2/ and suppose x(t) is asymptotic 
to R2j(t). Then there exist positive constants a, /?, T such that 

aR2j(t) ^ x ( 0 = ^ ( 0 for t ^ T. 

Then 

*( / ) / ( / , x(t) ) g aRy(t)f(t9 aR2j(t) ) 

if (I) is superlinear and 

x(t)f(t9 x(t) ) i= aR2j(t)f(t, pR2j(t) ) 

if (I) is sublinear. It follows from the corollaries to Lemma 2 and the fact 
that 

lim Ek(U x) = 0 for 2j % k ^ In, 
t—>oo 

that 
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/

CO /*CO 

Ey(t, X)dt = J P2„-2j(t, *(•)/(-, *(') ) )<# 
/ o o 

P2n-2j(t,R2j<s)f(',cR2j<')))dt 

where c = a if (I) is superlinear, and c = /? if (I) is sublinear. 

(Sufficiency). Choose T so large that 

/ T P2n-2j{t\R2jf{',cR2j))dt^\. 
2 

We will apply the Schauder fixed point theorem in the space 

C2j = {x G q r , oo):|W| = sup {Ry\t)\x(t)\:T ^ t) < oo}. 

Endowed with the norm topology, (C2/JHI) is a Banach space. We define a 
closed subspace S of C2j by 

S = {x e C2j\aR2j{t) ^ JC(0 ^ 2a«2/-(0 } 

where a = c/2 if (I) is superlinear and a = c if (I) is sublinear. Let <& be 
the operator defined by 

(3.3) [<Dx](0 = 2aR2j{t) - JT R2j{t, s)P2n-2j(s\ x/(-, x) )&. 

To apply the fixed point theorem we first observe that solutions of the 
operator equation $>x = x also satisfy (I). In fact, 

E2j(U Qx) = -P2n-2j(t\ x/(-, * ) ) , 

so by the remarks following (3.1) x is a solution of I. We must now 
establish the following: 

(i) *(5) c S 
(ii) O is continuous 

(hi) <!>(£) is relatively compact. 

Proof of (i). For x e S, 

JTR2j(t,s)P2n-2j(s',f(',x))ds 

ë 2afTR2j{t)P2n-2jis; %/"(- , cR2j))ds ^ aR2j(t). 

If follows that 

[4>x](0 ^ ^ 2 y ( / ) , 

and the inequality 
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[«*](/) Ê 2aR2j(t) 

follows from the positivity of the integral. 
Proof of (ii). Let {xm} be a sequence in S, converging to x. Then 

\[*xm](t) ~ [$x](t)\ 
/bo 

- RlJ^ J T \P^n-2j{s\ xmf(; xm) ) - P2n-2j(s; xf(; x) )\ds. 

We also have 

\P2n-2j(s\ Xmf(; Xm) ) ~ Pln-2j{s\ xf(; x) )| 

^ 4aP2n-2j(s',R2jf(',cRy)), 

and 

lim |P2«-2y(^; xmf(; xm)) - P2n-2j{s\ xf{\ x))\ = 0. 
m-*oo 

It follows from the Lebesgue dominated convergence theorem that 

lim ||[fcm](7) - [<Dx](/)|| = 0 . 
m—>oo 

Proof of (iii). This follows by an application of Ascoli's theorem. It 
suffices to show that the family Ĵ ~ = {R2j <px: x <E S] is uniformly 
bounded and equicontinuous. The uniform boundedness follows immedi­
ately from the definition of the space S. Equicontinuity will follow if we 
show that for e > 0, the interval [T, oo) can be subdivided into finitely 
many subintervals, on each of which, all functions in J^"have oscillation 
less than e. The technique of the demonstration is identical to that used in 
[3], and the details will be omitted. 

Having shown that <£> has a fixed point in S, we will show that this 
solution has the desired asymptotic properties. In fact, for 1 ^ k ^ 2/ 
— 1, applying l'Hospital's rule to (3.3) we obtain 

lim R2j\t) J R2j(t9 s)P2n-2j(s',-xf(', x) )ds 

= lim E^\t, R2j) f'T Ek(t, R2j(; s) )P2„-y(s, xf(; x) )ds. 

Therefore, if x{t) satisfies <I>x = x, for k = 2/ — 1 we have 

\xmR2j\t)x(t) = 2a - P2n-2j + l(T; xf(; x) ) 
t—>oo 

which is non-zero for the given choice of T. 
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THEOREM 2. A necessary and sufficient condition that (I), either suhlinear 
or superlinear, have an eventually positive solution asymptotic to P2j~\(t)Jor 

2 ^ 2/ ^ In is that 

r (3.4) J P2n-2j+ IU; R2J-1 / ( • , cRy-,) ) dt < oo 

/or som^ positive constant c. 

Proof (Necessity). Let x(t) be of type 2/' and suppose x is asymptotic to 
Ry-x- The necessity follows from the corollaries to Lemma 2 by a proof 
analogous to that of Theorem 1. 

(Sufficiency). Let T be as in Theorem 1, and define 

Cy-\ = {* e C[T, oo): ||x|| = sup{^2~i1(OU(Ol:^ ê 0 
< oo} 

and 

S = {x G C2,-,: a*2/- i (0 = *( ') = 2a^2y-i(0 } • 

If we define the operator 0 :5 —> 5 by 

[$*](/) = ^ 2 y - l ( 0 + j TRlj-\(U S) Pln-2j+\{s\ x / ( - , * ) )&, 

the proof of sufficiency is analogous to that of Theorem 1. 

Theorems 1 and 2 can be combined, with considerable economy of 
notation, to give the following result: 

THEOREM 3. A necessary and sufficient condition that (I), either suhlinear 
or superlinear, have an eventually positive solution asymptotic to Rk(t), k = 
1 , 2 , . . . , In, is 

/

oo 

Rln-k+\(t) Rk(t)f(t, cRk(t))dt < oo 

for some constant c > 0. 

Proof For every k, we define 

Rk(s, t)f(s, cRk(s, t) ) h = 0 

QhJciU S\f)=\ J] Qn-hk(t, S\f)dt 1 ^ h ^ n - 1 

Qh-n,k(Us\r~x J ô w - u ( w , s\f)dw) 
n ^ h ^ 2n~\. 

Integrating by parts we obtain 
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/ : *2*-* + i(v, t)Rk(v9 0 / (v , cRk(v, t))dv 

= J t Qin-k,k(v, s;f)dv. 

Letting t = 0 and s —> oo, we see from the definition of P2n-k
 t n a t 

/ ; 0 R2n-k+l(v)Rk(v)f(v,cRk(v))dv 

/

CO 

0 P2n-k(u;Rkf(;Rk))dv, 

and the theorem is an immediate consequence. 

We observe also, that for every k, 

R2n(t) g * * ( 0 * 2 n - * + i(0, 

so that if (I) is sublinear, then 

R2„-k + l(v)Rk(v)f(v,cRk(v))dv r 
J o 

0 

/

oo 

0 R2n(v)f(v,cR2n(v))dv. 

Similarly, if (I) is superlinear, then 

/

CO 

0 
R2n-k + \(v)Rk(v)f(v,cRk(v))dv 

/•oo 

^ J 0 R2n(v)f(v, C)dv. 

The following corollaries follow from these observations. 

COROLLARY 3. If (I) is sublinear, then the nonexistence of a maximal 
solution implies the nonexistence of solutions asymptotic to Rk(t) for every 
k ^ In. 

Recall that a solution of / is asymptotic to R\(t) if and only if it is 
bounded. 

COROLLARY 4. If (I) is superlinear, then the existence of a solution 
asymptotic to Rk(t) for some k, implies the existence of bounded solutions. 

With additional hypotheses on r(t), it is possible to derive conditions 
sufficient to guarantee that for every k = 1, 2, . . . , 2«, there exists a 
solution of (I) asymptotic to R/dO. 

LEMMA 3. If there exist constants H and Hf such that W ^ r(t) ^ H for 
t = T, then for every h = 1, 2, . . . , « — 1, there exists a positive constant Xh 

such that 
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(3.6) R2n(t) ^ XhRh(t)R2n^h + l(t). 

Proof. For T ^ s < t we have 

J s (n — \)\r(u) H m n H (n - \)\r(u) 

and 

/ : JRW(/, u)du =" H'Rn+x(t, s). 

Therefore, 

/*„ + 2(/, J) = I Rn+\(t, u)du ^ — / (/ - w )#„(/, w)Jw 

H' 1 
—- (/ - J ^ + i f o J) - " Rn + l(U S), 
nti n 

and this implies 

(t-s)H' 
Rn + 2(t,s) ^j—t—Rn+fas). 

(n+ 1) H 

Integrating n — 1 times we have 

(t - s)H' 
RiÂU s) = j - f— *2«-iC, *) =" • 

(2« — 1) H 
(t - sf~\Hf)h~l 

(In - \){2n - 2) ...(2n - h + 1)H' 
yFT R2n-h+\(U s) 

(h - l ) ! ^ ' ) * " 1 

• RhiU s)R2n-h+\(U s) 
(2n - 1) . . . (2« - /* + l ) / ^ - 1 

and this implies (3.6), by setting 5 = 0. 

THEOREM 4. Lef r(/) Z><? bounded and (I) sublinear. If there exists a 
bounded solution of (I), then for every k = 1 ,2 , . . . , 2n, there exists a 
solution asymptotic to Rk(t). 

The boundedness of r(t) is essential. This is demonstrated by the 
equation (tx')f = x/t, having general solution c\t~x + c2t. 

THEOREM 5, Let r(t) be bounded and (I) super linear. If there exists a 
maximal solution of (I), then for every k = 1 ,2 , . . . , 2/?, there exists a 
solution asymptotic to R/dO-
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The proofs of Theorems 4 and 5 are immediate consequences of 
Theorem 3 and Lemma 3. 

Remark. These theorems show that the equation x(10) + kt~n)x, 
introduced by G.D. Jones as an example of an equation of type (I) having 
both oscillatory and nonoscillatory solutions, has the property that no 
nonoscillatory solution can be asymptotic to tk. 

We should point out that the preceding results remain true for 
eventually negative solutions of (I). In this case, the constants a, ft of 
Lemma 2, and the constants c of Theorems 1, 2, and 3 must be 
negative. 

As application of the preceding theorems we consider the equations 

(3.7) (r(0*( '7)(/))( '?) = - / K O ( M y s g n x ) 

where r(t),p(t) are positive and continuous on [0, oo), y > 0, and (1.3) is 
satisfied. 

COROLLARY 5. Equation (3.7) has a maximal solution if and only if 

roo 
J T P(t) Rin(t)ydt < oo. 

COROLLARY 6. Equation (3.7) has a bounded, nonoscillatory solution ij 
and only if 

/*oo 

J T p(t)R2n{t)dt < oo. 

It should be pointed out that these corollaries contain as special cases 
the corresponding results of Kusano and Naito [3], for n = 2. 

4. Oscillation theorems. Throughout this section we suppose that r{t) is 
a nondecreasing function satisfying (1.3), and let R(t) = ^2«(0-

LEMMA 4. If x(t) is an eventually positive solution of (I), then for all 
sufficiently large T there exists a constant X such that 

(4.1) x(t) â \{R(t)[r(t)x(»\t)](n-V + fTR(s)x(s)f(s,x(s))ds}. 

Proof Consider first the case x of type 2/ ^ n. Integrating by parts 
2/7 — 2/ -f 1 times we have 
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ft n 

J T R(s)x(s)f(s, x(s) )ds = 2 ( - iyR{l~]\t)[r(i)x(n\i) ] 

n-2j+ 1 / _ Ty7-i 

+ 2 (-D"+'^—-^x (-"- ,\t) 
-i (n - / ) ! 

+ / ' ,V-^rx < 2 y" ) (^-
From this we conclude 

(i) JT R(s)x(s)f(s, x(s) )ds + R(t)[r(t)x^\t) ]<"-'> 

x(2j~]\t) is positive and decreasing, so we have 

x^~2\t) g jTx{2j'x\s)ds i= ^-^(/Xz-r). 

Furthermore, for /c ^ 2/: — 2, 

From this we conclude 

(ii) x(0 §= j'Tx(%)ds a fj^'P^y. xi2j~])^ds-
Then (4.1) is an immediate consequence of (i) and (ii). 

Now consider the case 2j ^ n + 1. Integrating by parts we have 

/' r/*(5)x(*)/(s,jc(j))<fc 

H-2/+1 

= 2 (-\)lR(l~l)(t)[r(t)xin)(t)ï"~l) 

- 2 (-l) /^ ( , '"1)(7 ,)[r(3p)x ( ' l )(7 ,)] ( ' l" , ' ) 

7 = 1 

+ JT R(2n~2^v\s)[rx(n)(s) f>-n-Vds. 

https://doi.org/10.4153/CJM-1983-024-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1983-024-2


450 A. L. EDELSON AND E. PERRI 

It follows from the definition of "type 2 / ' that all terms appearing in the 
summations on the right are i= 0, and therefore 

(i') fT R(s)x(s)f(s, x(s) )ds + R(t)[r(t)x^n\t) ]<»-» 

- JT R{2n~2j+%)[r(s)x(n)(s) ]{2J~n'])ds. 

The function (rx^n))^2j~n~^ is positive and decreasing, so 

[r(tW"\t) ]<*) i= - ^ }— — [r(t)^"Kt)fJ-"-l). 
(2/ — n — 1 — /:)! 

From this we conclude 

(ii') x(t) ^ JTx{]\s)ds ^ JTR(2j\s)[r(s) x("\s)fJ~"-])ds. 

Since r(t) is non decreasing 

,<»-o,^ /' ( v - r ) ^ - " i 

^(2/ - « - l)!r00 *%• "w = / r j - ; : n „ , ^ 

ft, 

(f - r ) 2 ^ " = ( f - D (n) 

(2/- - «)!r(0 (2/ - «) 2v W ' 

Integrating n — k times, the last inequality gives 

Rt])(»^^Zr£*v\»> forfc= 1,2,... 

so we have 

*?/ ( 0 = ^ — ^ *2 / ( 0 = • • • 

= i2(2j(2j-2y])y' (t ~ T)2^2J RÏÏ~V+])W-

From this we conclude 

(iiï) R«"-ï+"(s) s ( 2 y , 7 " ~ , ' ) ! (s - T)2"-?' Rg""2- '+" (2/ - ft — 1)! 

(« — 1) ! 

( 2 / - « - 1)! 
(#1 - 1)! [2(2/ - n - 1) ]! 

,(»/ 

https://doi.org/10.4153/CJM-1983-024-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1983-024-2


ASYMPTOTIC BEHAVIOUR 451 

Then (4.1) follows from (i'), (ii'), and (iii'), which completes the proof. 

We are now able to give necessary and sufficient conditions for (I) to be 
oscillatory, i.e, have all solutions oscillatory. 

Definition. (I) is strongly super linear (sublinear) if for some a > 0, 
x~af(t, x) is nondecreasing {x°f(t, x) is nonincreasing) in x. 

THEOREM 6. Let (I) be strongly sublinear and assume that r(t) is 
nondecreasing. A necessary and sufficient condition that (I) be oscillatory is 
that for all c =£ 0, 

Çoo 

(4.2) J R(t)f(t, cR(t))dt = oo. 

Proof. The necessity is an immediate consequence of Theorem 3. For the 
sufficiency, let x(t) be a nonoscillatory solution of (I). Without loss of 
generality we may assume x(t) eventually positive. By Lemmas 2 and 3, 
there exist positive constants A, /?, such that 

(i) \R(t)[r(t)x{n\t)]{n~v) ^ x(t) ^ PR(t), for / ^ T. 

The strong sublinearity implies that there exists a a > 0 such that 

(ii) x\t)f(U x(t) ) ^ FR€(t)f(t, 0R(t) ) 

for every e <E (0, a]. 

From (i) and (ii) we see 

x(t)f(t,x(t)) = xl-%t)x\t)f(t,x(t)) 

g A1 -(R] -«(/){ [r(/)x("»(/)f"1,}1"W0/('. A *(/))• 

We then have 

(-[(r(Ox<n>(0) ( ' ,-1)]c)' 

= c[ (r(/)*<">(0 )<"- ]>r 'x( ' / (? , * ( ' ) ) 

â £[(r(0x (" ,(/)) ( ' ,^ l )]€"1 x^\t)^R\t)f(t, 0R(t)) 

^tFX'-tRiOf^RRiO) 

for arbitrarily small e. This implies 
/*co 

J R(t)f(t,0R(t))dt <oo, 

contradicting the hypothesis. 
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THEOREM 7. Let (I) be strongly superlinear and assume that r{t) is 
nondecr'easing. A necessary and sufficient condition that (I) be oscillatory is 
that for all c ¥= 0, 

foo 

J R(t)f(t, (4.3) J R(t)f(t, c)dt = oo. 

Proof The necessity is an immediate consequence of Theorem 3. 
Assume (4.3) and let x(t) a positive solution of (I) for t = T. By Lemmas 2 
and 3, there exist a, À, r such that 

(i) x(t) g X ) T R(s)x(s)f(s, x(s) )ds 

x(t) ^ a 

for t ^ r â 71. The strong superlinearity implies 

(ii) *(*)/(*, JC(J)) 

= x(sy+€x(Sy€f(s, x(s)) ^ cT^Cs) 1 "^/^ , a). 

From (i) and (ii) we conclude 

S(A/;« (iii) x ( ? r ' ~ £ S ( A j r a - e x ( 5 ) l + £ / ( ^ a)R(s)ds) 

Multiplying (iii) by x(t)i+tR(t)f(t, a) and integrating over [T, t] we 
obtain 

(iv) j l R(s)f(s, a)ds 

Letting / —» oo, (iv) implies 

r R(s)f(s, a)ds < oo, 

which contradicts the hypothesis. Since a similar argument holds if x(t) is 
eventually negative, this completes the proof. 
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