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Individuals’ insight into intrapersonal externalities

David J. Stillwelt Richard J. Tunney

Abstract

An intrapersonal externality exists when an individual’'s decisions &fffecoutcomes of her future decisions. It can
result in decreasing or increasing average returns to the rate ofraptisn, as occurs in addiction or exercise. Experi-
mentation using the Harvard Game, which models intrapersonal extemdtiéie found differences in decision making
between drug users and control subjects, leading to the argumenteakatdkternalities influence the course of illicit
drug use. Nevertheless, it is unclear how participants who behave digtouaceptualise the problem. We report two
experiments using a simplified Harvard Game, which tested the diffesémo®ntingency knowledge between partici-
pants who chose optimally and participants who did not. Those who deratatstptimal performance exhibited both
a pattern of correct responses and systematic errors to questiangtapayoff schedules. The pattern suggested that
they learned explicit knowledge of the change in reinforcement on aiyatifial basis. They did not have, or need, a full
knowledge of the historical interaction leading to each payoff. We alsodow evidence of choice differences between
participants who were given a guaranteed payment and participantsvertgopaid contingent on their performance,
but those given a guaranteed payment were able to report moregemtinknowledge as the experiment progressed,
suggesting that they explored more rather than settling into a routine. iEvgreer2 showed that using a fixed inter-trial
interval did not change the results.

Keywords: intrapersonal externalities, melioration, decision-makiogtimgency knowledge, incentives.

1 Introduction peated binary choice task using payoff schedules similar
to those shown in Figure 1. The payoff from each choice
Experiments have long suggested that when humaggs determined by the proportion of the previous ten
make decisions they sometimes ignore even major consghoices that was allocated to each option, where choos-
guences. In some situations, consequences are systeniag-the optimal long-term option would lead to a lower
ically ignored. One such situation is that of intrapersonammediate payoff but would slightly increase the payoff
externalities (Herrnstein & Prelec, 1991), where changé&gom both options over each of the next ten trials, leading
to the utility of options available to the future self are noto a higher overall payoff. Conversely, choosing the opti-
taken into account when making a decision, in the samfal short-term option would lead to a higher immediate
way that externalities in economics refer to situations irpayoff but would decrease the payoff over the next ten
which consequences to others are not taken into accoufikls, relative to the optimal option. Consistently choos
when individuals make decisions. Overlooked intrapermg the long-term option ultimately leads to the highest
sonal externalities lead to an under-investment in aCti\payoﬁ, although on any single trial the short-term option
ities that exhibit increasing average returns to the raigould give the greatest number of points. The authors
of consumption (for example, exercise becomes increagund that most participants did not learn to optimise their
ingly rewarding with increased practice, and also has pogehaviour, choosing instead the option with the greatest
itive effects on how rewarding other life activities are),short-term payoff. Herrnstein and Vaughan (1980) sug-
and an over-investment in activities that exhibit decreagyested that choices are made according to the principle of
ing average returns to the rate of consumption (use of aghelioration, in which the global rate of reinforcement is
dictive substances becomes decreasingly rewarding wiignored.
increased use, and also negatively effects the perceived; js not new to postulate that addicts do not fully
rewards from other life activities). . take into account internalities, although past models have
In an experiment reported by Herrnstein and Colyenerally used hyperbolic time discounting as the the-
leagues (1993), participants were presented with a rgretical reason for inconsistent preferences (Gruber &
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they were given around 1,000 trials to learn the sched-
ules. This suggests that suboptimal choices in the Har-
vard Game are not a stable decision-making bias, but
rather due to a failure to fully learn the payoff schedules.

Normally in experiments studying intrapersonal exter-

* nalities participants’ choices either affect the number of
points gained (e.g., Yarkoni, Braver, et al., 2005) or the
number of choices remaining until the end of the exper-
iment (e.g., Herrnstein, et al., 1993). However Stillwell
and Tunney (2009) modified the schedules so that both
the number of points gained and the number of choices
remaining until the end of the experiment were affected
by participants’ choices. This allowed the two outcomes
from each decision to be separated so that the immediate
00 o1 o0z o0s o4 o0s os o7 os oo 10 effectswere visible through the number of points gained
on each trial, and the number of choices remaining until
the end of the experiment decreased at differing rates de-
pending upon the participant’s history of choices. In other

of their decisions. Further evidence for the link bewords, choosing myopically led to earning high payoffs
tween intrapersonal externalities and addictions has cortferough the experiment, but ultimately the experiment
from neuropsychological research, which found that thended prematurely and the participant lost the opportu-
level of prefrontal brain activity is associated with per-nity to earn further payoffs. Separating the consequences
formance in the task (Yarkoni, Braver, Gray, & Greenfrom each decision made the outcomes of each decision
2005; Yarkoni et al., 2005). This is the same area thamore easily discernible, and so participants learned to
is implicated in studies using the lowa Gambling Taskehoose optimally much earlier than in previous experi-
(Bechara, Damasio, Damasio, & Anderson, 1994; Ernggents. This also hints that suboptimal behaviour in the
et al., 2002), which is related to abuse of various subask is a failure to fully understand the payoff schedules.
stances, including alcohol and stimulants (Bechara et al., In nature the outcomes from choices that are made
2001). This suggests that intervention at this behaviouratay not be so easily divided into separate simple cate-
level could be effective in reducing addictive behaviougories. So, if the results from laboratory intrapersonal
if a method were found to improve decisions on tasks inexternality experiments are to be useful in understand-
volving intrapersonal externalities. ing the suboptimal decision-making that occurs in addic-

A series of laboratory experiments has tried withtions, the process whereby participants learn to choose
out success to guide participants to choose optimallgptimally in the simpler version needs to be understood.
Warry, Remington and Sonuga-Barke (1999) attempte@ne process could be the result of conscious insight into
to reduce the motivation for participants to choose suihe payoff schedules that participants are able to report.
optimally by reducing the immediate differential betweenl his mirrors research into the lowa Gambling task which
the two options. They found that this helped, however bfound that participants were able to explicitly report thei
the end of their experiment participants were still choosinderstanding of the task (Maia & McClelland, 2004).
ing around chance levels and the authors noted that ekhe present experiments attempted to test explicit knowl-
trapolation of their data suggested that participants @ouledge of the payoff schedules, to find out what participants
reach asymptote at a level that was non-optimal. Two exvho behave optimally are able to report about the payoff
periments have also attempted to guide participants’ egchedules. The experiments tested participants’ knowl-
plicit understanding of the payoff schedules by providedge by asking a series of questions designed to cover
ing a fairly explicit hint on how participants could max- €very scenario in the task. They used a quantitative test
imize their payoffs. Herrnstein and colleagues (1993f participants’ understanding, as these have been shown
Experiment B) found that choices were only briefly im-to be more sensitive than qualitative tests (Maia & Mc-
proved by the hint but soon returned to sub-optimal levClelland, 2004).
els. Kudadjie-Gyamfi and Rachlin (1996) provided a The experiments also tested whether making partici-
similar hint, but found no corresponding improvemenpants’ payment contingent on the number of points that
at all. Nevertheless, Tunney and Shanks (2002) showédey gained during the task had an effect on their choices.
that participants could overcome sub-optimal behaviouRarticularly in the economics literature it is seen as cru-
as long as they were given regular feedback about hogial to incentivize participants in this way (Hertwig &
their behaviour compared to the optimal outcome, an@rtmann, 2001). Participants in the Contingent condi-

Figure 1: Example payoff schedules used in the task.

Payoff Magnitude

—@— Long-term Button
—O— Short-term Button

Proportion of Long-Term Button Responses
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tion were paid based on the number of points they earnetthat participants were aware that the outcome boxes in-
whereas those in the Certain condition were paid a fixedicated feedback from the preceding trial rather than the
amount. It is possible that giving points-contingent payexpected payoff. Choosing the short-term button used up
ments could cause participants to have more motivatiamore game units and so the experiment ended prema-
and thus gain more points, or that participants would ndtirely. Consequently, in order to reduce the motivation
explore as fully as they would otherwise and so wouldo finish the experiment quickly, choosing the short-term
settle on a suboptimal strategy leading to fewer pointsutton increased this delay, so that the total delay over
(Beeler & Hunton, 1997). If, however, it is not a motiva-the experiment was similar whichever button was chosen.
tion failure that leads to poor performance on experimentbhe formula used was:
using intrapersonal externalities, but rather the cogmiti
failure to understand the payoff schedules, then a differ- D = 0.5+ P(short — termi 1) @)
ence might not be expected. This would suggest a cogyhere D is the delay in seconds, anf(short —
nitive component in decisions that have both long ang.,.,, _,,) is the proportion of choices allocated to the
short-term consequences that has not been fully exploreghort-term button over the [preceding 10 trials.
Between each session, participants were shown the
points that they gained on the previous sessions. They

2 Expe”ment 1 then completed questions from four scenarios designed
to probe their awareness and understanding of the payoff
3 Method schedules used. The scenarios were the same each time,
although they were presented in a random order after each
3.1 Participants session.

To ensure that participants understood the task, the ex-

Forty-nine students or staff from Nottingham Universityperimenter sat with the participant for the first session,
volunteered to take part in the experiment; 33 women arits feedback, and the first set of scenarios. Participants
16 men (mean age=27.3, SD=7.3). Participants were rawere then allowed to finish the other sessions in private,
domly assigned to one of two conditions; there were 26Ithough the experimenter was available to answer ques-
participants in the Certain condition and 23 participantions.
in Contingent condition. Design and procedure

Participants _given standardizgd_ instruct?ons explgining_z Payoff schedules
that the experiment was a decision-making experiment
(see Appendix A). Also, those in the Contingent condiParticipants received points for every choice that they
tion were told that their payment from the experimentmade, but lost game units. Choosing the short-term key
would be based on the number of points that they gainetgturned 10 points per single trial, however it increased
which would be multiplied by 0.08p/point, and those inthe rate at which game units were lost over the next 10
the Certain condition were told that they would earn dfials. In contrast, choosing the long-term key returned
guaranteed payment of £4. Pilot data had shown that tfepoints per single trial but used up fewer game units
mean number of points gained over eight sessions way¥er the next 10 trials, so that as long as there were more
5220, and so both conditions would on average earntBan 10 game units remaining choosing the long-term key
similar payment (minimum 4000 points = £3.20; maxi-would optimise participants’ points payoff. The number
mum 6120 points = £4.90). of game units lost after each choice was determined by

The experiment consisted of 8 sessions, each withe following formula:
150. game units. .This equatgd to between 53 and 150 GU = 1+ 2+ P(short — termy_1o) @)
choices per session, depending upon what the partici-
pant's choices were. On each trial, the points gainedhere GU is the number of game units lost, and
and game units lost outcome boxes were updated witA(short — termi_19) is the proportion of choices allo-
feedback from the previous trial, and then two buttonsated to the short-term button over the preceding 10 trials.
were enabled marked # and ‘@’. Participants were To calculate the payoff at the beginning of each ses-
then prompted to make a choice of one of these buttonsion, participants started with a history of ten successive
The symbol presented on each button was counterbdbng-term button choices. Over the 150 game units of
anced between participants, as was the payoff schedulesch session, consistently choosing the long-term button
attached to each button. would return a cumulative payoff of 750 points. Consis-

After each choice, both buttons were disabled for betently choosing the short-term button would return a cu-
tween 0.5 and 1.5 seconds, and the points gained andilative payoff of 530 points. However, the optimal so-
game units lost outcome boxes were cleared to ensurgion was to switch from the long-term to the short-term
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Fi 2 hot of mai points, the face smiled; if an equal number of points were
IQUre 2. SCreensnot of main game screen. earned, it was neutral; and if a lesser number of points

_ were collected, it frowned. Beneath these, a bar chart

Paints graphically detailed the total points gained on that ses-
Game Units _ sion and on all previous sessions.
Remaining
Total Points Last choice Game Units Remaining
- .
ﬁwo.o ﬁ1 158 3.4 Contingency knowledge probe
Paints on fast fria Garne Units Lost on last trial Four scenarios were consecutively presented to each par-

’T  Chosse ’T ticipant between each session and the next. For each sce-
nario the participants were asked to answer how many
game units would be lost and points gained if the person
@ ‘ b ‘ in it chose to continue pressing the same button (a), or
what the outcomes would be if they switched to the other
button (b). Participants were given a free response, and
did so by typing their answer. The scenarios and their
key towards the end of the session, for which a maximur?lo”e_Ct answers are shown in'TabIe'l. Participants were
payoff of 765 points was possible. not given any feedback on their contingency knowledge.
The points gained class of questions reflects whether
. ) participants knew that the short-term button always gave
3.3 Stimuli 5 points whereas the long-term button always gave 10

Figure 2 shows the main game screen. Two buttorl%omts' The game units lost questions reflect different

marked ‘# and ‘@ were displayed horizontally next to evels of knowledge. Participants that answer quesu_on
one another on the computer screen. Above these t 8 correctly know that the lowest number of game units

buttons, on the left side of the screen were two outcon}%Str';’ alivrvnayns] i ?nnl;j (r:orf'lver;ely (rq]:f[esl,tlotn i 43 reflect.:,i t?]at
boxes marked ‘Points gained on previous trial’ and ‘To- € maximum number of game units lost is 3. Questions

tal points’. On the right side of the screen were anothe]fb and 2a reflect that game units lost usually increases

two outcome boxes marked ‘Game Units lost on previgompared to the previous trial when the short-term but-
ton is pressed, and questions 3a and 4b reflect that game

ous trial’ and ‘Game Units remaining’. At the top centre its lost v d dtoth ! tial
of the screen a horizontal bar labelled ‘Game Units’ de ' - 10t usually decreases compared o the previous tria
hen the long-term button is pressed. For these, partici-

icted graphically how many game units remaining ther . e
\F/)vere '?hepcolouryof the bar \)/lvgs dependent upon tr?e nuRants do not necessarily have to understand that it is the
' istory of choices that determines the number of game

ber of game units remaining; between 51 and 150 it was". .
g 9 its lost, only that one button usually increases them and

green, between 11 and 50 it was yellow, and betweent e other button usually decreases them. However, ques-
and 10 it was red. Above this, another horizontal bar Iaﬁ; y ) '

belled ‘Points’ depicted the total number of points gaine ons 2b and 3b are bOt.h examples of a situation where

during that game. This bar was based around an animat i number of game units lost dqes no_t always decrease

Pac-Man figure which moved from left to right and greWor increase compared to th_e previous trial wh(_an the long-

larger as the total number of points increased. These WetFer m or short-term button is presged respechyely. Fora

designed in order to increase the saliency of the feedbac,‘?é”.lrt'c'pant 0 co.rr_ectly answer this q.uesuon, I must_ be

Participants made their choices by selecting one button ﬁlpderstood that it is the history of choices that determines

another using the mouse.
At the end of each session, a new screen summarised

the total points gained during that session and the pre-

vious sessions. The top-centre of the screen displayéi Results

textually the total points gained during the session, and

the maximum number of points that it was possible td’he average number of points gained by participants in

gain during a session. Participants in the Contingerthe Certain condition was 5026 (SD=451). Participants

condition were also informed how much their session’é the Contingent condition were paid based on the num-

points were worth monetarily. Below this, a cartoon facder of points gained during the experiment. The average

was presented, depending upon whether the participamimber of points gained was 5021 (SD=454) leading to

gained more points during the recently completed sessi@m average payment of £4.02 (maximum obtained: £4.75;

than the previous session. If the participant gained morainimum obtained: £3.45).

e number of game units lost.
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Table 1: Awareness probe scenarios and their correct agsimahis example the “left-hand button” refers to the long-
term button, and the “right-hand button” refers to the shenn button, but the positions of these were randomized.

Scenario Points gained Game units lost

1. John has been choosing the left-hand button repeatediigddast 20 turns. The last time he chose the
left-hand button, he lost 1 game unit and gained 5 points.

a) What would happen if he chose the left-hand button again?
b) What would happen if he chose the right-hand button nex?im
1(a) 5 1.0
1(b) 10 1.2
2. Jane has been choosing the left-hand button repeatedheftast 20 turns. However, 3 turns ago she

switched to the right-hand button [meliorating]. The lasta she chose the right-hand button, she lost 1.6 game
units and gained 10 points.

a) What would happen if she chose the right-hand button again?
b) What would happen if she chose the left-hand button nex¢2im
2(a) 10 1.8
2 (b) 5 1.6
3. Bob has been choosing the right-hand button repeatedtiiddast 20 turns. However, 3 turns ago he

switched to the left-hand button [maximising]. The lastdifve chose the left-hand button, he lost 2.4 game
units and gained 5 points.

a) What would happen if he chose the left-hand button again?
b) What would happen if he chose the right-hand button nex?im
3(a) 5 2.2
3 (b) 10 2.4

4. Sarah has been choosing the right-hand button repeditedhe last 20 turns. The last time she chose the
right-hand button; she lost 3 game units and gained 10 points

a) What would happen if she chose the right-hand button again?
b) What would happen if she chose the left-hand button nexd2im
4 (a) 10 3.0
4 (b) 5 2.8

4.1 Learning across conditions in the Sim- upon the participant’s choices in Block 1, but choos-
plified Harvard Game ing the short-term button when there were fewer than 10
game units remaining was better than choosing the long-
The proportion of responses allocated to two buttons w48m button. Thus, it was optimal to switch at the begin-
recorded across eight sessions. Each session started viithg of Block 2.
150 game units, and was split into two blocks for pur- The mean proportions of responses allocated to the
poses of analysis, based on the number of game unltsg-term button in Block 1 for both conditions and in
remaining. Any choices made while there were moreach session are shown in Figure 3, and the frequen-
than 10 game units remaining were allocated to Block Lies of the proportions in each session are shown in Fig-
whereas any choices made while there were 10 or feware 4. The data were entered into a repeated-measures
game units remaining were allocated to Block 2. ThesANOVA with Session (coded numerically) as the within-
two blocks represent the strategies that should be fasubjects factor and Condition (Contingent vs. Certain)
lowed; for most of the game participants should choosas the between-subjects factor. In this and in all fur-
the long-term button, but at the end of the experiment ther analyses, degrees of freedom were adjusted using the
becomes optimal to choose the short-term button. THereenhouse-Geisser method in cases where the assump-
precise optimal switching point for each session dependi®n of sphericity is violated. The ANOVA revealed a re-
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Figure 3: Proportion of responses in Block 1 allocated t&igure 5: Proportion of long-term button choices in each
the long-term button as a function of session. Error bargession, in Block 1 compared to Block 2. Error bars are

are standard errors of the mean. standard errors of the mean.
1.0 1.0
I Block 1
08 4 08 4 [ Block 2
= =
% 0.6 % 0.6
@D @
€ £
2 2
é’ 0.4 A g’ 0.4 -
3 3
o o
0.2 0.2
—@— Certain Condition
—O— Contingent Condition
0.0 T T T T T T T T 0.0 -
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Session Session

Figure 4: Frequencies of responses allocated to the longs the between-subjects factor. The ANOVA showed an
term button in each of the 8 sessions of Experiment 1. effect of Block, signifying that participants were switch-

% == . | ing responses at the end of each session (F1, 47 = 30.17,
== .| MSE =.16, p < 0.001yp; = .39). A reliable interac-

== ¢ | tion was found between Session and Block (F5.4, 252.3
== 07| =3.05, MSE =.04, p <0.0%;? =.06). The linear trend
[ <=0.8

[y across Sessions differed between Blocks (F1,47 = 8.91,
=0 MSE =.06, P <.01y? = .16) revealing that participants’
choices between Block 1 and Block 2 increasingly di-
verged as the experiment progressed, and pair-wise com-
parisons revealed that across the 8 sessions participants
increasingly switched from the long-term button in Block
. 1 to the short-term button in Block 2. This switching
Session behaviour became consistently apparent after the fourth
session. There was no reliable between-subjects main ef-
) ] fect of Condition, nor any interactions between Condition
liable effect of Session (F5.34, 250.9 = 24.31, MSE = .08,n4 Block or Session, suggesting that rewarding partici-

2 = i 1 i I I - . . . . . . .
p <.001;, =.34) and areliable linear contrast indicativeyants for gaining points did not mediate their switching
of an increasing trend towards maximization as the expeehaviour.

iment progressed (F1, 47 = 85.86, MSE = 0.08, p <.001,

72 = .65). However, there was no evidence of an effect of

Condition (F1, 47 = .01, MSE = .40, p >.05), which sug-4.2 Probe responses indicative of optimal
gests that rewarding participants for gaining points did behaviour

not affect their performance.

If participants’ behaviour is aimed at maximizing ex-Between each session and the next, participants an-
pected utility, then they should switch from the long-ternmswered questions from four scenarios designed to test
to the short-term button at the beginning of Block 2. Théheir knowledge of the payoff schedules used in the ex-
proportions of long-term button responses for the twgeriment. One type of question asked how many points
blocks of each session are shown in Figure 5 and showould be gained after the next choice was made. How-
that toward the end of each session participants increagver, ceiling effects were found as most people answered
ingly exhibit switching behaviour. To test this we com-the questions correctly even in the early sessions. There-
pared the proportions of long-term button responses fiore, as this type of question was not able to discriminate
Block 1 and Block 2 of each session. These data were ehetween individuals, they were not analysed further.
tered into a 2x8x2 repeated-measures ANOVA with Ses- The second type of question asked how many game
sion and Block as within-subjects factors, and Conditiomnits would be lost after the next choice was made. The

Frequency
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Table 2: Percentage of times that answer is given in Expetiheand whether answer is associated with long-term
choices in Block 1 of the next Session.

QlIA QB Q2A Q2B Q3A Q3B Q4A Q4B Q3B Q4A
Corr. Corr. Corr. Corr. Corr. Corr. Corr. Corr. Errt Errt

% chosen 73% 51% 57% 40% 39% 30% 59% 38% 35% 28%
A % chosen: session 8 minus sessiénZ7%** 41%** 39%** 27%** 10% 4% 4% 10% 24%* 4%
Fixed effect (t) 3.56** 3.79* 2.73** -0.12 -0.14 -2.11* -3. 0.57 3.72** 0.1

Evidence of learning across all sessions was tested usinthasubjects ANOVA with the 7 payoff contingency
probes as the within subjects factor and the proportion okecbresponses as the dependent variable.

® The incorrect answer for Q3B was 2.6, and for Q4A it was 3.2thBi these errors are participants incorrectly
assuming that the game units lost would increase from thequre trial.

* = p<.05; ** = p<.01

percentage of participants who answered each questionistaken understanding that pressing the short-term but-
correctly is presented in Table 2, as well as an analysis tdn always leads to an increase in the number of game
whether participants learned to answer the question carnits lost on the next trial. Due to the 10 trial history
rectly as the sessions progressed. In order to test hawsed when calculating the payoff schedules this was not
effective these were in relating the knowledge that aralways the case, but as a heuristic it is correct more often
swering the question correctly represented to behaviotiman not.

in the experiment, partmpants correct or mcorref:t A" The overall understanding of the payoff schedules, us-
swers to the probe questions were used to predict per-

formance in the next session. Mixed effects models uér-]g the proportion of correct answers across all eight
: ) ) .guestions as the dependent variable, was compared be-
ing the nested data, with response to the probe questign . " . "

. ) . . tween the Certain condition and Contingent condition us-
(correct or incorrect) as a first level predictor and partic- : . : .
. . ) N ing a 7x8x2 mixed ANOVA with Session and Question
ipant ID as the grouping variable, found significant POS3 5 within-subjects factors, and Condition as a between
itive effects for Q1A, Q1B and Q2A. To our surprise, it ) '

also found a significant negative correlation for Q3B angroups factor. The analysis did not find a reliable main
a sizable (but ng n-signifi a%t correlation for Q4A, and gffect of Condition (1, 47 = 2.05, MSE = 3.99, p =
S ( on-significant) Q4A, S(.)16), nor did it find an interaction between Condition and

these were explored further. It was found that participan : _ _ _ :
who learned to choose the long-term button during BIoches’[Ion (F4.5,213=.47, MSE = 45, p= .78) suggesting
at both groups performed equally well on each ques-

1 made systematic errors on Q3B and Q4A, mcorrectl%zlon’ however it did find a reliable interaction between

assuming that the game units lost would increase fro@ession and Condition, (F3.54, 166.5 = 2.76, MSE = .78
the previous trial (in Q3B, from 2.4 10 2.6, and in Q4Ap =.04,n; = .06). The linear contrast for the Session and

from 3 to 3.2) when it would not. In fact, further mixed Condition interaction (F1,47 = 5.20, MSE = .36, P = .03,

effects models found that the misconception in Q3B was, _ . .
associated with optimal behaviour in Block 1. 7, = -10) suggests that despite the lack of a main effect,

participants in the Certain condition learned the correct

The systematically incorrect answers by participantgnswers to questions at a faster rate compared to partic-

who performed optimally in Block 1 of their next game leiaEtrse '2 EEZtCc;?'[tilgiger]s[scs\l/qhdc;tl\?vg'relt Z?g cE)oenfiiengOoTw
go some way to explaining the pattern of correlationsthgir erformaﬁce st(F)) ed improvin Fheir undersgtandin
In order to answer questions 1B and 2A correctly, which P PP P 9 9

L . . of the payoff schedules after the second game, whereas
participants who chose optimally were more likely to do . .
i . }hose who were given a guaranteed payment continued to
it is necessary to know that usually pressing the shorl- .

. . improve beyond this.

term key leads to an increase in the number of game units
lost compared to the previous trial. It is perhaps not sur- In conclusion, participants in both conditions learned
prising that there is such a close relationship between ate optimize their behaviour and even to switch towards
swering question 1A correctly and choosing optimallythe immediately beneficial option towards the end of the
Participants who chose optimally would have extensivexperiment. There was however no evidence that paying
experience of scenario one’s position on of the payofbarticipants contingently on their choices changed their
schedules. It is noteworthy that 3A and 4B were not asshoice behaviour, although despite this, those who were

sociated with optimal decision making. These reflect given a certain payment for participation benefitted from
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Method

Figure 6: Proportion of correct answers to contingency
probe questions in each session, separated by conditi%nl Participants
Error bars are standard errors of the mean. )

10 Forty-eight students from Nottingham University volun-
teered to take part in the experiment; 33 women and 15
08 1 men (mean age=25.0, SD=6.3). Participants were as-

signed to one of four conditions based on the order in

06 which they presented.

6.2 Design and procedure

0.4 4

The design was largely identical to the first experiment,
with half of the participants paid contingent on their per-

Proportion of correct answers

0.2 4

ertain Condition H
e ot Comtion formance and half paid a guaranteed amount. However,
an additional independent variable was added, orthogo-
0.0 " " " " " i " nal to the first, which was the point at which contingency

’ ’ ) ° ° ! ° knowledge probe questions were asked; half the partic-

ipants were asked after each game, and the other half
were asked only after the final three games. Additionally,
extended learning of the payoff schedules and were ulhe inter-trial interval was set to 1 second, rather than the
timately able to better predict the outcome of choicesariable interval as in the previous experiment.
on the task. There is some indication that participants
yvho performed pptimally di(_j not form a full understa_nd-6_3 Contingency Knowledge Probe
ing of the historical interaction between the two options
affecting the number of game units lost. Instead thein order to simplify the probe questions, participants’ an-
generalised that the short-term key increased the numbawers were restricted to whether the number of game
of game units lost compared to the previous trial, lead4nits lost “would stay the same”, “would increase” or
ing to systematically incorrect answers on some queéwould decrease”. Otherwise, the questions and were
tions. This may explain why the Contingent conditionidentical to the game unit questions from the previous ex-
had a poorer overall understanding of the task but stijeriment, shown in Table 1.
performed equally well as the Contingent condition.

Session

7 Results

5 Experiment 2 _ . N .
The average number of points gained by participants in

Experiment 1 modified the Simplified Harvard Gamehe Certain condition was 5297 (SD=306). Participants
by providing knowledge probe questions. It is possiblén the Contingent condition were paid based on the num-
that by asking these questions they changed participantr of points gained during the experiment. The average
learning about the task payoffs. In order to test thisgpumber of points gained was 5383 (SD=342) leading to
the experiment was repeated with two new groups. Orih average payment of £4.31 (maximum obtained: £4.72;
group received the knowledge probes throughout, and tfinimum obtained: £3.67).

other group received knowledge probes only for the final

three sessions. The previous experiment confounds te1 | earning across conditions in the Sim-
Wal_t be.tween Frlals and performance on Fhe task, such that plified Harvard Game

acting impulsively leads to a longer wait between trials.
This had the advantage that the overall length of time ofihe mean proportions of responses allocated to the long-
the task would be equal for both groups, as those who berm button in Block 1 for the four conditions and in each
have suboptimally end the experiment after fewer trialsession are shown in Figure 7, and the frequencies of
but have to wait longer between trials to make up for itthe proportions in each session are shown in Figure 8.
Unfortunately this also means that participants could usehe data were entered into an 8x2x2 repeated-measures
the waiting time between trials to gauge how well theyANOVA with Session (1 to 8) as the within-subjects fac-
were doing on the task. Therefore, in Experiment 2 theor (coded numerically) and the two Conditions (con-
inter-trial interval was set to a fixed time rather than basetingent vs. certain payment, and early vs. late knowl-
on the history of choices. edge probe) as between-subjects factors. The ANOVA re-
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Figure 7: Proportion of responses in Block 1 allocated t&igure 8: Frequencies of responses allocated to the long-
the long-term button as a function of session. Error batgerm button in each of the 8 sessions of Experiment 2.

are standard errors of the mean. 2
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able interaction was found between Session and Block,
signifying that participants switched more as the experi-
ment progressed (F4.4, 192 = 7.90, MSE = .05, p < 0.01,
. . 2 =.15). The linear contrast for the Session and Block
= D
vealed areliable effect of Session (F3.49, 153.42 16.0§1teraction (F1,44 = 29.74, MSE = .04, P < .007%, _

— 2 — H H

= < = - - .
MSE. 09 P '001271’ '27.) and a reliable linear con .40) revealed that participants switched more as the ex-
trast indicative of an increasing trend towards maximiza-__- s .
) : _ periment progressed, and pair-wise comparisons revealed
tion as the experiment progressed (F1, 44 = 42.9, MSE = : o : .

9 _ .~ that this switching behaviour became consistent from the

.10, p <.0015: = .49). The effect of Payment Condi- ; : .
: P _ . .. second session onwards. There was no reliable interac-
tion (F1, 44 = 1.01, MSE = .21, p > .05) was not signif-,. . :
. ; ; - . . _tion between the two Conditions and Block or Session,
icant, suggesting that rewarding participants for gainin

points did not affect their task performance. For Prob%:“'dggg,[si:‘g d?gf‘et :ﬁgfgﬁ%ﬁﬁg'gfﬁ;\};mr gaining points

Condition (F1, 44 = 3.85, MSE = .21) the effect was
almost significant. To properly analyse this, we com-
pared the two probe conditions for Sessions 2-6, as ne}»_z Probe responses indicative of optimal
ther group had received the probe during the first session, behaviour

and both groups had received the probe during Sessions

7 and 8. The 5x2 within-subjects ANOVA found an ef-Tne percentage of participants who answered each probe
fect of Probe Condition (F1, 46 = 4.97, MSE = .14, p Sy,estion correctly is presented in Table 3. As in Experi-
[031) indicating that the group who received the probegent 1, mixed effects models were used to test for a re-
chose the long-term button more often than the grougionship between responses to the probe questions and
who did not. One explanation for this finding is that aSk'proportion of long-term choices in Block 1 of the next
ing knowledge questions encouraged participants to gagkssjon, while holding the participant ID constant in or-
explicit knowledge of the payoff schedules, which in turyer 1o account for the different skill levels amongst par-
improved their performance on the task. ticipants. A significant positive relationship was found

If participants’ behaviour is aimed at maximizing ex-between both Q1A and Q2A with Block 1 of the next ses-
pected utility, then they should switch from the long-ternsion; participants who answered those questions correctly
to the short-term button during the final block. To testvere more likely to choose the long-term button more of-
this we compared the proportions of long-term button reten in Block 1 of the next Session. As in Experiment 1,
sponses in Block 1 and Block 2 of each session. Theserrect answers for Q3B and Q4A were negatively related
data were entered into an 8x2x2x2 repeated-measutesperformance in the next ask (although not significantly
ANOVA with Session (1 to 8) and Block (1 to 2) asin this experiment). In order to be consistent with the
within-subjects factors, and the two Conditions (continprevious experiment, the equivalent incorrect answers for
gent vs. certain payment, and early vs. late knowledghese questions were analysed. The direction of the ef-
probe) as the between-subjects factors. The ANOVAect was the same as in Experiment 1; participants who
showed an effect of Block, signifying that participantsbehaved optimally incorrectly assumed that the rate that
were switching responses at the end of each session (l§hme units were lost would increase from the previous
44 = 58.34, MSE = .21, p < 0.00%,; = .57). Areli- trial, although this was not a significant effect.

Session
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Table 3: Percentage of times that answer is given in Expetiheand whether answer is associated with long-term
choices in Block 1 of the next Session

QIA Q1B Q2A Q2B Q3A Q3B QA Q4B Q3B QA
Corr. Corr. Corr. Corr. Corr. Corr. Corr. Corr. Err® Err®

% Chosen 74% 58% 68% 46% 39% 34% 57% 46% 40% 33%
Fixed effect (t) 3.02** 2.60* 144 032 077 -078 -02 086 108 0.2

@ The incorrect answer for both Q3B and Q4A was that the gants tiwould increase”.
* = p<.05; ** = p<.01

The smaller number of significant effects in this ex-

periment may be due to the format of the probe queg—'ggre 9: Ptropor_non ofhcorrec_:t answers ttodck())ntmg((e;tt_:y
tions. In the previous experiment, participants were give robe questions in each session, separated by condition.

a free response, so guesses were unlikely to be correct U ?g bars are standard errors of the mean.
chance. But in the current experiment, participants wel
given a multiple response option, sSo guesses were mc
likely to be correct. 081

The overall understanding of the payoff schedules, ut
ing the proportion of correct answers across all eigr
questions as the dependent variable, was compared |5
tween the Certain condition and the Contingent conditio“g 044
using a mean of the final three sessions where all partic £
pants answered contingency knowledge probe questiot &
A 3x8x2x2 mixed ANOVA with Session (6-8) and Ques-~ ° —e— Certain Condition
tion (gla to g4b) as the within-subjects factors, and Prot O Contingent Condiion
Condition and Payment Condition as between groupsfa oo
tors. The analysis found a reliable main effect of Paymet
Condition (F1, 44=4.40, MSE=1.17,p = .0@ =.09), Session
indicating that those who were given a certain payment

answered more questions correctly in the final three SeRnowledge about the payoff schedules. Finally, there was

sions than those given a contingent payment. There Wi evidence that fixing the inter-trial interval altered-par
no main effect of Probe Condition (F1, 44 = .06, MSE Sjcipants’ performance in the task.

1.17, p = .81) indicating that the timing of the probes did

not affect participants’ understanding of the task. It can

be seen from Figure 9 that participants who were pai  Discussion

contingent on their performance generally stopped im-

proving their und_erstanding of the payoff schedgles aftqh the Harvard Game experiments reported here, par-

the second session, whereas those who were given a Ggfinants learned to take account of the intrapersonal

tain payment continued to improve beyond this, althougByternalities inherent in the task, maximizing their ex-

they tpok longer before they reached their optimal Undeb‘ected utility. By the final session, most participants

standing of the task. chose the long-term option for the majority of the ses-
In conclusion, Experiment 2 replicated the behaviouradion, and switched responses to the short-term option to-

and contingency knowledge results of Experiment 1 angards the end. In real-world terms, participants learned to

there was no evidence that the probe questions changehbose activities that would increase their long-term wel-

participants’ behaviour in the task or their understandindare rather than those that gave immediate gratification,

Participants optimized their behaviour whether they werbut once they realised that the end was close participants

paid contingent upon their performance or not, and thodearned to prioritise their short-term needs.

who performed the best seemed to follow a heuristic that By asking participants to complete quantitative ques-

did not fully characterise the complexity of the payofftions about their predictions in the experiment we could

schedules. There was also evidence that those paid calistinguish between the different conceptualisations of

tingently on their responses did not learn as much explicihe task that participants held. Based on the questions that

0.6

ect answers
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participants who made more optimal choices answeramtease the occurrence of behaviours with positive intrap-
correctly, and the errors that participants made, we fouretsonal externalities, or decrease the occurrence of be-
evidence that participants appeared to use a generalidealiours with negative intrapersonal externalities. An in
heuristic that one option would usually increase the ratervention could use pervasive digital devices to provide
at which choice opportunities remaining in the experitmmediate and personalized feedback each time an indi-
ment decreased. There was no evidence that participantdual engages in behaviour with intrapersonal externali-
who made more optimal choices realised that the othdies.
option would usually decrease the rate at which the num- As well as intrapersonal externalities, other factors
ber of choice opportunities remaining in the experimendre associated with apparently impulsive behaviour. For
decreased. example high rates of time-discounting are also related
In addition, the experiments found that paying particto addictive behaviour (Mitchell, Fields, D’Esposito,
ipants based on their choices had no observable effektBoettiger, 2005; Kirby, Petry & Bickel, 1999; Vu-
on their choice behaviour, despite the claims of Hertwighinich & Simpson, 1998). The difficulty that the human
and Ortmann (2001). The finding that payment type doedecision-making system has in taking account of intraper-
not affect choice behaviour is consistent with similar resonal externalities should be considered as an additional
search using the lowa Gambling Task (Bowman & Turnfactor leading to addictive behaviour.
bull, 2003) which found no difference between real or To conclude, if the results of experiments on intraper-
facsimile money. sonal externalities are to be useful in understanding sub-
It is possible that contingent payments increased pa@ptimal behaviour in the real world, the differences in un-
ticipants’ motivation but this was offset by a decreaséerstanding between participants who learn to behave op-
in exploratory behaviour. Supporting evidence for thigimally and those who do not needs to be understood. Our
was found from the analysis of how participants’ unJesults suggest that explicit awareness is useful for mak-
derstanding of the payoff schedules changed across ttig optimal decisions in the simplified Harvard Game, but
eight sessions. In the group who were paid contingeiifiat participants who make more optimal choices do not
on their performance, their ability to successfully predichave, and do not need, a full knowledge of the histori-
the outcome of choices in the simplified Harvard Gaméal interaction that leads to each payoff. Instead partic-
plateaued after the second game, whereas the group whants learn a simpler conception which emphasises that
were given a guaranteed payment continued to improw@ne option generally seems to make an aspect of their sit-
beyond this. In both experiments, the participants wheation worse than it was previously, on a myopic choice
were paid a fixed amount learned more about the papy choice basis. When the two aspects (history of choices
off schedules by the end of the experiment than particRnd current choice) are combined into a single outcome
pants who were paid contingent upon their performancé? the full Harvard Game, and presumably in real life in-
This is consistent with previous research by Schwartifapersonal decision-making, it is much more difficult to
(1982), who found that participants’ learning of complexearn this relationship and this may explain why the sim-
sequences was impaired by giving them contingent reilified Harvard Game is simpler to learn.
forcement. Schwartz (1982) concluded that participants
repeated what worked in the past rather than trying to un-
derstand the task. Since explicit knowledge of the payolReferenceS
schedules is overall related to performance on the task, it
is an open question whether, given enough trials, parti@echara, A., Damasio, A. R., Damasio, H., & Anderson,
ipants not paid contingent on their reinforcement would S. W. (1994). Insensitivity to future consequences fol-
ultimately understand the task better and so also learn tolowing damage to human prefrontal cort&ognition,
perform better than those paid contingent on their perfor- 50, 7-15.
mance, or whether participants paid contingent on theBechara, A., Dolan, S., Denburg, N., Hindes, A., An-
performance would extend their initial exploratory period derson, S. W., & Nathan, P. E. (2001). Decision-
so that they gained more understanding before settling malting deficits, linked to a dysfunctional ventrome-
into a pattern of responses that seems to work. dial prefrontal cortex, revealed in alcohol and stimulant
The experiments provide insight into what people who abusersNeuropsychologia, 39, 376-389.
take into account intrapersonal externalities understanBeeler, J. D., & Hunton, J. E. (1997). The influence of
As we found evidence that explicit understanding is re- compensation method and disclosure level on infor-
lated to performance in the task, but found no difference mation search strategy and escalation of commitment.
in performance based on how participants were paid, this Journal of Behavioral Decision Making, 10, 77-91.
suggests that the task is predominantly a cognitive onBowman, C. H., & Turnbull, O. H. (2003). Real ver-
It is possible that an intervention could be piloted to in- sus facsimile reinforcers on the lowa Gambling Task.
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psychologists? Behavioral and Bralgn Siences 294 [I'hank—you for agreeing to take part in this experiment.
383-403 ’ T Your task is simple. You will have to repeatedly choose

Heyman, G. M., & Dunn, B. (2002). Decision biases an(ﬁetween two buttons, marked # and @. Simply click on a

persistent illicit drug use: an experimental study of dis- utton with the mouse to register your choice.

tributed choice and addictiorDrug and Alcohol De- Asa Les_ult of you_r”chcEs you wil V[\;m. PtO'rf'tS' Afterh
pendence, 67, 193-203. every choice you will be shown your Points from eac

Kirby, K. N., Petry, N. M., & Bickel, W. K. (1999) choice as well as your cumulative Points. As you gain
y, B Y, N e o " _more Points, Pacman will eat more dots and get larger!

Heroin addicts have higher discount rates for delayed . . .
. However, choices will also use up Game Units. After
rewards than non-drug-using controllurnal of Ex- . . .
every choice you will be shown the Game Units used up

perimental Psychology: General, 128, 78-87. . : s
- . . from each choice as well as your Game Units remaining.
Kudadjie-Gyamfi, E., & Rachlin, H. (1996). Temporal .
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patterning in choice among delayed outcom@sga- : .
nizational Behavior and Human Decision Processes, Yqu will play.the game 8 times. Try and beat your
previous score in every game!

65, 61-67. At the end of every game, you will be asked a series of
Maia, T. V., & McClelland, J. L. (2004). A reexamina- : . Y9 Y . o
guestions relating to potential scenarios within the game.

U\CI)Qact)f t:\ii\i"ii?gié:{"thisgvry?:ig alrgf\l;hygggl?:'sﬁ(our answers to these questions will have no effect on the
P b y 9 ggames that you play.

task. Proceedings of the National Academy of Sciences . . .
of the United Sates of America, 101, 16075-16080.  Your Payment from this experiment will be £4.
[Participants in condition contingent were shown the

Mitchell, J. M., Fields, H. L., D’Esposito, M., & Boet- : : :
. ' ' ' ' T following text in replace of the previous paragraph]
ngfr’ C.AAI\. (hZ(l)_OS).CI_Irr_lp;JJI&vZ rgfpondln?aijalco- Your payment from this experiment will be based on
olICS. cononismHidinical an perimen © " the number of points that you gain during the games. This

S shearcrtl, 2%’ 2132'22159} ‘ tinduced behavi ill be calculated on the basis of 0.08p/point. After each
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stereotypy: HOYV hot to teach people to discover rules. That's all there is to it — just try to win as many Points
Journal of Experimental Psychology: General 111, 23- from the computer as you can before you run out of Game

.59' ) ) Units. Take as much time as you wish and please do not
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haviour in the Harvard Game is reduced by simplifying
decision outcomeuarterly Journal of Experimental
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