
FOURTH ORDER BOUNDARY VALUE PROBLEMS 
AND COMPARISON THEOREMS 

JOHN H. BARRETT 

I n t r o d u c t i o n . This paper is primarily concerned with the existence of 
solutions of the fourth-order self-adjoint differential equation 

(1) [(r(x)y"Y + g(x)y'}' - p(x)y = 0, 

(where r(x) > 0, q{x) > 0, p(x) > 0 and all three coefficients are continuous 
on [a, oo)) and one of the two-point boundary conditions: 

(2) y (a) = y'(a) = y(b) = y'(b) = 0, 

or 

(3) y (a) = y'(a) = yi(b) = yt(b) = 0; 

the subscript notat ion for any solution y{x) denoting: 

(4) yi(%) = r(x)y"(x) and y 2 (x) = y[(x) + q(x)y'(x). 

If q{x) is d i f ferent ia te then (1) is equivalent to the more familiar form: 
(r{x)y"),f + (g(x)yf)f — p(x)y = 0 and, in either case, solutions exist with 
the appropriate derivatives. In particular, a t tent ion is given to establishing 
criteria for the existence of a smallest number ô Ç (a, °°) for which (2), or 
(3), is satisfied by a non-trivial solution of (1). 

D E F I N I T I O N 1. The number 771(a) is the smallest number b G (a, 00) such that 
(2) is satisfied non-trivially by a solution of (1). 

D E F I N I T I O N 2. The number m (a) is defined in the same way by (3). 

For q = 0, rji(a) is the first conjugate point of x = a* as established by 
Leighton and Nehari (6) and for general g, 771(a) is recognized here to be 
the first conjugate point of a second-order vector-matrix equation in the 
usual sense. Also AH (a) reduces to the analogy to focal points for second-order 
scalar equations introduced by the author (3). Other recent investigations 
for the case of q = 0 and p > 0 have been made by Howard (5), making 
extensive use of Rayleigh quotients, and by the author (4), utilizing the 
simple vector-matrix formulation 
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*The minimum b > a such that a non-trivial solution of (1) has four zeros on [a, b]. 
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and comparison with the special scalar equation 

iy"/p(x))" - p{x)y = 0,p(x) > 0. 

It is also known (6, Theorems 12.1 and 12.2) that under certain conditions 
the middle term of (1) can be removed and the known theory of q = 0 can 
be applied to the resulting equation. However, there are many cases where 
such a transformation cannot be made into an equation where p(x) does not 
change sign, in order to apply the results of (6), or where pipe) is positive, as 
required by (3; 4; 5). Also, in most of the above-mentioned studies, there is 
a strong dependence on the monotonicity of certain solutions and their 
derivatives. It is easy to see that for q > 0 such properties are not always 
available. 

A systems formulation of (1), which is not as obvious but more useful than 
the above-mentioned one of the author (4), was introduced by Sternberg 
and Sternberg (10), prior to all of the papers previously mentioned here. They 
investigated fourth-order matrix equations of the form of (1), including the 
middle term and found what amounts to sufficient conditions on the coefficients 
to insure the existence of rji(a) (see concluding comment of § 2). 

It is this paper which provides the systems formulation of (1) to be used 
throughout the present discussion. Following earlier fundamental results of 
Sternberg (10 ), they utilized one of his canonical systems, involving a variational 
multiplier and functional side conditions. Here, use will be made of his other 
(equivalent) canonical system and the need for monotonicity of solutions of 
(1) is avoided. An elementary self-contained derivation of this latter system 
will now be given. 

Using any solution y(x) of (1) and the notation (4), the vectors 

a(x) = I , ) and â(x) = 

satisfy the system* 

<•> fe : t X%—* - (°oi> B - tti- - c - C "?)• 
This system can be simplified by the substitution 

a = D(x)P, à = D(x)j5 

where D(x) and D{x) are both solutions of Dr = AD and the respective 
initial conditions: 

^ = (oi) = 7' BW-c-i-VÙ-
*For a similar formulation, see Coddington and Levinson, Theory of Ordinary Differential 

Equations, p. 207, problem 19, replacing \^j by ( ~~^2J . 

te) 
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Then 

D(x) = (^X~ a), D(x) = D(x)Co 

and (5) reduces to the second canonical system of Sternberg (8, (2.4)): 

,a, j V = E(x)& u E(x) = D~lBD = -~TEX(X - a) 
(6) < where r(x) 

($' = - F(x)0 F(x) = - D~lCD = p(x)F1(x - a) + q(x)Q1. 

and 

*w-(_?-;). *= ( : : ) &-($• 
The initial value 5 (a) = C0 was chosen so tha t the resulting matr ix coefficients 
E and F of (6) would be symmetric . For tunate ly , they are also positive 
semi-definite, t ha t is, E(x) > 0, F(x) > 0 and if p(x) q(x) > 0 then F(x) > 0, 
t h a t is, positive definite. Since the determinant of E(x) = det E(x) = 0 
then (6) cannot be expressed as a simple second-order vector-matrix equation 
in 13 ( tha t is, (R(x)P')' + P(x)/3 = 0, R > 0, P > 0) bu t it is found t h a t much 
of the known theory of such equations is also applicable to first-order systems 
of the type (6), particularly the use of matr ix Riccati equations ( 1 ; 7) . 

The techniques and results of this paper are direct analogies of those 
applicable to the scalar sys tem: y' = e(x)z, z' = — f(x)y, where e(x) > 0 
and f(x) > 0, and the second-order scalar equation (r(x)yr)f + p(x)y = 0, 
with non-negative coefficients (2). 

First of all, conditions for the existence of ix\(a) will be established; secondly, 
lJLi(a) will be assumed to exist and further requirements on the coefficients 
of (1) will be added to insure the existence of rji(a); thirdly, these will be 
combined to give direct criteria for 771(a) and, finally, comparison theorems 
between two equations of type (1) will be established. 

Throughout the paper, when proofs involve E{x) and F(x), x = a will be 
taken to be x = 0 for simplicity, bu t no loss of generality. Also, subscript 
notat ion (4) and the inequality notation denoting definiteness of matrices 
will be adopted as s tandard notat ion. 

1. R e l a t i o n s b e t w e e n s y s t e m (4) a n d e q u a t i o n (1). Consider two 
fundamental solutions u(x) and v(x) of (1) satisfying, respectively, the initial 
conditions : 

(7) u(a) = uf(a) = 0, Ui(a) = 1, u2(a) = 0 

and 

(8) v{a) = v'(a) = vi(a) = 0, v2(a) = 1. 

Any solution of (1) which has a double zero a t x = a must be a linear combina­
tion of u(x) and v{x) and the numbers AH (a) and 171(a) are the smallest zeros 
on (a, 00) of, respectively, the sub-wronskians: 
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(9) p(x) = p[u;v] = U1V2 — V1U2 

and 

(10) a(x) = a[u;v] = uvf — vu'. 

Recalling the t ransformation of the opening section of equat ion (1) into 
the system (6) let 

\U V / \U2 V2/ 

(12) Y(x) = D~1(x)^(x), ?(pc) = 5 " 1 (*)$(*)• 

T h e n F and F satisfy the matr ix system 

r = £ ( x ) F , F(a) = 0 
K 6) Y' = - F(x) F, Y (a) = C0. 

And, furthermore, 

det Y(x) = d e t g ( x ) = o-(x), o-(a) = 0, 
{ } det F(x) = d e t g ( s ) = p(x), p(a) = 1. 

Therefore, the existence of 771(a) and jiii(a) become problems of finding (matrix) 
singularities of components of solution pairs of (13). 

2. C o n d i t i o n s for ex i s t ence of m(a). For q = 0 conditions insuring the 
existence of /xi(a) have already been given, the strongest of which is: 

r 
T H E O R E M 2.1 (3). / / q = 0 and 

p{x) {I p)"dx = «J 

//ze?z MI(^) exists for every b £ [a, <»), where Pp is the iterated antiderivative 

I j p(s)dsdt. 

For £ = 0 there is a striking relation between focal conditions for second-
order equat ions and the existence of 111(a). Let jl\(a) be the smallest 
b G (a, 00 ) for which a non-trivial solution of 

(15) (r(x)y'Y + g.(x)y = 0 (r and g from (1)) 

satisfies the focal conditions 

(16) y (a) = y'(b) = 0. 

Then it is a simple ma t t e r to check the following: 

T H E O R E M 2.2. If p(x) = 0 then ni(a) exists if and only if Jx\(a) exists and, 
furthermore, IJL 1 (a) = jli(a). 
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Comparison theorems of § 4 will extend these theorems to the cases where 
q(x) > 0 and p(x) > 0, respectively, but first, consider the complete equation 
(1) and the matrix system (13). 

Since p{a) = 1 there is a largest number b, a < b < °o f such that Y{x) 
is non-singular on [a, b). On this interval let K(x) = Y{x)Y~l(x) then K(x) 
satisfies the matrix Riccati equation and initial condition: 

(17) K' = E(x) + KF(x)K, K{a) = 0, 

and K(x) is symmetric on [a, b). (For these and other properties of K(x) 
see ( l ;7 ) . ) 

Let £ = (%i) be a non-zero constant (column) vector; then by 

(17) PK(x)£ > fj*E(t)&t = £ W - trf^dt (a = 0), 

K(x) is positive-definite on (a, 0), and detK(x) = <r(x)/p(x) > 0, giving 
a(x) > 0. Hence, Y{x) is non-singular, 771(a) does not exist on (a, b) and 
since AH (a) ^ 771(a) (see Lemma 2.1), then: 

THEOREM 2.3. If 771(a) exists then MI(#) exists and a < p,\(a) < 771(a).* 

The definiteness of K(x) established above yield further information which 
will be used in succeeding sections. Recall from (12) that 

- U ;)• K = Y?'1 = D-'m^DCo, Co 

A simple computation verifies that DC0 = C0D*~1 and, hence, 

(18) DKD* = W-'Co 

where (again using a = 0) 

DKD* = (*n + 2 f " + X%2 I1' + **"\ W-'Co = -(ra' 0 
\ku + Xk22 #22 / p\ T T / 

and, as in (3), r(x) = u'v\ — v'ui( = uv2 — vu2). Since K(x) > 0 on (a, b) 
then cr' > 0 and r = p(x)£22(x) > 0. This together with the initial-value 
T(O) = 0 yields 

LEMMA 2.1. If p{x) > 0 on [a, b), a < b < œ, ^ w o-(x) > 0, a\x) > 0, 

T'(X) > 0 ana7 T(X) > 0 on (a, 0] and, furthermore, 

r(x)/p(x) = i^i2(x) + (x — a)K22(x) > 0 on (a, 6). 

Finally, the symmetry and definiteness of K(x) yields that tr K(x) > 0, 
(tr K(x))2 > 4 det K (x) = <r(x)/p(x) on (a, m) and, hence, that: 

LEMMA 2.2. If /xi(a) exisfo ^en tri£(x)—>œ #5 x—>jui(a) on (a, Mi(a). 

*Also true regardless of the signs or changes of sign of $(x) and p(x), as can be seen by a more 
careful examination of Lemma 2.1 and its consequences. 
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Now, suppose t h a t jui(a) does not exist, t h a t is, b = °° in the above dis­
cussion. Then K(x) is defined and non-singular on (a, °°) and by (17) 

K~lK'K~l > F (the difference being positive semi-definite). 

If Xo £ (a, oo ) and £ = (£*) is a cons tant non-zero vector then on [x0, °°) 

{•r 'Wf > P^_1(xo)£ - £*î _1(x)£ > f & + t&fp{t)dt + f $z(0* 
•J XQ *J XO 

and the following is an immediate consequence : 

T H E O R E M 2.4. / / either 

J oo / »oo 

x p(x)dx = oo or I q(x)dx = 
/Aew Mi (6) exists for every b £ [a, oo). 

Note t h a t for g(x) = 0 this is a corollary of Theorem 2.1. Also, for g = 0 
it is known (3; 5 ) t h a t the existence of /xi(a) combined with J°° l/r = °° 
give the existence of rji(a). This will be established in the next section for 
for q > 0. Sternberg and Sternberg (10) proved this result for the special 
case of r(x) bounded, bu t for matr ix equations. 

3. C o n d i t i o n s for t h e ex i s t ence of rji(a). Assume tha t /xi(a) exists bu t 
t h a t 771(a) does not, t h a t is, det Y(x) = <r(x) > 0 on (a, œ ) . Let H = — YY~l 

then H(x) is defined on (a, oo), is symmetr ic , and 

(19) IV = F(x) + HE(x) II. 

Also on (a, JJLI), II(X) = — K~l{x) and is negative definite. Since H(ni) is 
singular then by (19) the maximum eigenvalue of II(x) (writ ten max. e.v. 
H{x)) is a non-decreasing function on (a, 00) and max. e.v. H(ni) = 0. Suppose 
t h a t max. e.v. H(x) = 0 on (MI, °°), then det H (x) = 0 and p{x) = 0 on 
t h a t interval . This is possible if p = q = 0 on (/xi, 00 ) and it will now be shown 
t h a t this is also necessary. Since II'' (x) > F(x) = 0 and there is a non-zero 
vector £ = (£*) such t h a t H(M)£ = 0 then on (/zi, 00) 

J *X f*X 

(ïi + t£2)
2p(t)dt+ (èk(t)dt>0 

Ml « ' M l 

implying p(x) = 0 and either g(x) = 0 on (/xi, 00) or £2 = 0. If £2 = 0 then 

and II(fx1)^ = 0 gives /^H(MI) = 0 and ^12(^1) = 0. By (19) hn(x) is non-
decreasing, hn(oc) < max. e.v. i J (x) = 0, and 

Mi = -7-T (^11 - hu)2 on [a, 00 ) (a = 0) . 
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Using the fact t ha t H — — K~l on (a, MI) then by Lemma 2.1 

, 7 X&22 + fel2 T/p T(/XI) 
x/hi - A12 = — , ^ ~ = —r —> -7—r > 0 as x -> MI-

det A a/p C(MI) 

Therefore &II ' (MI) > 0, which contradicts t h a t &11 = 0 on (MI>°°) - Hence, 
g(x) = p(x) = 0 on [MI, °°), if max. e.v. H(x) = 0 on [MI, °°). (Note t h a t if 
p(x) = g(x) = 0 on [MI, °°) then p(x) = 0, <r(x) = C-(MI) > 0 and det H(x) 

= 0 on [MII °°).) Suppose t h a t p(x) +g(x) ^ 0 on (X, 00) for every X G (&, °°). 
Then there is a number Xi 6 (MI, °°) such t h a t max. e.v. H(x) > 0 on [x1} 00). 

Suppose t ha t min. e.v. H(x) < 0 on [xh 00), as it is on (a, MI). Then 
det i f (x) < 0 and H(x) is non-singular on [xi, <»). From (19), H~lHrH~l 

> E(x) and if £ = (£*) is any constant vector of length |£| = 1, then on 
[* ii °° ) 

(20) Ffl-'fa)* ~ P-fl̂ OOf > £*(J^)f 

and 

(21) £*H~\x)£ < max. e.v. # _ 1 ( x i ) - min. e.v. J £ . 

L E M M A 3.1. If J i°° l / r = 00 ^ e ^ min. e.v. / * £ —> 00 #s x —> 00, 

Proof. Let a = 0 and compute 

J *x r*x r*x / nx \ 2 

E = t2/r 1/r — ( I * A j > 0 on [xi, 00). 
xi J xi J xi \J xi / 

Then (det J"^ £ ) ' = £ ( x ) / r ( x ) , where L(x) = jx
xi t2/r + x2 Jx

xi 1/r -
2xjx

xi t/r > 0 on (xi, œ) . Fur thermore, Z/(x) = 2 ( x J ^ 1/r - / ^ / / r ) > 0 
and Z/ ' (x) = 2 / ^ 1/r > 0 and —> 00 as x —-» 00 . Successive applications of 
L 'Hopi ta l ' s Rule yield 

J>>M>AJ>)- ov r^ -min. e.v. 

and the lemma is proved. 
Add to the main argument t ha t j 1/r = œ and by Lemma 3.1 and (21) 

there is a number x2 € (xi, 00) such t ha t on [x2, °°) both H~1{x) and H(x) 
are negative definite. But this contradicts t ha t max. e.v. H(x) > 0 and it 
follows tha t there exists a smallest number M2 € [MI, °°) such t h a t min. e.v. 
H(1x2) = 0. Suppose t ha t min. e.v. H(x) = 0 on [M2, °°). Then det H = 0 
and H > 0 on this interval. Let x £ (M2, °°) such t ha t £(x) + g(x) ^ 0 
on [fjL2, x]. Then there is a (constant) vector £ such tha t H{x)1 = 0. Therefore, 
by use of (19): 

0 > {*Hr(/i2)£ > £* ^ > 0, 
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which implies that 

J
»5 _ _ _ s*x __ _ 

(li + t&)2p(t)dt + g q{t)dt = 0, p(t)=0 on [M2, x]and & = 0. 
Therefore hn(x) = 0 and this, together with hu > 0 and hu(x) < 0 on 
[M2, X], gives An = 0 and hu(x) = 0, since det iJ(x) = 0, on this interval. 
Equation (19) then becomes 

*22 = ff(*) + -7-T^22 On [/X2, x ] . 
r(x) 

Since q{x) ^ 0 on |ju2, #] then there is a number x\ G (/X2, #) such that 
h<n{x) > 0 on [xu x]. Then h22~~2h22 > l/r(x) and 

1/r < 1 

'xi A22OÊ1) " 

This is true for any x > xu which contradicts J*00 1/r = 00 and there exists 
a number X3 6 (/x2, °°) such that min. e.v. i7(x) > 0, that is, H(x) > 0 and 
H~1(x) > 0, on [x3, 00). This being the case, inequality (20) holds for xi 
replaced by X3 and 

?ir\x*)S> \\*E{t)&t = f^i-fc)2-^* (a = 0) 
Jx3 Jxz r(t) 

which contradicts the assumption that J°° 1/r = 0°. Since all consequences 
of the assumption that 771(a) does not exist are eliminated then: 

THEOREM 3.1. / / ni(a) exists, J*03 1/r = °°, and p{x) and q(x) are not both 
identically zero for large x then 77] (a) exists. (See Theorem 4.2.) 

THEOREM 3.2. If 771(a) exists then max. e.v. H(x) —> °°, as x—> 771(a) cw 
(a, 771 ( a ) ) . 

Proof. Suppose that max. e.v. H(x) —> h < 00 as x —> 771(a). Then for any 
constant vector £, the non-decreasing scalar £*iï~(x)£ has a limit as x —> 771(a). 
By taking, in turn, 

« - 0- ®• - 0 
it follows readily that each component of H(x) has a limit as x—> 771(a). 
Note that on (a, 771): Y' = EY = ( - EH)Y, <r(x) = - (tr EH) a (x) and 
o-(x) = o-(xi) exp { — j£

x
2 tr Ei?}, where x £ (a, 771). But iJ(x) hasa limit 

as x —> 771 (a) which implies that (7(171) > 0, a contradiction, thus proving the 
theorem. 

Finally, if the zeros of p(x) are isolated, let /z*(a) be its ith zero on (a, °o) 
and, in general, let jjLi+1(a) be the smallest zero of p(x) on (/**, 00) such that 
p(x ) ^ 0 o n (MZ, Mi+i). 
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Proof of the following theorems are omitted since they follow readily from 
the preceding analysis. 

THEOREM 3.3. If ni(a) and 1x2(0) both exist and J°° x2/r(x)dx = <», then 
771(a) exists. 

THEOREM 3.4. If m(a), /-12(a), and /-13(a) all exist, then 771(a) exists. 

THEOREM 3.5. If rji(a) does not exist and Jœ p = œ then y.\(a) and 112(a) 
exist. 

THEOREM 3.6. If 

J 00 2 

—j—rdx = 00 
r(x) 

and J°° p = 00 then rn(c) exists for all c 6 [a, » ) . 

By letting p = 0 and b = 771(a), Theorems 2.4 and 3.1 yield, as an immediate 
corollary; the second-order result: 

THEOREM 3.7. If Jœ 1/r = °° and |°° p = °° then either (15) (rz')f + qz = 0 
or (rz')' + qz = 1 has a non-trivial solution z(x) and a number b > a such that 

z(a) =2(6) = 0 and I z(x)dx = 0. 

4. Comparison theorems for fn(a). Consider a second equation of 
type (1): 
(lo) [(ro(x)y"Y + qo(x)y')' - Po(x)y = 0 

and denote the various quantities defined for (1) in the preceding sections 
by the same symbols with an additional subscript or superscript "0 ," that is, 

Uo, vo, ao, 0o, F0, F0, ni(a), 771(a), K0l etc. 

THEOREM 4.1. If 0 < r(x) < r0(x), 0 < po(x) < p(x), 0 < q0(x) < q(x) 

and jJLi°(a) exists, then ni(a) exists and /xi(a) < ii\°(a). Furthermore, /zi(a) 
= Mi°(#) # #wd wty if 
(22) r0(tf) = r(#), q0(x) = q(x), po(x) = p(x) 

on (a, /ii°(a)]. 

Proof. Suppose that /*i°(a) exists but that /xi(a) does not on [a, /xi0]. Then 
on (a, MI0) : K(x) and i£o(#) = F0Fo_1 are defined, symmetric, and 

Kr = E + KFK, Ko = Eo + K0F0K0. 

Subtraction of these equations and adding and subtracting terms yields 

(23) (K - KoY - (K0Fo)(K - K0) - (K - K0)(F0Ko) 
= E - Eo + K(F - Fo)K + (K - K0)F0(K - K0), 

where 
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(24) E{x) - E0{x) = 
1 _ 1 

Lr{x) rQ{x). 
Ex{x - a), 

F{x) - Fo(x) = [p{x) - po{x)]Fx{x - a) + [q{x) - qo{x)]Qi. 

Therefore, each of the three terms on the right-hand side of (23) is positive 
semi-definite and the fact that K — Ko > 0 may be obtained by "solving" 
(23) as a linear non-homogeneous matrix differential equation, as in (1) 
using the techniques of (7). On [a, jui0) let K — K0 = J{x)L{x)J*{x), where 
J' = (KQFO)J and J{a) is non-singular, and substitution into (23) gives 
L{a) = 0 and 

(25) L'{x) = r\{E - Eo) +K(F - F0)K + {R - Ro)F0{K - K0)}J*~l. 

One appropriate solution for J(x) \s J = F0*_1 and, hence, 

(25') L(x) = (*?*{ (E - Eo) + K(F - F0)K + (K - K0)F0(K - Ko)} f0 

which is positive semi-definite on (a, ^i0). It follows that K > K0 and the 
fact that tr K(x) > t r i £ 0 ( x ) , together with Lemma 2.1, contradicts the 
continuity of K(x) on the closed interval [a, jiii0] and the first part of Theorem 
4.1 is proved and /*i(a) < MI°(ÛO-

The proof of the remaining part is more difficult. Suppose that /xi(a) 
= /*i°(a), then Y(x) and F0(x) have their first singularity simultaneously, as 
do H = - Y Y'1 and H0 = - FOFQ-1. Note that by Theorem 2.3, Vl(a) 
and r)i°(a) do not appear on [a, pi] and H(x) and H0(x) are defined on (a, MI]> 
and on (a, MI), H = — K~l, HQ = — Ko~1. Hence H(x) and Ho(x) are both 
negative semi-definite on (a, /xi). 

Throughout the remainder of this paper there w ill be a repeated need to 
relate the defmiteness of II — H0 to that of K — K0 The following general 
(any order) matrix theorem is useful. 

LEMMA M. If A and B are two non-singular matrices, A — B is positive 
definite {semi-definite) and B is positive definite then B~l — A~l is positive 
definite {semi-definite). 

The proof follows readily from the fact (see Bocher, Introduction to Higher 
Algebra [New York, 1907], p. 171) that A and B may be diagonalized simul­
taneously, and, in fact, all eigenvalues of B may be transformed to the value 
" 1 . " 

Returning to the main argument, K — Ko > 0 implies H — Il'0 > 0 and 
on {a, /xi]; as in the discussion for K and Ko. 

H = F + HEH, Ho = Fo + HoEoHo, 

and 

(26) {H - Ho)' - {HoEo) {H - H0) - {H - HQ) {EQH0) 
= F - Fo + H{E - Eo)H + {H - Ho)E0{H - H0). 

https://doi.org/10.4153/CJM-1961-051-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1961-051-x


FOURTH ORDER BOUNDARY VALUE PROBLEMS 635 

Let H - Ho = J i (x)Af(x)J*i (x) , where / / = (H0E0)Ji. Then Jx = Fo*"1 

is a multiplying factor and 

(27) M\x) = F0*{ (F Fo) + H{E - E0)H + {H - H0)EQ(H - H0)} 
Fo > 0 on (a, m]. 

Since ifo(/xi) is singular, there is a non-zero vector £0 such t h a t ifoO*i)£o = 0 
and by lett ing x —-» /xi> 

0 < £o [if(Mi) - ffo(Mi)]fo = ?*if (MI^O < 0 

which implies t h a t min. e.v. (if — if0) (MI) = 0 and min. e.v. M(m) = 0. 
Therefore, there is a non-zero vector £ such tha t £*M(/*i)£ = 0 and since 
i f - Ho > 0 then so is ilf (x) and £*ikf (x)£ > 0 on (a, /*i]. Bu t by (27) 
(f*M"(*)£)' > 0 which implies t ha t £*M(x)£ = £*Af'(x)J = 0 on (a, /xi] and 
min. e.v. M(x) = Min. e.v. (if — if0) = min. e.v. (K — Ko) = min. e.v. L(x) 
= 0 on (a, /xi). 

Suppose there is a subinterval f = [xi, x2] of (a, m) such t ha t r(x) < r0(x) 
on f. Let £ be a non-zero vector such tha t £*ikf (x2)£ = 0. Since the integrand 
of (25) is the sum of the three exhibited positive semi-definite terms then 

CX2 ~ ~ 
£*F* (E - Eo) F0£ = 0 and T?*(£ - E0)v = 0 on (a, x2), 

J a 
where 77 (x) = F0(x)£ ^ 0. 

Let a = 0, then yfEi(x)r] = (pcrji — 772)2 = 0 and 772 = xrji on f. Recalling 
(13) and t h a t K0 = F 0 Fo _ 1 , 77 (x) satisfies 

77' = — (FoK0)r) on (a, MI) and T?(X) = ( )T7I(X), 771 ̂  0 (a = 0) . 

T h a t these are incompatible is seen by subst i tut ing the lat ter into the former 
and by multiplying on the left by the (row) vector (— x, 1), which yields on I : 
(letting Ko = (**/)) 

1 = - ( - x, l)(F0,Ko)(^J = - g0(£°i2 + x£22) (a = 0) . 

Bu t g0 > 0 and by Lemma 2.1, &i2° + x&22
0 > 0 on (a = 0, MI) and the 

assumption t ha t r < r0 on f is contradicted giving r = r0 on (a, /xi). 
T o continue the proof, instead of using the more complicated second term 

of the integrand of (25), use the first term of the right-hand side of (26) or 
(27) involving F — F0 = (q — go)Qi + (p — po)F1(x). An argument , paral­
leling the preceding one bu t involving (27), yields t h a t if 77 (x) = F0(x)£ 
and q > q0 on a subinterval I of (a, m) then 772(x) = 0, or if p > po on I 
then 771 (x) + (x — <X)T72(X) = 0 on I, neither of which is compatible with 
77' = (EoKo~l)r). Therefore, /xi = /xx

0 implies t h a t (22) is t rue and the converse 
obviously holds, completing the proof of Theorem 4.1 . 

If equation (10) is equation (1) with q = 0 or with p = 0, t h a t is, 

{ry")n - py = 0 or [(ry")' + qy']' = 0. 
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Then the existence of /11(a) for either of the special cases implies the same for 
the complete equation (1). Therefore, using the results of §§ 2 and 3: 

THEOREM 4.2. If 

J oo x 

p(x)(I p) dx = oo 
or j œ q(x)dx = oo then ni(b) exists for every b 6 [a, °°) and if, in addition, 
J œ 1/r = °° /Aew 97] (6) exists for every b Ç [a, oo). 

THEOREM 4.3. If jii(a) exists for the second-order equation (15) (ry')' + g;y = 0 
then fJLi(a) exists for the fourth-order equation (1) and m(a) < Mi(a). 

5. Comparison theorems for 771(a). The discussion of this section is an 
extension of that of the preceding section and consider again the equations 
(1) and (lo) and the same ordering of coefficients extended to the first conjugate 
point: 

THEOREM 5.1. / / 771°(a) exists and r(x) < ro(x), po(x) < p(x), qo(x) < q(x) 
on [aj 771°] then 771(a) exists and 771(a) < rn°(a). 

Proof. Suppose rn°(a) exists and 771(a) does not exist on (a, 7710]. In the last 
section it was established that H — H0 > 0 on (a, b) for some b € (a, m°) 
and by (26)-(27) that semi-definiteness extends to the whole interval (a, 7710). 
But by Theorem 3.2: 

max. e.v. H(x) > max. e.v. Ho(x) —* °° , as x —» 771, 

which contradicts that H(x) = — YY~l exists and is continuous on (a, 7710], 
thus completing the proof of the theorem. 

An immediate corollary is: 

THEOREM 5.2. If r]i°(a) exists for either 

(ry")" - py = 0 or [{ry")' + qyf]' = 0 

then 771(a) exists for the complete equation (1) and 771(a) < 77i°(a). 

This comparison theorem leads to the following: 

THEOREM 5.3. / / the second-order equation (15) {r{x)y')r + q(x)y = 0 has 
a non-trivial solution with four zeros on [a, 00) then 771(a) exists for the fourth-
order equation (1). 

Proof. First suppose that p{x) = 0 on [a, 00). For this special case p(x) 
= u\(x) and if z{x) = ur(x) then since u2

f (x) = 0 and u2(a) = 0: 
(rz'Y + qz = 0, s (a) = 0, (rz')(a) = 1. 

Therefore, z(x) has at least four zeros on [a, 00 )? the first at x = a, and z'(x) 
has at least three zeros on (a, 00). Note that p(x) = Ui(x), which has the 
zeros of z'(x) and these guarantee ni(a), M2(a), and /x3(a). Theorem 3.4 now 
gives the existence of 771(a) when p = 0. The comparison Theorem 5.2 
eliminates the restriction on p(x). 
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It should be clear that many of the methods of this paper are applicable to 
self-adjoint equations of higher order and to the matrix equations of Sternberg. 

6. Non-existence of 771(a) and disconjugacy. In the last section of their 
paper (6), Leigh ton and Nehari gave two changes of variable each of which 
removes the middle term of 

(1) [(r(x)y"Y + q(x)y']' - p(x)y = 0. 

The transformation of the independent variable is repeated here in a slightly 
more general form. 

LEMMA 6.1. Let I be any subinterval of [a, œ), a(x) be a function of x such 
that a and ra" Ç C with a > 0 on I. Then the change of variable 

t = a(x), x = orl(t) = x(t) 

transforms I into a t-interval I' and (1) into 

(26) [(R(t) YY + Q(t) Y\ - P{t) Y = 0 on 7', 

where Y(t) = y[x(t)], R(t) = r[x(t)] (af[x(t)])\ 

Q(t) = a2[x(t)],a2 = (ra")' + qa and P(t) = p[x(t)]/a'{x(t)]. 

Note that if a2 = 0 on 7 then the middle term vanishes and the above lemma 
reduces to that of Leigh ton and Nehari: 

LEMMA 6.2 (6, Theorem 12.1). If the second-order equation 

(15) (r(x)yfY + q(x)y = 0 on I = [b, c] C [a, 00) 

has a positive solution z(x) then the substitution t = a(x) = Jx
b z(s)ds transforms 

I into V — [0, 7"] and (1) into 

(27) [R(t)Y]" - P(t)Y = Oon V 

where R(t) = r[x(t)]z*[x(t)] and P(t) = p[x(t)]/z[x(t)]. 

Proof of Lemma 6.1. As in (6), successive differentiations of Y(t) = y[x(t)] 
yield Y = y'/a' and Y = {a'y" - yfa")/(afy, let Y^t) = R{t)Y(t) and 
Y2(t) = Yi + QY, then Y2 = PY (with R, Q, and P as defined in the lemma) 
and the lemma is proved. 

THEOREM 6.1. If (15) (ry')r + qy = 0 is disconjugate {no non-trivial solution 
has more than one zero) on [a, b), a < b < 0° and rji(a) does not exist on (a, b) 
then equation (1) is disconjugate (no non-trivial solution has more than three 
zeros on [a, b). 

Proof. Let c G (a, b), then, by a well-known property of disconjugate 
equations, there exists a solution z(x) of (15) which is positive on the closed 
finite interval [a, c\. As in Lemma 6.2, the substitution t = a(x) = Jx

az 
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transforms [a, c] into [0, T] and (1) into (27). Also, 771(0) does not exist with 
respect to equations (27) on (0, T] and, by (6), no solution of (27) has more 
than three zeros on [0, T]. Therefore, no solution of (1) has more than three 
zeros on [a, c] and, hence, on [a, b). 

THEOREM 6.2. / / 771(a) does not exist, p(x) + q(x) ^ 0 for large x, and 
J00 1/r = 00 then equation (I) is disconjugate. 

Proof. By Theorem 3.1, the non-existence of 771(a) implies the non-existence 
of /xi(a) and Theorem 4.1 implies that jui(#) does not exist with respect to (1) 
with p = 0. Hence, by Theorem 2.2, the second-order equation (15) is a 
disconjugate and Theorem 6.1 guarantees that equation (1) is disconjugate 
and the proof is complete. 

If J00 1/r < 00 or (ry'Y + qy = 0 is oscillatory, it is not known to the author 
whether the non-existence of r]i(a) implies disconjugacy of (1). Of course, by 
(6, Part II), if p(x) < 0 and q = 0 then neither ni(a) nor rji(a) exists, but it 
should be recalled that in many cases the fundamental solution v(x) has a 
simple zero following its initial triple zero. 
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