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1. Introduction

The random processes discussed here may be specified in the following
way. A fixed population of N members is split into two distinct classes.
Individuals move about randomly between the classes, and we are in-
terested in the size of each class at any time, rather than in the behaviour
of particular individuals. Let i(t) and N — i(t) be the numbers present
in the respective classes at the time t. It is assumed that the process
{i(t), t ^ 0} is Markovian, and that transitions between the states
/ = 0, 1, . . . N, occur according to the conditional probabilities;

P[i{t + it)=j + l\ i[t) = /] = yitbt + Q(6t),
P[i{t + dt) = / - 1 | *(<) = /] = X,6t + O(dt).

and
P[i(t + dt) = j | »•(*) = j] = 1 - (X, + fijdt + O(dt).

The transition rates Xf, (i, are positive except that Xo = fiN = 0, so that
any state can be reached from any other state. We suppose the initial
position is given, i(0) = n say, and consider the problem of finding the
probability distribution pt(t) = P[i{t) = / ] ; / = 0, 1, ---N, at every
instant t ^ 0, or its generating function 77(x, t) = ^L0Piit)x'-

In general the form of this distribution can be described in terms of the
eigenvalues of the matrix of transition rates. Let a>0, wlt • • • eoN be the
roots of the equation \Q — col\ = 0, where / is the identity matrix of order
N+l, and qUi_x = -X,, q,tt = Xi + /ti, qu+1 =-/*,] / = 0, 1, • • • N.
The remaining elements of Q are all zero. One of these roots is zero and the
others are all real, positive and distinct. These results have been established
in a paper by W. Ledermann and G. E. H. Reuter [1]. Thus we may arrange
co0 = 0 < « > ! < • • • < caN, and the required distribution has the form
Pitt) =^LoP?)e~°>it- For each cok, the coefficients pf] form the cor-
responding left eigenvector of Q. The initial terms of this expansion are
dominant when t is large, and in particular the first term gives the equilibrium
distribution; l i jn , . .^^) =Pf]. Then the relations pf2l/J.i-1-pf){h +N)
+ Pt+i*i+i = °. together with J,f^pf} = l, determine this limiting dis-
tribution,
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[2] Two non-linear birth and death processes 105

.(0) = J»0/"l ' ' ' i"f-l L ,
A A • • • X I

However, the explicit determination of the time-dependent probability
distribution is possible only in a few special cases where a>x, o)2, • • • coN can
be found. Two such cases are considered here in which a direct solution of
the characteristic equation can be avoided by considering instead, the
differential equation satisfied by the generating function.

The first example has been investigated by P. A. P. Moran [2] as a
model for a random process in genetics. The population consists of an
even number N of gametes, each of which is of type A or A. i(m) is the
number of A individuals at the time m; m = 0, 1, 2, • • •. It is convenient
to consider time as a discrete variable in the first place, although we shall
be mainly concerned with the analogous continuous time process. If i(m) = /,
the conditional distribution of i(m + 1) is determined by the rules:

(i) Immediately after time m, a single gamete, chosen at random, dies
and is replaced, just before time m + 1, by another whose type depends
on mutation.

(ii) Let a be the probability that an A individual mutates to A during
the interval m < t < m -+• 1, and let a be the probability that a single
gamete of type A mutates to A. Then the replacement is of type A with
probability [/(I — a) + (N — j)a]/iV, and is of type A with probability
[/a + (N — /)(1 — a)]/iV. It is assumed that individual gametes behave
independently.

It follows that the transition probabilities pf k = P\i(m-\-1) = k \ i(m) =j]
are given by

Pu = i-Pi.t+i-Pt.i-i' f o r / = 0, 1, • • • iV,

and the remaining elements are zero. The corresponding continuous time
process is governed by transition rates of the form

A, = aj{N-j) + bj, N = aj{N~j) +c{N-j),

where the constants a, b and c are arbitrary, subject to the restriction that
no transition rate is negative.

In an appendix to the above paper, E. J. Hannan shows that in the
special case « = 5 = 0, the eigenvalues of the matrix (j>itte) are
1 — k{k — l)/iV2; k = 0, 1, • • -N. From this it is deduced, that at least

https://doi.org/10.1017/S1446788700027683 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700027683
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when a and a are small, the eigenvalues with greatest moduli are 1,
1 _ (« + a) IN, 1 — 2 (a + a) IN — 2(1 — a — Sc)/N2. However, the study
of the continuous time version of the process eliminates the difficulty of
solving the characteristic equation, and there is no need to separate the
special case b = c = 0. In the present paper the eigenvalues are determined
by considering the form of the equations satisfied by the factorial moments
of the distribution. The method exploits the special property that the
non-linear terms in the transition rates are balanced, so that X} — fit is
linear in j . It follows from the results obtained in section 2, that in general
the eigenvalues of (j>jlc) are given by: 1 — &(a + a)/2V — k(k— 1)(1— a — a)/iV2

for k = 0, 1, • • • N. Section 2 goes on further, to complete the determination
of the probability generating function.

The process just described reduces, when a = 0, to the well known
process with linear transition rates. The example discussed in section 3
can also be regarded as a generalisation of this process. It has transition
rates X} = X(d' — 1), p, = ^(0^ — 6'), where 0 is a positive constant.
The linear process arises in the limit as 0 approaches 1, if we choose X and
[i suitably, but it is assumed here that 0 ^ 1 . Without loss of generality
we suppose 0 > 1, X > 0 and /u > 0. Again the probability generating
function can be determined by solving a certain differential equation, and
it is verified that the eigenvalues are

cok = ( 0 * - 1)(A + ^ - * ) = Xk + p N _ k ; k = 0,l,---N.

Although the transition rates are non-linear, the eigenvalues are linearly
related to them. Practical applications of this process are limited, but it
is of theoretical interest since an explicit solution is available and because
of this simple expression for the eigenvalues. The paper concludes with a
more general discussion of the relationship between eigenvalues and tran-
sition rates. This considers the existence of further processes for which the
eigenvalues have a similar form.

2. A Process With Balanced Non-linearities

Consider the process with transition rates Xt = aj{N — j) + bj and
/*, = aj{N — j) + c(N — j); j = 0, 1, • • • N. If b > 0, c> 0 and
a > Max [—b/(N — 1), — c/(N — 1)] these rates are all positive except for
ô = i".v = 0, although the solution obtained below remains valid under the

weaker condition that no transition rate is negative. For convenience
it is further assumed that a ^ 0.

In general, the Kolmogorov forward equations for the probabilities
{p,(t)} are;
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[4] Two non-linear birth and death processes 107

For the particular transition rates here, these relations lead to a single
equation for the generating function U(x, t), [3].

!E + a x { l x ) ^ {lx)[(a{Nl)c)

+ cN(l—x)I7= 0.

Then the substitution y = x — 1 reduces this to

(2.i) ~ + ^

— cNyll = 0

and the generating function becomes 77 = 2*L0 Mk{t)y". Although for
convenience we have retained the symbol 77, this now represents the
factorial moment generating function, whose coefficients are defined by
Mk{t) = 2JL*(i)&(<). for each k. In particular Mo = JSUPiW = 1

and Mx{t) is the mean of the distribution. These factorial moments satisfy
a set of first order difference equations, which result from comparing the
coefficients of y" in (2.1). We have

(2.2) —Ji + k(a(k-l) + b+c)Mk= ( i ^ - * + l ) ( « ( * - l ) + e ) M M

for k = 1, 2, • • • N. In principle, these equations can be solved successively,
beginning with the equation for the mean, and it is clear that each solution
would consist of a linear combination of the terms exp [—k(a(k—1)+b+c)t]
k = 0, 1, • • • N. However it follows from this, that the eigenvalues of the
process must be cok = k(a(k — l)+b + c), for k = 0, 1, • • • N. We remark
that this property of the factorial moments depends critically on the fact
that for each /, the coefficient of / (N — j) is the same in each of the transition
rates Xt and fij.

We may now proceed to find the general solution of equation (2.1).
This has the form 77 = ^ o Fh{y) exp (—k{a{k — 1) + b + c)t\ where
each Fk is a polynomial of degree N in y. Further, the individual terms
must satisfy (2.1). Thus
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— [k(a(k — 1) + b + c) + cNy]Fk = 0 for each k.

If we write Fk(y) = J^ = o akmym, then the coefficients akm are deter-
mined by,

Now let p = c/a, a = {b-\-c)ja, and replace akk by ak. Then

In order to complete the determination of the generating function, the
constants «„ must be chosen to satisfy the initial conditions. At t = 0,
i(0) = n and 77 = (1 +«/)" = 2£L0 Ffc(i/). Differentiate this w times
and set y = 0. Then if we interpret (£) = 0 whenever m > n, it follows

- atr(iy + 1 - k)r(p + m)r(o + 2k) = ln\
{ ' ^or{m+l-k)r(N+l-m)r{p + k)r{a + k + m) \mj

for m = 0, 1, • • • N. Thus a0 = 1 and flx, a2, • • • aN can be found suc-
cessively.

LEMMA. The solution of equations (2.3) is given by:

a =y (-

* £
k-s) r{s+i)r(N+i-k)r{p+k-s)r{o+2k-i)'

PROOF. Consider the identity

for any real number y and any integer k ^ 0. This certainly holds when
k = 0, so we suppose k > 0 and write,

Now assume inductively that
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[6] Two non-linear birth and death processes 109

holds for a particular index m < k. The case "m+1" is easily verified
by adding the last term of Tm+1 to this expression. Then the induction
is completed by examining To, and equation (2.5) follows immediately,
since Th = 0.

We can now verify (2.4) by direct substitution into the left side of equa-
tion (2.3). The expression obtained can be written

r(N + 1 - m)r(m + 1 - r)r{p + r)

x y (—1

where k has been replaced by r + s. But by (2.5), for the case y = a + 2r—1,
the second summation reduces to <5mr, and hence the whole expression
is equal to (£), as required.

The following results have been established. The probability generating
function is given in terms of the initial state *(0) = n, by

n(x,t) = | Fk(x-1) exp l-k{a{k-
*=o

where each

r)r(a + 2k)

and p = c/a, a = (b-\-c)ja.

: - s) r{s+i)r{N +1 - k)r(p+k - 1
for A = 0, 1, • • • iV.

Formulae for the probabilities {pj{t)} can be deduced from this. In
particular it is not difficult to show that the equilibrium distribution
reduces to

/N\
(N\
\ i ) r[p)l (<y+N)l (a—p)

? = o,

However the formulae obtained for the time dependent probabilities are
extremely complicated. As it might be expected from the manner in which
the generating function was determined, a more convenient way of describing
this distribution is in terms of its factorial moments. We have

~0 lr(k-r
arr(N+l-r)r(p+k)r(a+2r)

r(k-r+l)r{N+l-k)r(p+r)r{o+r+k)
X exp [-r(a(r-
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by picking out the coefficient of t/* in 77(1 + y, t). For example, the mean
MJf) = cN/(b+c) + (n — cNI(b+c)) e-

ib+c)t, which does not depend on
the parameter a. Thus the non-linear terms in the original transition rates
affect only the moments of higher order. We recall that by equation (2.2),
the mean is determined by dMJdt + (b + c)Mx = cN where MX(Q) = n,
and this is precisely the same as the deterministic equation of the process.
The variance, which does depend on a, can be found from the expression
for M2(t).

3. A Process With Linear Eigenvalues

The particular random process studied in this section has transition rates
X, = A(0' — 1), n, = fi(dN — 6>); j = 0, 1, • • • N, where X and fi are ar-
bitrary positive constants and 8 > 1. As in the previous example the
probability generating function, 77{x, t) = JjIo^iW*' satisfies a differential
equation, obtained by combining the relations which hold between the pro-
babilities. Here however, the equation has a different character. It relates
n{Bx, t) to 77(x, t) and dll{x, t)jdt. We have

t)] = o.

Nevertheless its solution can be found by a method similar to that used
in section 2. We seek particular solutions of the form 77 = f(x) e~">t, where
f(x) is a polynomial of degree, at most N. Such polynomials exist only
when en is an eigenvalue of the process.

Consider the set of quantities 7?,^) = 77(0-', t) for / = 0, 1, • • -N. It
follows by taking the appropriate combinations of the Kolmogorov forward
equations, that for each index / = 1, 2, • • • N we have:

dR,
—' + (0>

and 7?0 = 1. These relations have a similar form to equations (2.2) and the
quantities 7?,(tf) play the same role as did the factorial moments in the
previous example. In particular, it is clear that the required eigenvalues
are given by <oh = (0* — 1)(A + fidN-k) for k = 0, 1, • • • N. Suppose now
that fh{x) e-"** is a solution of equation (3.1). It follows that

(1 - 9*x)(X + (id^x)fk{x) = {l-x)(X + fix)fk{dx)

holds for all values of x. We replace x by dx and use this relation repeatedly.
Then the condition that fk(x) must be a polynomial, implies
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[8] Two non-linear birth and death processes 111

/*(*) = c*(i - x)(i - ex) • • • (i
X (A + i^-^x)(A + f,dN-k-*x) • • -(A + px).

These are the required polynomials, for k — 0, 1, • • • N. Hence the general
solution of equation (3.1) is

H{x, <) = | fh{x) exp [-(0* - 1)(A + pd»-*)t].
*-o

It remains to determine the constants {ck} from the boundary conditions
on IT(x, t).

Suppose that initially the process is in state n; 0 ^ n ^ N. Thus

n(x,o)= 2 /*(*) = *"•
fc-0

We can obtain a triangular system of equations for cN, cN_1, • • • c0, in
that order, by setting x — —6~j^lfi for / = 0, 1, • • • N, in succession;
but since the eigenvalues are arranged in increasing order, it is preferable
to use the alternative approach suggested by the factors of fk(x). Let
ar = 1 — 0~r and br = A + (idN~r for any integer r. When x = d~'', the
above equation becomes

i
(3.2) 2 W*i-i • • • «,_*+i &i+fc+i&3-+*+2 • • • bj+N = 0—'

which holds for j = 0, 1, • • • N. For example, it follows immediately that
co = (̂ 1̂ 2 ' * ' ^N)~X which does not depend on n. We shall prove that the
complete solution of this system of equations is as follows:

* QMT-WQ-bv-Dh
(3.3) cfc = 2 ( -

r - 0

PROOF. Let

i{r~1)b2m+2r(ar+lar+2 ' ' ' ak) (̂ 2_ y / l)r
( a l a 2 ' * "a*-r) {"2m+k+l "im+k+Z ' ' ' "2m+k+rJ

where m is a fixed integer and 0 fs=v f^ k. In this summation, the term
for which r = 0 is to be interpreted as unity. We need the identity Sk

k) = dk0.
Suppose k > 0, and assume inductively that for some particular value of
v <k,

_ / 1 \«-l ^~ *l"~1) (ak-v+lak-v+2 ' ' ' ak-l) (̂ 2m+1^2m+2' " ' °2m+e-l)
— \~L) -. rji T 7 c

\ a l a 2 ' ' ' a v - l ) l O ° ' " " ° ;

holds. It follows
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112 J. A. Bather [9]

S<*> = ( - 1 ) "

( ) ( & A &)
But the definitions of ar and 6r imply

av°2m+k+v = <> *ak-v"2

Thus equation (3.4) remains valid when t; is replaced by v + 1. Finally
S{,*> = 1, and the induction is proved. In particular

"2m+2k-l

which is the negative of the last term in the sum 5^ ' , and hence Sjjf' = 0.
This holds for every k > 0, and certainly 5^0) = 1.

We are now in a position to verify equations (3.3). The expression ob-
tained on substituting from (3.3) into the left hand side of (3.2) can be
arranged as follows:

£ r0-mnK-m+l*J-m+2 • • • e
m=oL ( a ^ • • • am)(bim

bN+i)

bZm+2 • • • bm+i)m+1bZm+2

X
{a^- • • ai_m_r)(bj+m+1bi+m+2

h • • • b \\1
l_2m+2 im+r-ll

• • • bi+n+r) ) J
However the second sum is simply Sji^1' = df m and consequently the whole
expression reduces to 6~ni. This completes the proof.

Consider a particle which moves continuously in the interval [0, N] with
a velocity equal to the difference between the right and left transition rates,
at any point. Let y(t) denote its position. Then dy/dt = ^(6^—0")— A(0V— 1).
The solution of this equation, when y(0) = n is given by,

0-V«> _ X + P I (6-n

On the other hand, the mean of the distribution is

N-l »flr N

£[»(0] = 2 rjnrr - 2 <**-i«_i • • • «i-*6*+i6»+a • •
r = 0 ^ + )"0 fc = l

which is fundamentally different in character.
For example the deterministic variable y(t) is a monotone function of t,

but this is not in general true of the mean, which also has a different limit
as t tends to infinity. The moments of higher order have extremely complicated
expressions.
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[10] Two non-linear birth and death processes 113

For this process, the natural set of quantities which characterise the
distribution is {Rf(t) = 77(0-', I); j = 1, 2, • • - N}.

These are exponentially weighted sums of the probabilities,

fc-0

We have
i

Rj{t) = 2
fc-0

which depends only on the first / + 1 eigenvalues. For example

e x p [ - ( 0 -

which is comparable to the above expression for 0-*(<). In practise these
parameters would be awkward to deal with. However the probability
generating function itself is not unmanageable. In particular, since
0 < a>! < <oa • • • < coy, the asymptotic properties of the distribution can
be obtained by considering the initial terms of its expansion. By substituting
the values of c0 and c1( we have, in the original notation:

= (A + ^)(A + jifa) • • • (A +

[(
0-" 1 \8*(l — x)(X + pz){X + pda

A0 + ft ~ A9 + ^ / (0 - 1) (A + /*T(A - h u 0 p • (A + Ju0JV-8)
X

4. Remarks on the Eigenvalues

The eigenvalues of the process considered in the preceding section are
linearly related to its transition rates; a>k = Afc + ftN-k't k = 0,1, • • 'N.
In fact, as we shall prove, the process is uniquely determined by this property.

The process with arbitrary left and right transition rates A, and fiit

can be regarded as a superposition of a birth process and a death process.
Let Xt = a.ut and let fit = /3%_,; / = 0, 1, • • • N, where u0 = v0 = 0;
ui' *' UN> vi'' * VN> a r e fixed positive constants, and a 2; 0, /S ^ 0 are
arbitrary. For simplicity we further suppose that ult u2, • • • uN, are
distinct and similarly for v1, v2, • • • vN. The pure birth process arises when
a = 0. Again, if /3 = 0, only transitions to the left are possible, and we have
a death process. The eigenvalues of the complete process are the roots
co0, cox, • • • coy of the equation \crtJ + /SF — eol\ = 0, where
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o o o
PVN-I 0 0

,.,. , OTr - — <*«2 a M2 + PvN_2 0 0
OLU + f!V =

0 0 0
0 0 0 • • • • —OMtf OMjf

Consider these eigenvalues as functions of a and /?. In the case a = 0 the
roots are simply j3v0, /fo1( • • • fivN, and similarly when /? = 0, but in general,
these functions are irrational. The question arises, under what conditions
on the parameters ult • • • uN, vlt • • • vN, do the eigenvalues have a simple
form, for arbitrary a and p\

It becomes clear on examining the characteristic equation for small
values of N, that the only suitable form is linear. For example, in the
case N = 2, it is easily verified that <oQ, a>1, <o2 are rational functions of a
and /S if and only if ujuz + vjv2 = 1 and then cok = a.uk + @vk for
k = 0, 1, 2. Consequently, we restrict attention to the relations
cok = «.uk + fivk; k = 0, 1, • • • N, when N is arbitrary. The required con-
ditions are established in the following theorem.

THEOREM, \crfj + @V — col\ = XTsLo (aM* + Pvk — <»), if a n d only if
there exists a positive constant Q, such that u} = ux (0'—1)1(6—1) and
w, = t , 1( i_0-i)/( i_(9-i) j for / = 1, 2, • • • JV.

PROOF. The first statement has already been verified in section 3. It
remains to prove the only if assertion.

(i) Let A and B be any square matrices of order m, with distinct eigen-
values I j , f2 > ' ' ' fm • a n d Vi • Vz > ' ' ' Vm > respectively. The following con-
dition is necessary for the identity \aA + fiB—a>I\ = I l^=i( a^ + ^ " ~ c o ) -
When A is reduced by an orthogonal transformation to the form diag
[li, l2 . " ' ' &»] the corresponding reduction of B has the elements t]lt rj2,
• • • r\m, in that order, on its diagonal. Suppose that on applying the
transformation, B is replaced by (bjk). The above identity continues to
hold, and in particular we may set co = a|x. Then it follows by com-
paring the coefficients of a™"1/}, that 6 n = rj1, and similarly bjf = rjj for
j = 2, 3, • • • m.

(ii) We apply this necessary condition to the case A = U, B = V; given
that \aU + PV - col\ == TJf=o (a«* + /K - <"). Since C/ is a triangular
matrix, and ult u2, • • • uN are distinct, the eigenvectors needed for con-
structing the linear transformation which reduces U to diag [u0, ux, • • • uN]
are not difficult to obtain. This transformation must then be applied to V,
and the new diagonal elements equated to v0, vt, • • • vN, in order. These
calculations lead directly to the equations
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[12] Two non-linear birth and death processes 115

()
 v J t J _ . t for j = 1 , 2 , . - - N .

Since U and V may be interchanged, we also have

(4.2) _^ = j

v, vs — v,_x vj+1 — vt

A number of elementary manipulations must be applied to these formulae
before the required results are obtained, but only the more important
steps will be mentioned. We suppose throughout the remainder of the
proof that JV = 2», is an even integer. A similar argument applies in the
case when JV is odd.

(iii) We deduce that

IA %\ ^n+r+l ~ un+r __ vn-rUn+l-r _ v«+r ~ Vt-r-1

«n+r — Mn+r-l ««-f"n+l-f Vn+r+l ~ vn+r

for every integer r in the range \r\ ^ n — 1. We proceed by induction
on r. The case r = 0 follows from equations (4.1) and (4.2), when / = n.
Now suppose (4.3) holds for every value of r in \r\ ^ k — 1, where
0 < k < n. Then by multiplying together the corresponding parts of (4.3)
for the cases r — — (k — 1), — (k — 2), • • • (k — 2), (k — 1), we obtain

Un+k ~ ^n+fc-l _ Un+kVn+1_k _ Vn+1-k — PB_fc

The first part of this equation shows that

Vt-fc = »«+i-t K + i - t — «*»-*)

Now set / = n + k in (4.1) and we have

Then it follows from the last two statements that

un+k+l — un+k _ vn-kun+l-k
un+k — un+k-l un-kvn+l-k

This remains true when u and v are interchanged, and hence equation
(4.3) is valid when r = ft. Similarly, the case r = —k is established, and the
induction is proved.

(iv) Let ui+1 — ut = 6t and vi+1 — vt = c\%t for / = 0, 1, • • • JV — 1.
By (4.3), c does not depend on /. The final step in the proof consists of
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showing that Ol+lIBt is also constant. We may suppose without loss of
generality that un = vn = 1. Let 0 = 6J6n_1. Then equation (4.3) implies,
when r = 0; c = (1 + 0n — 0)0B/0. Next, the case r = 1 gives us
0B+i/0n = (0n-i — c)/[9n_1(l — 0n_!)] = 6. We can continue the argument
by using the cases r = — 1, 2, —2, and so on, until it is established that
0 m /0 , = 0 for every 7 = 0, 1, • • -N — 2. The restriction «n = vn = 1,
may now be removed.

We have shown that 0, = 0O0' when / = 0, 1, • • • N — 1. Thus
Wj = 0o( i_0 ') / ( i_0) , Vj = C(i—0-i)/[0o(l__0-i)]( except when 0 = 1, when
there are obvious modifications. Alternatively: u, = «1(0

i—1)/(0—1) and
i^ = w1(l—0-*)/(l—0-1), which proves the theorem.
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