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Abstract. The line-driven instability may cause pronounced structure in winds 
of hot, luminous stars, e.g., fragments of dense shells, strong reverse shocks, and 
fast cloudlets. We discuss the linear stability theory, including the line-drag effect, 
phase reversal due to the diffuse radiation field, and the relevance of so-called 
Abbott waves. Recent hydrodynamic simulations focuss on the influence of a time-
dependent source function on the flow structure, and on the X-ray emission from 
wind shocks and cloud collisions. 

1 Introduction 

Lucy & Solomon (1970) described a new, line-driven instability for OB star 
winds, which may be connected to (some of) the following observational facts: 
(i) the appearence of discrete absorption components, periodic absorption 
modulations, black troughs, and variable blue edges in P Cygni line profiles 
(see reviews by Pullerton, Henrichs, Kaper, Kaufer, or Massa in this volume); 
(ii) the X-ray emission from hot star winds, and their superionization; and 
(iii) cloud formation in 0 star and Wolf-Rayet star winds (Moffat 1994). 

In the following we shall discuss some aspects of the instability from a 
mostly hydrodynamical viewpoint. 

2 Linear theory 

2.1 Mechanism of the instability 

MacGregor et al. (1979) and Carlberg (1980) calculated growth rates for the 
line-driven instability assuming optically thin flow perturbations. Contrary, 
Abbott (1980) found zero growth rates when he applied the Sobolev approx­
imation to the perturbations. He found then a new type of marginally stable, 
radiative-acoustic waves, which we shall term 'Abbott waves' in the follow­
ing. Owocki & Rybicki (1984) unified these contradictory results by showing 
that they refer to different wavelength regimes A of the perturbations, namely 
X < L (with L being the Sobolev length) in the work of MacGregor et al. and 
Carlberg, while A —> co in Abbott's analysis. 

The regime A > L or A 3> L in between these extremes is especially in­
teresting: while the growth rate drops there as fl oc A- 2 , the instability is 
very strong (i?max *flow « 50; Owocki & Rybicki 1984), so that even rather 
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long-scale perturbations can grow into saturation, and become the most pro­
nounced flow structures in terms of velocity, density, and temperature jumps. 
Having wavelengths larger than the Sobolev length, these perturbations can 
be viewed as unstable Abbott waves: the propagation speed follows from the 
usual, first order Sobolev treatment, whereas the small growth rate is of sec­
ond order (Feldmeier 1998). 

The physical basis of the instability for different wavelength regimes is 
illustrated in Fig. 1: region (a) shows an unstable short-scale perturbation, 
A = O(L) (where L corresponds to the 'thickness' of the thermal band, indi­
cated in the plot by double lines): an arbitrary, positive velocity fluctuation 
shifts the gas parcel out of the absorption shadow of gas lying closer to the 
star, and the enhanced flux accelerates the parcel to even larger speeds, de-
shadowing it further. With the line force scaling as gi oc exp(—T), the general 
instability cycle can be written Sv -» — ST -+ Sgi -> Sv. Region (b) around 
the node of a long-scale, sinusoidal perturbation shows the occurence of in­
ward propagating Abbott waves from first order Sobolev approximation: the 
steepening of the thermal band at the node raises the Sobolev line force, 
gi oc v'a (where v' = dv/dr, and 0 < a < 1), and the gas is accelerated to 
larger speeds. This corresponds to an inward shift of the node, i.e., an inward 
phase propagation of a wave. The wave cycle can be written Sv1 —• Sgi —• 
iSv -» —5v'. Finally, region (c) around the velocity maximum of the long-
scale perturbation shows that this Abbott wave is unstable from a second 
order treatment: due to the negative curvature of the thermal band the opti­
cal depth is smaller there than for the unperturbed flow. Again, a larger line 
force results which accelerates the gas; this now makes the maximum more 
pronounced, wherefore — v" increases further (we assumed here that the node 
separation or wavelength is essentially unaffected). Thereby, r drops further, 
gi grows further, and one has unstable growth. The general instability cycle 
can then be further specified to become — Sv" —> — ST —> Sgi —> Sv —> —Sv". 
Notice also the kinematical steepening and finally braking of the wave into a 
strong reverse shock. 

2.2 Information propagation 

Yet, this unified picture of Abbott waves and the line-driven instability is 
oversimplified. In a remarkable paper, Owocki & Rybicki (1986) show from a 
Green's function analysis that information propagation in an unstable, pure 
absorption line flow is limited to the sound speed; contrary, radiative-acoustic 
waves propagate inward at a phase or group speed equal to the much larger 
(negative) wind speed (Abbott 1980). 

This is an example of the non-equivalence of signal or information speed 
and group speed in unstable media (e.g., Bers 1983). 

To demonstrate this physically, Owocki & Rybicki (1986) consider a Gaus­
sian pulse which is broader than the Sobolev length, and therefore should 
propagate upstream at the wind (or Abbott) speed. This is indeed confirmed, 
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Fig. 1. Line-driven instability and Abbott waves. 

even when the Green's function for zero sound or signal speed is used to prop­
agate the pulse! However, Owocki & Rybicki (1986) claim that no signal is 
propagated in this case. Namely, due to its smoothness, information is not 
localized in the pulse, and properties from any small neigborhood can be 
used to infer distant properties via a Taylor series expansion, without need 
for information propagation. 

That this is the case in the above example (i.e., that the folding of the 
Green's function with the signal is equivalent to a Taylor series extrapolation 
of a smaller to a larger space-time area) is seen if a truly localized information 
is introduced into the pulse, here by setting its amplitude to zero for all 
x > XQ, with arbitrary xo- In accord with a = 0, the discontinuity at xo does 
not propagate, but remains there. For x < XQ then, the full, smooth Gaussian 
without any discontinuity is reconstructed in course of time, and propagates 
upstream to smaller a;! This awkward fact is due to the one-sidedness of the 
pure absorption line force, i.e., that a perturbation at x > XQ cannot affect 
the upstream flow at a; < XQ. Since for x < XQ all derivatives, curvatures, 
etc. are those of the full Gaussian, the latter is reconstructed for x < XQ, and 
propagates upstream as a 'false' signal. We leave here out a discussion of the 
region x > XQ. 

The key point in this discussion is the one-sidedness of the absorption 
line force, and the situation could be fundamentally different for a non-zero 
source function. Corresponding numerical simulations show then indeed the 
inward propagation of a front at Abbott speed following a delta-function 
perturbation (Owocki & Puis 1998). 

One reason it is important to decide whether Abbott waves are real are 
recent claims on the role of kinks in the wind velocity law, which propagate 
upstream at Abbott speed (for corotating intercation regions: Cranmer & 
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Owocki 1996; for wind clouds: Feldmeier et al. 1997b). Future analytical work 
will hopefully bring further clarification. 

2.3 The line-drag effect 

Besides for these matters of wave propagation, which we shall take up again 
in the next section, line scattering is also important for instability growth 
rates. Lucy (1984) questioned the occurence of the line-driven instability in 
hot star winds altogether, by noting that the winds are driven essentially by 
scattering lines (as opposed to absorption lines), and that the diffuse radiation 
field should cancel any extra line force gained by Doppler-shifting gas into 
the direct radiation field. 

However, this exact cancellation occurs only near the star, at the wind 
base. Due to sphericity effects and the decreasing angular size of the stellar 
disk with distance, the growth rate is back to 50% of its pure absorption line 
value within a stellar radius of the stellar surface, and approaches 80% of this 
value at large radii (Owocki & Rybicki 1985). 

The line-drag is therefore most relevant in deep wind layers, and may be 
important with regard to the photosphere-wind connection, i.e., whether the 
formation of wind structure is externally triggered or self-excited. 

3 Numerical simulations 

3.1 SSF and EISF 

While line scattering is of central importance for the formation of wind struc­
ture, the exact solution to the radiative transfer equation in instability sim­
ulations is prohibitively cpu-time consuming. The 'smooth source function' 
approximation (SSF; Owocki 1991) uses instead a formal integral approach, 
assuming a prespecified source function from Sobolev approximation. Via this 
averaged or mean diffuse radiation field, the line-drag effect is incorporated 
in SSF calculations. 

One-dimensional numerical simulations for a spherically symmetric 0 star 
wind (Owocki et al. 1988; Owocki 1992) perturbed by a harmonic, photo-
spheric sound wave show that the continuous flow breaks up into a sequence 
of strong reverse shocks, each decelerating inner, thin, fast gas and compress­
ing it into narrow, dense shells. The shells propagate roughly according to a 
stationary wind velocity law. For a discussion of self-excited wind structure 
and issues of periodic vs. chaotic wind structure, we refer to Owocki (1994). 

Recently, Owocki & Puis (1996, 1998) proposed a new, 'escape integral 
source function' approximation (EISF) which accounts for the first time for 
the perturbed diffuse radiation field. The idea is here to replace the pho­
ton escape probabilities, (3S, from the smooth, Sobolev source function, S = 
(/3s/,)/(/3s) (brackets indicate angle averaging) at each time step with the 
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Fig. 2. Density and temperature snapshot for a wind model of C, Ori. Filled bullets 
mark fast cloudlets, filled squares mark dense shells. Symbols (+, x, etc.) indicate 
strong X-ray emission at the given energies. 

escape probabilities from the time-dependent wind simulation, /%. The /3, 
are the central quantities which distinguish instability simulations from sta­
tionary wind models applying the Sobolev approximation, since they include 
both (de-)shadowing effects of neighboring and widely separated gas parcels. 

As Puis et al. (1994) noticed, the inclusion of the correct diffuse radi­
ation field is important since, as was shown by Owocki & Rybicki (1985) 
from an exact, linear analysis, the perturbed diffuse radiation field can turn 
anti-correlated, inward propagating density and velocity fluctuations into 
correlated, outward propagating fluctuations. In the nonlinear, wave brak­
ing phase, the former steepen into reverse shocks, the latter into forward 
shocks. SSF calculations show the dominance of reverse shocks. The question 
is whether EISF simulations are instead dominated by forward shocks. 

The answer is essentially 'no'. A phase reversal occurs only for short-scale 
fluctuations below the Sobolev length (Owocki & Rybicki 1985). Steepening 
the thermal band over short lengthscales until it becomes optically thin - and 
hence the instability ceases since no further de-shadowing is possible - leads 
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only to small velocity jumps of order the thermal speed. The EISF structure 
appears therefore as short-scale, low-amplitude noise superimposed on the 
long-scale, large-amplitude sequence of reverse shocks. Still, these results in­
dicate that the Sobolev length as an intrinsic lengthscale of line-driven flows 
separates two different regimes of the (inverse) turbulent cascade. Caution 
is therefore required in applying results from, e.g., supersonic Burgers tur­
bulence to hot star winds. Furthermore, we add here that cloudlets which 
are important for the X-ray emission from O stars (cf. the next section) have 
lengthscales not too different from the EISF noise. Since the cloudlets are 
anti-correlated perturbations, future simulations have to show whether they 
are affected by the inclusion of the perturbed diffuse radiation field. Finally, 
we refer to Owocki & Puis (1998) for a discussion of the modifications of the 
stationary solution for thin winds due to the inclusion of fore-aft asymmet­
ric (e.g.: EISF) escape probabilities around the sonic point, which are not 
present in usual Sobolev approximation. 

3.2 X-ray emission 

One main interest in the line-driven instability is that it may create shocks 
which are responsible for the observed X-ray emission from hot star winds, 
and partially (Pauldrach 1987) also for their superionization. 

After overcoming numerical problems which lead to a collapse of cooling 
zones (Cooper & Owocki 1992; Feldmeier 1995), the temperature structure 
behind strong reverse shocks can be calculated (Fig. 2), and their X-ray emis­
sion synthesized. For the self-absorption of X-rays in the dense wind shells, 
NLTE opacities from stationary wind models are presently used (Feldmeier 
et al. 1997a). 

In agreement with estimates by Hillier et al. (1993) from properties of 
reverse shocks as deduced from isothermal wind simulations, we find that 
these shocks can only account for 1 to 10% of the observed X-ray emission 
during their quasi-steady appearance, i.e., when thin, fast gas is being fed 
through the front. However, by applying chaotic perturbations at the wind 
base, we find that short, strong X-ray flashes in the wind can account for 
the observed X-ray emission, even after time-averaging. The flashes originate 
from collisions of small, fast cloudlets with the pronounced, dense wind shells 
(Feldmeier et al. 1997a). Both the continuous stream of thin gas and the 
discrete cloudlets are ablated from gas which moves ahead (i.e., at somewhat 
larger radii) of the next inner, pronounced shell. The shells and cloudlets are 
indicated in Fig. 2. 

So far the modeling assumes a spherically symmetric, radial wind (for 
first 2-D instability simulations, see Owocki, this volume), and leads to major 
variability in X-ray fluxes. However, cloudlets which form due to photospheric 
turbulence should have a rather small lateral scale. With independent cloud-
shell collisions taking place along neighboring wind cones, (near) constancy of 
X-ray fluxes should then be achieved by angle averaging (Cassinelli & Swank 
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1983). The present, 1-D wind models suggest tha t a few thousand wind cones 
should be sufficient to achieve the observed flux constancy. 

On the other hand, the pronounced shells possibly form due to long-
periodic, coherent photospheric perturbations, wherefore their lateral scale 
may be large, and they may extend over many such neighboring wind cones. 
Possibly, larger shell segments fragmentize due to the Rayleigh-Taylor insta­
bility. Future 2-D simulations have to bring clarification. 
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Discussion 

H. Lamers: Do I understand from your modelling that the clumping dis­
appears at r ^ 10 R*? If this is the case the radio mass-loss rates are not 
affected by clumping. 
A. Moffat: But then how do you explain the clumpy structure in the MER­
LIN radio image of the thermal wind around the nearby WN8 star WR 147 
at r ~ 103 R*? Also: P Cygni has a clumpy, resolved wind. 
A. Feldmeier: We have one simulation which extends out to 100 R* and 
which shows that the shells disappear at ~50R*. This is in agreement with 
estimates from re-expansion due to internal thermal pressure. Maybe clumps 
seen at very large distances have a different origin than the line-driven insta­
bility. 

G. Mellema: Do your numerical models include explicit thermal conduc­
tion? 
A. Feldmeier: It is coded but usually switched off, since heat conduction 
should only be important at temperatures significantly higher (> 107 K) than 
those deduced from X-ray observations. 

R. Ignace: A popular model for explaining WR winds is that of multiple 
scattering (e.g., Lucy & Abbott 1993, ApJ 405, 738). How do you expect 
your results for O stars to change for WR stars? 
A. Feldmeier: Gayley & Owocki (1995, ApJ 446, 801) have calculated the 
linear growth rates of the line-driven instability for WR stars, using a diffu­
sion treatment of multiline scattering. They find that the growth rates are 
reduced relative to O stars by a factor of ~10. However, these growth rates 
are still large enough that blobs or clumps should also develop in WR winds. 

J. Bjorkman: Cohen et al. (1997, ApJ 487, 867) found that the observed 
ROSAT X-ray fluxes from B stars require an X-ray emission measure larger 
than that available in a smooth wind. Do you think that the clumping and 
colliding clouds in your models can explain the observed X-ray levels in B 
stars? 
A. Feldmeier: First, it may be that the mass-loss rates of these winds are 
higher than is presently assumed, and therefore the dilemma with large emis­
sion measures could be avoided. Otherwise, since the cloudlet density is fixed, 
namely at roughly the stationary wind density, it seems that a larger number 
of cloud collisions per unit time is needed to enhance the X-ray emission. An 
alternative possibility is that a few adiabatic shocks could heat large volumes 
of thin wind gas in B stars. Future simulations have to clarify this. 

J. de Jong: How large is the density fluctuation from clumping at small 
radii? Would you expect significant variations in, e.g., the Ha line? 
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A. Feldmeier: The dense shells occur above ~1.5R* and have densities 
which are factors of 10 to 100 higher than those of stationary wind gas. 
According to Puis et al. (1996, A&A 305, 171) the Ha line, which forms be­
tween 1 and 1.5 R* for O stars should not be significantly affected. 

D. Massa: Do you have an idea of the size of the lateral spatial coherence 
of the instabilities you are modelling? 
A. Feldmeier: Presently not, since 2D simulations are still missing. My 
favourite idea is that the fast cloudlets are caused by photospheric turbu­
lence, and have a similarly short lateral length scale. The dense shells, which 
move at roughly the stationary wind speed, may be connected to long-period, 
coherent perturbations, and have a much larger lateral scale; maybe they frag­
ment due to the Rayleigh-Taylor instability. 

S. Shore: What happens when you that the photospheric turbulence and 
organize it with photospheric pulsation? Is it possible to place some limits 
on the ratio of the energy in the turbulent vs. organized velocity field on the 
basis of your models? 
A. Feldmeier: I also favour such a picture. The pulsations could trigger the 
formation of dense shells (or shell segments), and the turbulence could trigger 
the formation of the tiny, fast cloudlets. But we have no quantitative limits 
so far. 

Linda Smith and Achim Feldmeier 
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