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On the role of recognition in consumer choice: A model comparison
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Abstract

One prominent model in the realm of memory-based judgments and decisions is the recognition heuristic. Under

certain preconditions, it presumes that choices are based on recognition in a one-cue non-compensatory manner and that

other information is ignored. This claim has been studied widely—and received, at best, mixed support—in probabilistic

inferences. By contrast, only a small number of recent investigations have taken the RH to the realm of preferential

decisions (i.e. consumer choice). So far, the conclusion has been that the RH cannot satisfactorily account for aggregate

data patterns, but no fully specified alternative model has been demonstrated to provide a better account. Herein, the

data from a recent consumer-choice study (Thoma & Williams, 2013) are re-analyzed with the outcome-based maximum-

likelihood strategy classification method, thus testing several competing models on individual data. Results revealed that

an alternative compensatory model (an equal weights strategy) accounted best for a larger number of datasets than the RH.

Thereby, the findings further specify prior results and answer the call for comparative model testing on individual data that

has been voiced repeatedly.

Keywords: model comparison, recognition heuristic, equal weights strategy, consumer choice, multinomial processing

tree models.

1 Introduction

Many everyday judgments decisions must be made from

memory. Correspondingly, a growing number of mod-

els in judgment and decision making explicitly consider

the role of memory (Weber & Johnson, 2009). One such

theory that has attracted substantial attention in recent

research is the recognition heuristic (RH; Goldstein &

Gigerenzer, 2002). The RH is a simple—and yet often

surprisingly accurate—strategy proposed for comparative

judgments from memory. It presumes that recognized op-

tions are chosen over unrecognized ones in a one-cue non-

compensatory fashion, implying that no further informa-

tion can overrule the binary all-or-none recognition cue

(for the RH’s preconditions, see Gigerenzer & Goldstein,

2011; Pachur, Bröder, & Marewski, 2008). The RH has

been studied widely in the realm of probabilistic infer-

ences (for reviews, see Gigerenzer & Goldstein, 2011;

Pohl, 2011) and although some degree of controversy re-

mains concerning the claim of one-cue non-compensatory

decision-making (Brighton & Gigerenzer, 2011; Hilbig &

Richter, 2011), there is consensus that it does account for

the behavior of some individuals under certain circum-

stances (Hilbig, 2010; Pachur et al., 2008)—especially

whenever the task induces the motivation to reduce cog-
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nitive effort (Hilbig, Erdfelder, & Pohl, 2012; Pohl, Erd-

felder, Hilbig, Liebke, & Stahlberg, 2013).

Extending the RH theory beyond its original domain of

probabilistic inferences, recent studies have investigated

the role of recognition in preferential choice, that is, con-

sumer decision-making (Oeusoonthornwattana & Shanks,

2010; Thoma & Williams, 2013). In both studies, partici-

pants were asked to choose between pairs of products. In

critical pairs, a recognized brand was paired with an un-

known one such that the RH would presume choice of the

former. In addition, the authors manipulated whether addi-

tional information (i) was in line with the recognition cue

(suggesting the same choice), (ii) was neutral, or (iii) con-

tradicted the recognition cue (suggesting choice of the op-

tion with the unknown brand name). In line with previous

research in probabilistic inferences (e.g. Bröder & Eich-

ler, 2006; Newell & Fernandez, 2006; Newell & Shanks,

2004; Richter & Späth, 2006), the authors found that

the probability of choosing recognized options—although

substantial and well above chance level—was not inde-

pendent of the additional information, thus contradicting

the RH’s claim of one-cue non-compensatory decision-

making.

However, the result that aggregate choice probabilities

are not perfectly aligned with the RH does not imply

that another model must be preferred, let alone specify

which one. Likewise, the individual analyses reported

by Thoma and Williams (2013) hint only that the RH

may have been used by some individuals, but probably

not by others—while leaving open how these others may

have been making choices. Correspondingly, Thoma and
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Table 1: Cue patterns for the three item types in Thoma

and Williams’ (2013) experiment and choice predictions

of models.

Item type: 1 (positive 2 (neutral) 3 (negative)

A B A B A B

Recognition 1 0 1 0 1 0

Additional

information
1 0 – – 0 1

Predictions:

RH/WADD1 A A A

EQW A A Guess

WADD2 A A B

GUESS Guess Guess Guess

Williams (2013) conclude that “recognition is not used as

the sole cue” (p. 42), but conclude that their results do

not support any one specific alternative (compensatory)

model (“the compensatory effect observed in this study is

arguably not fully consistent with a simple cue integration

model either”, p. 42). Based on similar findings, some re-

searchers have suggested that the RH be retained so long

as no fully specified alternative model is shown to ac-

count for the data more successfully (Brighton & Gigeren-

zer, 2011; Marewski, Gaissmaier, Schooler, Goldstein, &

Gigerenzer, 2010; Pachur, 2011). However, even if a falsi-

fied model is retained simply because no better alternative

is available, model refutation should undoubtedly trigger

attempts to seek out and comparatively test potentially su-

perior alternative models.

2 Methods

Despite the fact that comparative model tests are the ex-

ception in research on the RH (for a quintessential ex-

ample, see Glöckner & Bröder, 2011) and have not yet

been reported for preferential choice tasks, Thoma and

Williams’ data actually allow for such a test of competing

models, since the degree to which additional information

confirms or contradicts the RH was varied. In such a setup,

the choice-based maximum-likelihood strategy classifica-

tion method suggested by Bröder and colleagues (Bröder,

2010; Bröder & Schiffer, 2003) can be used. In essence, if

models predict distinct choice vectors across two or more

sets of trials (i.e. conditions), the models can be compared

with respect to how well they fit the data. In Thoma and

Williams’ (2013) study, there are three such sets of tri-

als (conditions) or items types as summarized in Table 1.

Note that the strategy predictions and thus model compar-

ison hinge on the vital assumption that the strategy will

be constant across all trials for each individual decision

maker. Given that the nature of the information remains

constant across trials (only its content varies), this is ar-

guably a plausible assumption and one that is common-

place (Bröder & Schiffer, 2006a, 2006b; Glöckner, 2009;

Glöckner & Bröder, 2011; Platzer & Bröder, 2012).1

As outlined above, in critical trials with exactly one

option recognized, the additional information—in Thoma

and Williams’ (2013) study these were quality ratings—

was either aligned with the recognition cue (item type 1),

neutral (item type 2), or contradicted the recognition cue

(item type 3). Participants made 10 choices in each of

these item types and thus 30 in total. Across the three item

types, several models make distinct choice predictions:

The RH predicts choice of the recognized option in each of

the item types—since any additional information should

be ignored. An equal weights model (EQW; choose the

option with the higher sum of positive cue values) pre-

dicts choice of the recognized option in item types 1 and

2, but it has to guess in item type 3 since the two cues con-

tradict each other. A weighted additive model (WADD;

choose the option with the higher sum of weighted cue val-

ues) will make different predictions depending on whether

the recognition cue or the additional information receives

more weight. If the recognition cue is given more weight

(WADD1), the model is equivalent to the RH, thus mak-

ing the same choice predictions. In turn, if the additional

information is given more weight (WADD2), the model

predicts choice of the recognized option in item types 1

and 2 and choice of the unrecognized option in item type

3.

To determine the “best” model for each participant, the

vial assumption is made that the probability of choos-

ing in line with a model’s predictions is constant across

item types (except when guessing is predicted in which

case the choice probability is set to .50). Thus, mod-

els are allowed only unsystematic strategy execution er-

rors, whereas systematic errors lead to misfit (Bröder &

Schiffer, 2003; Moshagen & Hilbig, 2011). To determine

model fit, individual choice frequencies of recognized op-

tions conditional upon item types were used. As Thoma

and Williams (2013) thankfully published the raw data of

their study, these could be calculated in a straightforward

manner. Based on the choice frequencies, and resorting to

the multinomial processing tree framework (Batchelder &

Riefer, 1999; Erdfelder et al., 2009) the Bayesian Infor-

mation Criterion (BIC, Wasserman, 2000) for each of the

models per individual data set was determined using the

freeware multiTree (Moshagen, 2010). Note that reliance

on BIC was indicated since models differ in complexity

(RH/WADD1, EQW, and WADD2 have on free parame-

1For an alternative approach and extension to strategy mixtures, see

Davis-Stober and Brown (2011).
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Table 2: Number of individual datasets (proportion of the

total sample in parenthesis) for which competing models

provided the best account (smallest BIC).

Strict error

criterion (.20)

Lenient error

criterion (.40)

RH/WADD1 10 (16%) 19 (31%)

EQW 24 (39%) 24 (39%)

GUESS 16 (26%) 12 (19%)

WADD2 1 (2%) 2 (3%)

Unclassified* 11 (18%) 5 (8%)

* Datasets remain unclassified if all models are ex-

cluded, either due to absolute misfit (p < .05) or due

to an observed error above the error criterion spec-

ified. The rationale is that these datasets were most

likely generated by a decision strategy outside the set

of those considered (Moshagen & Hilbig, 2011).

ter each whereas GUESS has none). Model equations can

be found in Appendix A. The model which produced the

smallest BIC was retained as the best description of an in-

dividual participants’ data (for a similar approach in multi-

nomial modeling see Hilbig, Erdfelder, & Pohl, 2011).2

To rule out falsely classifying datasets which were most

likely generated by some other, unknown process outside

the set of models considered, only models that fit the data

(p > .05) were retained for classification (Moshagen &

Hilbig, 2011).

3 Results

The classification results are summarized in Table 2 for

each of two different maximum levels of execution error

(Bröder & Schiffer, 2003; Glöckner, 2009). The former

implements a rather strict requirement, namely that mod-

els should predict choices very well and substantially bet-

ter than chance level. The latter, in turn, is more lenient

and requires only that models predict choices slightly bet-

ter than chance. As can be seen, EQW provided the best

account for the modal number of datasets. This result

held regardless of the level of execution error that was

allowed. Only a few datasets were best accounted for

by RH/WADD1, especially with a stricter maximum level

2Prior to analyzing the actual data, a recovery simulation was run

to ensure that the method would uncover the data-generating model reli-

ably. To this end, 1000 datasets were generated under each of the models’

choice predictions, assuming a strategy execution error of .10. Results re-

vealed that 90% of datasets were classified correctly (the data-generating

model produced the smallest BIC) and misclassifications were unsystem-

atic, thus ruling out bias in favour of any one particular model.

of execution errors. Guessing also accounted for some

datasets, whereas WADD2 accounted for essentially none.

As these findings reveal, EQW accounted for most par-

ticipants’ choices best. Note, however, that when EQW

predicted guessing (i.e. in the negative condition) there

were systematic item-level difference for participants clas-

sified as EQW-users. More specifically, whereas the ag-

gregate probability of choosing the recognized brand was

.52 and thus very close to chance, predicting a choice pro-

portion of .50 (across participants) for each single brand

led to misfit (χ²(26) = 52.5, p = .002). That is, the strict

interpretation of EQW that guessing should occur for each

item in the negative condition was rejected. Closer inspec-

tion revealed that this was primarily driven by two famil-

iar brands which were extremely often chosen despite the

additional negative cue, namely Apple (.82) and Toshiba

(1.00). Once these two were excluded from the analy-

sis, the strict EQW-hypothesis (choice proportion of .50

for each single brand across participants) fit the data well

(χ²(24) = 31.8, p = .13).

To further assess the appropriateness of the classified

models, participants’ response times across the three item

types were analyzed (for a similar approach, see Bröder &

Gaissmaier, 2007). The RH predicts that response times

should be equivalent across the three item types: As shown

in Table 1, the recognition cue always discriminates and

since choices should thus be based on this cue alone, re-

sponse times should be constant across item types (Glöck-

ner & Bröder, 2011). EQW predicts that all pieces of

information are acquired and added in each of the item

types, implying the same processing time3. However, in

item type 3 an additional step is required, namely guessing

(because the sum of cue values does not discriminate be-

tween options). Thus, according to EQW response times

should be equivalent in item types 1 and 2, but longer in

item type 3. Finally, GUESS predicts constant response

latencies across all item types. WADD2 was not consid-

ered in the analysis since too few datasets conformed to

this model in the choice-based classification.

For the analyses, the mean log-transformed response

time was computed for each participant and item type.

These means along with the classified model per individ-

ual data set (separately for the lenient and strict classifi-

cation criterion) can be found in the online supplementary

material. To test the above predictions, the mean response

times were compared for each combination of item types

(1 vs. 2, 2 vs. 3, and 1 vs. 3) using paired t-test, across all

individuals classified into the same model category. Given

that several null-hypotheses were tested (i.e., equivalent

3Note that in item type 2 the additional cue is not absent (this would

imply less processing time), but simply does not discriminate between

options.
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Table 3: Mean differences (JZS Bayes factors in paren-

thesis) for each of the response time differences between

item types, conditional upon strategy classification (le-

nient classification criterion). See Table 1 for item types.

Items types tested against each other

1 vs. 2 2 vs. 3 1 vs. 3

RH/WADD1 .004 (5.6) .041* (.53) .045* (.49)

EQW .020 (2.6) .044* (.72) .064** (.03)

GUESS .019 (2.5) .030 (3.0) .048 (1.1)

Note: * p < .05, ** p < .01 (paired t-tests). Positive

differences indicate that the former item type was re-

sponded to faster. JZS Bayes factors are odds in favor

of the null-hypothesis (no difference); thus, values be-

low 1 indicate evidence for the alternative hypothesis.

response times), the obtained t-values were transformed

into JZS Bayes factors using the approach of Roulder,

Speckman, Sun, Morey, and Iverson (2009). Thereby, the

odds in favor of the null hypothesis (assuming uniform pri-

ors) were approximated. The resulting mean differences

and JZS Bayes factors are summarized in Table 3. The

full analyses can be found in Appendix B.

As can be seen, the predictions of the RH were only

partially corroborated. For those individuals classified as

RH-consistent, response times did not differ between item

types 1 and 2 (as predicted). However, there was a clear

difference between item types 2 and 3 as well as 1 and 3—

contrary to the RH-predictions. Note that, when basing

analyses on the strict classification criterion (Appendix B),

the evidence no longer implied robust differences between

item types (although the mean difference for the compar-

ison of item types 1 vs. 3 was comparable in size); how-

ever, in this analysis, only 10 data sets were classified as

RH-consistent in the first place (see Table 2).

For datasets classified as EQW, the response time dif-

ferences were in line with the predictions (which held

independent of the classification criterion, see Appendix

B): There was no difference between item types 1 and 2,

whereas response times were longer in item type 3 as com-

pared to both 1 and 2. Finally, as predicted, most tests

favored the null-hypothesis of no response time difference

for data sets classified as GUESS (the only exception is the

comparison of types 1 vs. 3 when using the strict classifi-

cation criterion, see Appendix B). Overall, response time

patterns were very well aligned with the strategy classifi-

cation in the case of EQW and satisfactorily so in the case

of GUESS.

4 Discussion

Based on these findings, the conclusions of Thoma and

Williams (2013) on the role of recognition in consumer

choice (see also Oeusoonthornwattana & Shanks, 2010)

can be further specified. Indeed, the RH does not ac-

count for the data particularly well: Although it once again

turned out the superior model at least for a minority of par-

ticipants in terms of accounting for choice data (for sim-

ilar conclusions in probabilistic inferences, see Pachur et

al., 2008), response time patterns contradicted RH predic-

tions even for these individuals (Glöckner & Bröder, 2011;

Hilbig & Pohl, 2009). Only when using a strict strategy

classification criterion did response time patterns conform

to the RH—while very few datasets (16%) were actually

classified as RH-consistent in this case. Either way, the

evidence for the RH is limited, at best. On the other hand,

the very low rate of classifications for a model assuming

that alternative information is weighted more strongly than

recognition (WADD2) suggests that recognition will also

rarely be overruled.

Instead, the current data suggest that recognition and

further information are treated equivalently by most de-

cision makers. Specifically, the results show that a fully

specified alternative model, namely an equal weights strat-

egy, provides a superior account of choice patterns for a

modal number of data sets. Additionally, response time

patterns were aligned with model predictions for these

data sets, thus lending further support to the strategy clas-

sification. So, extending the conclusions of Thoma and

Williams (2013), their data do favor a specific compen-

satory model over the RH, namely one in which recog-

nition is weighted no more or less than the additional in-

formation (for similar conclusions, see Richter & Späth,

2006).

Nonetheless, item-level analyses also show that the

strategy classification method used herein will be influ-

enced by the specific item material. The more brands like

Apple and Toshiba—which appear to be chosen irrespec-

tive of contradictory information—are included, the fewer

participants will be classified as consistent with EQW (and

the more with the RH). More importantly from a sub-

stantive point of view, the item-level results replicate that

the RH’s notion of all-or-none recognition is inappropri-

ate (Erdfelder, Küpper-Tetzel, & Mattern, 2011; Newell

& Fernandez, 2006): Familiar items come with certain

knowledge which is integrated in the choice situation. By

contrast, a binary all-or-none understanding of recogni-

tion could not explain why—in the face of contradictory

information—brands like Apple and Toshiba were con-

sistently chosen, whereas brands like Olympus and Shure

were hardly ever chosen.

Furthermore, it should be noted that the realm of con-

sumer choice differs in noteworthy ways from probabilis-
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tic inferences for which the RH was originally proposed.

In particular, when considering the preconditions for the

RH proposed by Pachur et al. (2008), it is important

to note that the current domain includes induced (rather

than natural) cue knowledge, menu-based (rather than

memory-based) information acquisition, unknown recog-

nition validity, and additional information about unrecog-

nized options—all of which are considered non-optimal

preconditions for the RH by Pachur et al. (2008). Never-

theless, the current findings do provide insight on the role

of recognition in consumer decision making—especially

in providing an alternative account of how recognition in-

formation may be integrated in these decisions.

Overall, the novel findings from the current model

comparison answer the call for specifying an alternative

model that provides a better account of the data as com-

pared to the RH (Brighton & Gigerenzer, 2011; Marewski

et al., 2010; Pachur, 2011)—in this case, in consumer

choice. Importantly, the current findings should not be

over-interpreted as evidence that decision makers used

EQW. The current methodology is not primarily designed

to test any one specific process model critically, but rather

to provide relative insight on which of several models pro-

vides a better account for the data. All models are nec-

essarily abstractions and even a model that accounts for

the data well need not represent the true underlying pro-

cess (Roberts & Pashler, 2000). However, Thoma and

Williams’ (2013) data and the current analyses demon-

strate that an alternative to the RH is superior in account-

ing for the data. In simple terms, this finding is not neces-

sarily a strong argument for EQW—and indeed, a strict

interpretation of EQW did not hold for each and every

item—but it is stronger evidence against the RH as com-

pared to the original conclusion.
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Appendix A

Model equations for use in the multiTree freeware tool (Moshagen, 2010) for each of the models considered. The first

column refers to the item type (see first row of Table 1), the second column specifies the category number (i.e. which

option is chosen, with 1, 3 and 5 referring to option A and 2, 4, and 6 to option B) see second row of Table 1), and the

third specifies the choice probabilities. Note that the probability of choosing in line with a model’s predictions is 1—e,

as e denotes a strategy execution error.

RH/WADD1: 1 1 (1-e)

1 2 e

2 3 (1-e)

2 4 e

3 5 (1-e)

3 6 e

EQW: 1 1 (1-e)

1 2 e

2 3 (1-e)

2 4 e

3 5 .50

3 6 .50

GUESS: 1 1 .50

1 2 .50

2 3 .50

2 4 .50

3 5 .50

3 6 .50

WADD2: 1 1 (1-e)

1 2 e

2 3 (1-e)

2 4 e

3 5 e

3 6 (1-e)

Appendix B

Results of response time comparisons for all pairs of item types, conditional upon strategy classification (separately for

the lenient and strict classification criterion).

Criterion Class. Pair
Mean

diff.
s.d. s.e. t-value df p

Bayes

factor

lenient RH neut/pos 0.004 0.092 0.021 0.20 18 0.847 5.62

lenient RH neg/neut 0.041 0.074 0.017 2.39 18 0.028 0.53

lenient RH neg/pos 0.045 0.080 0.018 2.43 18 0.026 0.49

lenient EQW neut/pos 0.020 0.069 0.014 1.40 23 0.175 2.56

lenient EQW neg/neut 0.044 0.097 0.020 2.23 23 0.036 0.72

lenient EQW neg/pos 0.064 0.083 0.017 3.79 23 0.001 0.03

lenient GUESS neut/pos 0.019 0.055 0.016 1.17 11 0.267 2.52

lenient GUESS neg/neut 0.030 0.105 0.030 0.98 11 0.348 3.00

lenient GUESS neg/pos 0.048 0.090 0.026 1.86 11 0.090 1.12

strict RH neut/pos 0.028 0.076 0.024 1.15 9 0.278 2.38

strict RH neg/neut 0.014 0.068 0.021 0.63 9 0.543 3.57

strict RH neg/pos 0.041 0.073 0.023 1.80 9 0.106 1.16

strict EQW neut/pos 0.020 0.088 0.018 1.10 23 0.284 3.61

strict EQW neg/neut 0.043 0.097 0.020 2.17 23 0.041 0.80

strict EQW neg/pos 0.063 0.090 0.018 3.40 23 0.002 0.07

strict GUESS neut/pos 0.011 0.058 0.015 0.76 15 0.460 4.04

strict GUESS neg/neut 0.040 0.098 0.024 1.65 15 0.120 1.60

strict GUESS neg/pos 0.051 0.083 0.021 2.48 15 0.026 0.45

Lenient refers to a maximum strategy execution error of .40, strict refers to .20 (see Table 2). Class is the classified

model. S.d. and s.e. are those of the mean difference. The Bayes factor is approximated using http://pcl.missouri.

edu/bf-one-sample.
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