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ABSTRACT. An enhanced temperature-index glacier melt model, incorporating incoming shortwave
radiation and albedo, is presented. The model is an attempt to combine the high temporal resolution and
accuracy of physically based melt models with the lower data requirements and computational simplicity
of empirical melt models, represented by the ‘degree-day’ method and its variants. The model is run with
both measured and modelled radiation data, to test its applicability to glaciers with differing data
availability. Five automatic weather stations were established on Haut Glacier d’Arolla, Switzerland,
between May and September 2001. Reference surface melt rates were calculated using a physically
based energy-balance melt model. The performance of the enhanced temperature-index model was
tested at each of the four validation stations by comparing predicted hourly melt rates with reference
melt rates. Predictions made with three other temperature-index models were evaluated in the same way
for comparison. The enhanced temperature-index model offers significant improvements over the other
temperature-index models, and accounts for 90–95% of the variation in the reference melt rate. The
improvement is lower, but still significant, when the model is forced by modelled shortwave radiation
data, thus offering a better alternative to existing models that require only temperature data input.

1. INTRODUCTION
Knowledge of snow and ice surface melt rates is important
for the correct assessment and management of water
resources (Hamlet and Lettenmaier, 1999; Marsh 1999),
including the prediction of seasonal or short-term discharge,
for studies of glacier hydrology and dynamics (see Fountain
and Walder (1998) and Willis (1995) for respective reviews)
and of glacier mass balance (Arnold and others, 1996;
Richards and others, 1996).

Surface melt rates can be calculated by means of two
different approaches: physical energy-balance models and
empirical temperature-index models. The former may be
defined as a model in which each of the relevant energy
fluxes at the glacier surface is computed from physically
based calculations using direct measurements of the
necessary meteorological variables, and the melt rate is
calculated as the sum of the individual fluxes. The latter may
be defined as a model in which the melt rate is calculated
from an empirical formula in which air temperature is the
sole measured input variable, although additional input
variables, such as incoming shortwave radiation, may be
incorporated through parameterizations based on time and
location. Temperature-index models have been widely used
for both glaciological and hydrological applications due to
their parsimony in data requirement in comparison with the
more sophisticated energy-balance models. However, their
applicability is usually restricted to simulation of melt rates
at daily or coarser resolution, and in a lumped or semi-
lumped manner for calculation of average melt rates over a

whole basin. Recently, an increasing need for high temporal
and spatial resolution simulations of the melt rate (e.g. Hock,
2003) has prompted numerous attempts to combine the
accuracy of physically based energy-balance models with
the simplicity of temperature-index approaches.

The main aim of this study is to develop a melt model
with lower data requirement than an energy-balance model
but a stronger physical basis than current temperature-index
models. This is achieved by:

1. incorporating variations in incoming radiation and
albedo into melt calculations

2. developing a more physical representation of the surface
energy balance in the model, through separation of
temperature-dependent and temperature-independent
energy sources.

Net shortwave solar radiation is the dominant source of melt
energy on most glaciers (Braithwaite and Olesen, 1990;
Braithwaite, 1995; Arnold and others, 1996; Greuell and
Smeets, 2001; Willis and others, 2002). Hence, in this
investigation attention is focused on the energy input from
shortwave radiation. In addition to incoming shortwave
radiation, albedo is incorporated into the melt-rate calcula-
tion. Surface albedo is defined as the broadband, hemi-
spherically averaged reflectance in the spectral range 0.3–
2.8 mm, and is primarily controlled by the properties of the
snow and ice surface. Albedo determines the amount of
incoming shortwave radiation that is absorbed at the snow
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or ice surface, and thus exerts a strong influence upon the
spatial and temporal evolution of melt rates. It is well known
that albedo variations associated with snow metamorphism
alone are a significant control on the surface melt rate, and
in particular that summer snowfall events are of great
importance to the summer energy balance (Brock and
others, 2000b). Indeed, the importance of taking into
account albedo in melt computations through temperature-
index models has been emphasized by Lang and Braun
(1990). Additionally, albedo variations on snow can be
largely explained by temperature (Brock and others, 2000a)
and may be parameterized purely as a function of
temperature and/or age of the snow surface (US Army Corps
of Engineers, 1956; Brock and others, 2000b), and hence
may be incorporated into a temperature-index model
without the need for additional data.

A second aim of this paper is to assess the improvement
in model performance associated with the inclusion of the
shortwave radiation balance, independently of uncertainties
introduced by parameterizations or extrapolation of the
input variables. Thus, in a first stage the model is developed
and tested at the point scale, where measured input
variables can be used. Melt rates simulated by the
temperature-index model are compared, for calibration
and validation, to hourly ablation rates modelled by an
energy-balance model, rather than measured melt rates, due
to the relatively large errors associated with direct measure-
ments of surface lowering over short time-scales. After the
model is tested with measured input variables, its applica-
tion with parameterized input is also evaluated.

An important aspect of this research is to test how
temperature-index models cope with major changes in
surface conditions during the ablation season, such as snow
metamorphism and snow-to-ice transition. The inclusion of
albedo is required to reflect the physical changes in glacier
surface conditions that affect the surface melt rate over an
ablation season. As yet, few studies have specifically
examined the effect of the inclusion of albedo on the
performance of a temperature-index model, or the enhanced
temporal resolution and spatial transferability that might be
achieved in this manner. Albedo was previously incorpo-
rated into a temperature-index melt model (Martinec, 1989),
but in that study albedo was prescribed based on the
subjective evaluation of the surface state, and modelled melt
rates were not validated. A model very similar to the one
described in this paper was also developed by Kane and
others (1997). That model, however, was applied not to an
alpine glacier but to an arctic site characterized by a light
snowpack (5–20 cm of water) and the presence of protruding
vegetation; and daily, rather than hourly, melt-rate variations
were examined. Therefore, the ablation season considered
was much shorter than that of a glacier, and did not include
variations in surface conditions such as the transition from
snow to ice. Furthermore, in contrast to Kane and others
(1997), our model is run with input data measured at the site
of model application, thus avoiding errors introduced by
their extrapolation in space.

Once the model performance is tested with measure-
ments of the input variables, a third aim is to assess its
performance using temperature data as the only measured
input variable. Accordingly, the model is run using
parameterizations of radiation and albedo which do not
require more data than the simpler model versions used in
this study. In this way, the model applicability is also

established for operational purposes on glaciers where fewer
data are measured.

This study uses a new dataset, collected on Haut Glacier
d’Arolla, Switzerland, during the 2001 ablation season. Five
automatic weather stations (AWSs) were operated on the
glacier throughout the summer of 2001 to gain a better
understanding of the spatial variability of melt rate. The
enhanced temperature-index model and other versions of
the temperature-index approach were developed at the
central site on the glacier, and tested against hourly melt
rates simulated by the energy-balance model at the four
remaining locations distributed over the glacier.

2. BACKGROUND
Temperature-index melt models are based on the assump-
tion that melt rates are linearly related to air temperature,
which is regarded as an integrated index of the total energy
available for melt. The factor of proportionality is the so-
called ‘degree-day factor’, DDF (mm 8C–1 per time-step):

M ¼ DDFsnow=iceT T > TT
0 T � TT

�
ð1Þ

where M is the melt rate (mmw.e. per unit of time), T is the
mean air temperature of each time-step at the screen level
(8C) and TT is a threshold temperature above which melt is
assumed to occur (e.g. 18C).

Attempts at relating melt rates to air temperature date back
to the end of the 19th century (Finsterwalder and Schunk,
1887) and since then this method has been widely applied for
computing melt rates that are used as input for runoff models
(Bergström, 1976; Tangborn, 1984; Martinec and Rango,
1986), ice-dynamics models (e.g. Huybrechts and others,
1991; Oerlemans and others, 1998) and studies of climatic
sensitivity (Laumann and Reeh, 1993; Bøggild and others,
1994; Jóhannesson and others, 1995; Jóhannesson, 1997;
Braithwaite and Zhang, 1999). An extensive discussion of the
temperature-index approach can be found in Hock (2003),
together with an explanation of the accuracy achieved.

Despite their success in a wide range of lumped applica-
tions (see, e.g., Hock, 2003), temperature-index methods
imply a strong simplification of complex physical processes
which are more properly described by the energy balance of
the glacier surface and overlying atmospheric surface layer.
As a result, they suffer from two major limitations. First, their
temporal resolution is restricted to daily or coarser resolution
(Kustas and others, 1994), hence the approach is not
appropriate for simulating the diurnal cycle of melt rate.
Secondly, the spatial variation of melt rates across a glacier
can only be simulated through changes in elevation associ-
ated with the air-temperature lapse rate. In reality, spatial
melt-rate variations occur due to variations in the surface
energy balance from location to location, and are controlled
in a complex way by topographic features and surface
conditions, principally surface roughness and albedo. Differ-
ences between snow and ice are often taken into account by
specifying two different values of the degree-day factor for the
two types of surface. This approach, which is appropriate for
lumped calculations, is less suitable for distributed simula-
tions of the spatial patterns of melt rate across a glacier.

Due to these limitations, some workers have attempted to
incorporate additional meteorological variables and/or more
physically based expressions in the standard temperature-
index model (Equation (1)) (e.g. Kustas and others 1994;
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Cazorzi and Dalla Fontana, 1996). This approach was
developed further by Hock (1999), through the addition of a
potential direct radiation term to the classic temperature-
index model:

M ¼ MFþ RFIPOTð ÞT T > TT
0 T � TT

�
ð2Þ

where M is the melt rate (mmh–1), T is hourly mean air
temperature at the screen level (8C) and IPOT is potential
clear-sky direct solar radiation (Wm–2). MF and RF are two
empirical coefficients, respectively the melt factor and
radiation factor, which are expressed in mmh–1 8C–1 and
m2mmW–1 h–1 8C –1, respectively. The radiation factor has
different values for snow and ice. Apart from temperature,
no additional time-dependent meteorological variables are
required, and values of IPOT vary spatially according to the
surface slope and aspect calculated from a digital elevation
model (DEM). In addition to calculating topography-
dependent melt-rate variations, hourly values of melt are
computed, since IPOT is calculated at an hourly time-step.
Based on a comparison of bulk glacier discharge at
Storglaciären, Sweden, this method proved to be only
slightly less accurate than a physically based distributed
energy-balance model (Hock, 1999).

Despite the improvements afforded by Hock’s method,
two limitations are still apparent. First, the variation in
absorption/reflection of radiation at the surface, i.e. albedo,
is dealt with crudely, with only two different RF values, for
snow and ice, used. Second, according to Equation (2), the
MF and RFIPOT are lumped together and multiplied by
temperature, whereas, from a consideration of the energy
balance, it is apparent that RFIPOT should be independent of
temperature. Hock’s model attempts to improve the simple
temperature-index method by varying the degree-day factor
in space and time as a function of a potential radiation term
dependent only on topography and solar geometry, and
therefore in a way that is compatible with the data require-
ments of a simple temperature-index model. In this respect,
the improvement obtained over a simple temperature-index
model is remarkable. However, when shortwave radiation
data are available, a more physical representation of melt,
based on the energy-balance equation (Greuell and Gen-
thon, 2003), seems more appropriate to the formulation of
the model.

3. MEASUREMENTS
3.1. The study area
The model was developed and tested using measurements
made during the 2001 summer season on Haut Glacier
d’Arolla. The glacier is situated at the head of the Val
d’Hérens, in Valais, Switzerland, and is about 4 km long, has
an area of about 6.3 km2 and ranges in elevation from 2550
to >3500m. It consists of an upper basin with northwesterly
aspect feeding a northward-flowing glacier tongue (Fig. 1).

The glacier has been the site of an integrated study of
meteorology, hydrology, water quality and ice dynamics for
>10 years (Richards and others, 1996), and numerous
datasets and energy-balance models for the glacier exist.
In particular, two surface energy-balance models were
developed and tested using data collected on the glacier,
namely those described by Arnold and others (1996) and by
Brock and Arnold (2000). The latter is used in this paper to
calculate reference surface melt rates.

3.2. Meteorological measurements and measurements
of surface lowering (ablation)
Meteorological input data are needed for both the enhanced
temperature-index model described in this paper and the
energy-balance model. Five AWSs were established during
summer 2001 along two intersecting transects on Haut
Glacier d’Arolla (Table 1). The location of the five weather
stations is shown in Figure 1. The north-central, central and
south-central stations were set up along a transect at about
2920m a.s.l., to observe cross-glacier changes in the
meteorological variables independently of elevation. The
second transect was formed by the lowest, central and
uppermost stations, placed at 2830, 2920 and 3015ma.s.l.
respectively. Combination of the two transects provides a
picture of the spatial variability of melt rates and driving
meteorological variables associated with along- and across-
glacier changes in topography and surface conditions
(Strasser and others, 2004).

During the 2001 ablation season, the central, north-
central and lowest stations were located in the ablation area,
whereas the uppermost and south-central stations were in
the accumulation area of the glacier. The characteristics of
the five stations are listed in Table 1. Northerly aspect and
shading (Fig. 1; Table 1) lead to the survival of the winter
snowpack at the south-central station, while ice at the same
elevation became exposed at the central and north-central

Fig. 1. Map of Haut Glacier d’Arolla, showing the location of the
five AWSs used in the study and of the permanent station in the
proglacial valley. The image shows the DEM of Haut Glacier
d’Arolla and the surrounding area, as derived by digital photo-
grammetry using aerial photographs taken in September 1999. Grid
size is 10m. The image was relief shaded. The black line indicates
the glacier border.
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stations by mid-August. All weather stations were surveyed
daily during the period 16–29 May and again in the period
16 July–15 August. Three of the five stations did not work for
short intervals in the middle of the melt season (Table 1).

At each station, the following meteorological variables
were recorded: air temperature (8C), relative humidity (%),
wind speed (m s–1) and direction (8), incoming and reflected
shortwave radiation (Wm–2). At the central station, net
radiation (Wm–2) was also monitored. Measurements were
taken every 5 s and the average stored every 5min on
Campbell CR10 and CR10X dataloggers. The sensors were
mounted on stations made up of a tripod and an arm, on
which the sensors were fixed 2m from the bottom. A square
metal plate of 30� 30 cm was fixed at the end of each leg,
so that the station was sitting on the snow or ice surface and
could sink together with the melting surface to maintain a
constant distance between the sensors and the surface. This
also ensured that surface fluxes were measured in a surface-
parallel plane (Mannstein, 1985; Brock and others, 2000b;
Greuell and Genthon, 2003). This was not always the case,
however, since stations initially sank in the snowpack for
about 0.2–0.3m until they reached equilibrium. Thus, the
heights of the wind, temperature, humidity and radiation
sensors were nominal. The temperature and humidity
sensors were shielded and artificially ventilated. The raw
data were aggregated to hourly averages, and these hourly
datasets constituted the input to all the melt models.

Additional meteorological data were provided by an AWS
located at a proglacial site approximately 1 km from the
glacier terminus, which has operated since November 2000
(Fig. 1). The proglacial station records the same variables as
the glacier central station and, in addition, solid and liquid
precipitation.

At the location of the central station, an ultrasonic ranger
was installed between 29 May and 14 August, in order to
measure continuously the lowering of the glacier surface.
The ultrasonic ranger measured every 5 s, and data were
stored every 5min on a Campbell CR10X datalogger. At the
location of the central and uppermost stations, ablation
stakes were also installed, as part of a set of 20 stakes that
were installed widely across the glacier. Density measure-
ments were made during the installation of the stakes and
the ultrasonic ranger, and later on at various intervals, to
enable the conversion of surface lowering into snow water
equivalent (w.e.) melt.

3.3. Melt calculations using the energy-balance model
Time series of hourly melt rates are required both in the
optimization of model parameters and in the testing of
model performance. Direct measurements of surface low-
ering at ablation stakes suffer from significant errors at time

periods less than 1week (e.g. Müller and Keeler, 1969;
Munro, 1990), while both direct measurements at ablation
stakes and continuous monitoring of surface lowering from
ultrasonic rangers are affected by time lags between melt
and its expression as a lowering of the surface (Munro,
1990). For these reasons, an energy-balance model was used
to compute hourly melt rates at each of the locations of the
five weather stations. The model is described in detail in
Brock and Arnold (2000).

When incoming and reflected shortwave radiation fluxes
are measured directly (as at each of the AWSs), energy-
balance theory enables point melt rates to be calculated,
with a very small margin of error, from accurate local
meteorological measurements (e.g. Brock and others,
2000b; Willis and others, 2002). Thus, for the AWS sites,
the energy-balance model should provide a reliable refer-
ence melt rate. Most significantly for this study, the energy-
balance model calculates real-time melt values, unaffected
by time lags between melting and surface lowering.

The Brock and Arnold (2000) model computes the
surface energy balance and surface melt rate for a point
on a melting snow or ice surface, and assumes that there is
no conduction of heat into the snowpack or glacier.
Normally, incoming shortwave radiation and albedo are
required inputs to the model. The model was adapted for
this study to accommodate the availability of direct
measurements of both incoming and reflected shortwave
radiation at each AWS. The adapted model is forced by the
following hourly measurements of meteorological variables:
incoming shortwave radiation (Wm–2), reflected shortwave
radiation (Wm–2), air temperature (8C), air vapour pressure
(Pa) and wind speed (m s–1). Direct measurement of both
incoming and reflected shortwave radiation fluxes ensures
that a major source of error in energy-balance models, due
to the uncertainty in the surface albedo value, is avoided.

The sensible and latent fluxes are evaluated by means
of the ‘bulk’ aerodynamic approach, using the Monin–
Obukhov similarity equations to account for stable condi-
tions in the glacier surface boundary layer (Ambach and
Kirchlechner, 1986; Oke, 1987; Munro, 1989, 1990). This
method requires wind speed, temperature and humidity to
be measured at only one height above the surface. The
scaling lengths for temperature and humidity (zt and ze,
respectively) are computed as functions of the surface
aerodynamic roughness length (z0) and flow, using the
roughness Reynolds number, following Andreas (1987) (see
Brock and Arnold (2000) for an extensive discussion on this
point). Although some of the assumptions of bulk transfer
theory are not met over melting glacier surfaces, due to the
presence of a low-level wind-speed maximum, recent field
and modelling studies have shown this method introduces

Table 1. Characteristics of the locations of the five AWSs

Station Elevation Slope Aspect Location Period of functioning
m 8 8

Central 2920 7.5 275 Ablation area 29 May–6 July, 17 July–12 Sept.
Uppermost 3015 3.5 265 Accumulation area 16 May–12 Sept.
North-central 2916 4.7 322 Ablation area 16 May–6 July, 17 July–12 Sept.
South-central 2928 15.8 26 Accumulation area 29 May–12 Sept.
Lowest 2830 6.6 28 Ablation area 15 May–21 June, 18 July–12 Sept.
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only a small error into turbulent flux calculations (Munro,
1990; Denby and Greuell, 2000). Furthermore, the turbulent
fluxes make a relatively minor contribution to total surface
melt at Haut Glacier d’Arolla (Arnold and others, 1996).

The model also requires that the z0 for the location is
specified. As no z0 measurements were made in this study, a
simple scheme for z0 was employed, based on field
observations, analysis of photographic records and of the
timing of snowfalls, where z0¼0.1mm following snowfall,
and z0¼1.0mm after snowfall when melting has taken
place, and on ice. This scheme is based on a recent study of
surface roughness on Haut Glacier d’Arolla (Brock, 1997).
An order-of-magnitude error in z0 leads to a 25% error in the
turbulent heat fluxes (Denby and Greuell, 2000), so errors in
the turbulent heat flux calculations due to uncertainties in
the value of z0 should be well below this level.

The outgoing longwave radiation flux is computed
assuming that the surface is at 08C and radiates as a black
body. Incoming longwave radiation is also calculated from
the Stefan–Boltzmann relationship, where the effective
emissivity of the sky is computed as a function of cloud
cover which in turn is estimated from the ratio of measured
incoming shortwave radiation to potential clear-sky incom-
ing shortwave radiation (for full details see Brock and
Arnold, 2000).

Figure 2 shows hourly melt rates computed by the energy-
balance model at the central station for the entire ablation
season. It depicts the typical pattern of ablation rates over
the course of a melt season, which was similar at all stations.
Melt rate is lower at the start of the season due to the high
snow albedo and lower temperature, and increases over the
course of the ablation season with increasing temperature
and decreasing albedo. There are marked diurnal cycles
ranging from 0 to a maximum of �5–9mmw.e. h–1 during
the day. Such diurnal cycles are dominated by the pattern of
incoming shortwave radiation and therefore tend to peak in
the early afternoon.

To validate the energy-balance model, melt computed
with the model at the central station was compared to both
the ultrasonic ranger readings and surface lowering recorded
at the ablation stake. For comparison, the period 23 July–14
August was selected, because of the availability of a reliable

snow density (�) measurement. The ultrasonic readings were
smoothed to remove noise using a Hamming window, and
both the ultrasonic and stake readings were converted into
w.e. by using the density measurement taken on 5 August
(�¼504 kgm–3). Ablation stake readings were made on 23
and 26 July and 2, 5, 10 and 12 August.

Figure 3 shows the comparison of the simulated
cumulated hourly melt with the ultrasonic range series and
the discrete stake readings. The energy-balance simulations
and the measurements are generally in very good agree-
ment, apart from the last few days of the period (11–
14 August), immediately before the transition from snow to
ice occurred at this site, when the energy-balance melt
slightly overestimates the melt measured by the ultrasonic
ranger, but is still in very close agreement with the final
ablation-stake measurement on 12 August. These results
demonstrate that the energy-balance simulations can be
confidently used as the reference melt rate.

4. DEVELOPMENT AND TESTING OF THE NEW
TEMPERATURE-INDEX MODEL
4.1. Description and formulation
The temperature-index model proposed here computes melt
as the sum of two components:

M ¼ TFT þ SRFð1� �ÞG T > TT
0 T � TT

�
ð3Þ

where � is albedo and G is incoming shortwave radiation
(Wm–2). TF and SRF are two empirical coefficients,
respectively the temperature factor and shortwave radiation
factor, expressed in mmh–1 8C–1 and m2mmW–1 h–1. TT is
equal to 18C. When temperature is below TT no melt occurs.

The model assumes that daily albedo data are appropriate,
whereas all the other variables are used at hourly resolution.
Although albedo is known to increase with increasing solar
zenith angle (�), this effect is greatest at high �, and it is
generally accepted that � is largely independent of � when
�< 508 (Wiscombe and Warren, 1980; Konzelmann and
Ohmura, 1995; Brock and others, 2000a). Hence, one daily
albedo value was used, based on albedo measured for small
�, when incoming shortwave radiation is greatest. Albedo is
also known to increase with cloud cover (Cutler and Munro,
1996; Brock, 2004); however, consideration of cloud-cover
variation is beyond the scope of our model comparison study.

Fig. 2. Reference hourly melt rates computed by the energy-balance
model at the central station for the full melt season, together with
measured air temperature (black trace) and albedo (red trace) at the
same station (top). Albedo is plotted only for the daytime hours
(measured incoming shortwave radiation above 50Wm–2), hence
the discontinuous line.

Fig. 3. Comparison between melt simulated by the energy-balance
model, measured at the ultrasonic gauge, and readings at the
ablation stake, at the central site, for the period 27 July–14 August.
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In Equation (3), the contributions to melt energy of the
longwave radiation and turbulent fluxes in one term and
shortwave radiation in the other are clearly separated. In
order to test whether the separation of temperature-depend-
ent and temperature-independent energy sources improves
the calculation of melt rates, an alternative formulation
(incorporating �) was implemented and tested, based on the
multiplicative formula of Hock (1999), and compared with
the more physically based Equation (3):

M ¼ ½TFþ SRFð1� �ÞG�T T > TT
0 T � TT

�
ð4Þ

Note that in Equation (4) the empirical coefficient SRF has
different dimensions than in Equation (3), as it is expressed
in m2mmW–1 h–1 8C–1.

To test the model applicability to glaciers with more
limited data availability than in this study, model D was also
run using modelled radiation input data. This also allows a
comparison between models with the same measured input
data. Incoming shortwave radiation was modelled using a
parametric model for clear-sky conditions based on Iqbal
(1983) andmodified byCorripio (2003). Themodel computes
absorption, reflection and transmission of solar irradiance
through the atmospheric path between the top of the
atmosphere and the glacier surface. It also takes into account
the effect of topography on the radiation receipt. A new set of
algorithms (Corripio, 2003) was used to calculate terrain
parameters such as slope gradient and aspect from a DEM of
the glacier, and employed in the actual solar radiation model
to compute the exact position of the sun, the angle of inci-
dence of the sun on the surface, the hill shading and the sky-
view factor. The DEM of the glacier, with 10m resolution,
was produced from aerial photographs taken in 1999.

The model can compute clear-sky incoming shortwave
radiation with high accuracy, but omits cloud cover.
Treatment of cloud effects is important, because cloud
cover plays a crucial role in reducing the total amount of
incoming shortwave radiation reaching the ground (e.g. Dai
and others, 1999; Hock, 1999). On Haut Glacier d’Arolla,
clouds reduced the incoming shortwave radiation at the top
of the atmosphere by about 30% during the 2001 ablation
season (Strasser and others, 2004). Consequently a cloud-
cover parameterization was developed in this study, based
on the diurnal range of air temperature, which has been
shown to be one of the best indicators of cloud cover in a

number of studies (e.g. Dai and others, 1999). First, ‘cloud
factors’, defined as the ratio of measured to modelled clear-
sky incoming shortwave radiation (Greuell and others,
1997), were computed at each station. Cloud factors vary
from 1.0 when there is no cloud cover (measured radiation =
modelled clear-sky radiation) to 0.0, a theoretical minimum
when all incoming radiation is obscured by cloud. Daily
cloud factors were derived as a weighted mean of hourly
cloud factors, the hourly weighting being the ratio of the
modelled clear-sky incoming shortwave radiation in that
hour to the daily total modelled clear-sky incoming short-
wave radiation. Hence, the daily cloud factor is weighted to
the middle part of the day, when any incidence of cloud
cover has a relatively large impact on the incoming
shortwave radiation. The daily cloud factors were then
regressed against the daily temperature range computed at
the stations both on the glacier and at the permanent station
in the proglacial valley. Daily cloud factors varied little
between the five stations, so a constant value was used for
the entire glacier. Temperature range measured on the
glacier was found to be a poor indicator of cloud factors.
This is due to the narrow daily temperature range in the
glacier surface layer (Greuell and Böhm, 1998). Hence,
daily temperature range at the proglacial weather station
was used to predict daily cloud factors on the glacier. A
linear regression relationship gave the best fit. Figure 4
shows the scatter plot of daily cloud factor at the central
station against daily temperature range computed at the
permanent station outside the glacier, together with the
linear regression used. There is large scatter in the relation-
ship. This is partly due to the fact that temperature variations
alone cannot entirely explain variations in the cloud cover
and to the use of temperature variations recorded outside the
glacier, which also respond to cloud-cover variations outside
the glacier. However, to test the potential of application of
the enhanced model to glaciers where only temperature data
are available, this parameterization was used in this study,
and daily cloud factors were applied to reduce the clear-sky
modelled radiation simulated with the solar radiation model
described above.

Snow albedo was computed using the Brock and others
(2000a) parameterization for deep snow. This parameteriza-
tion was chosen because it relies solely on temperature data,
together with the timing of snowfalls, as input to the model.
Therefore, it is compatible with use in a temperature-index
model. In addition, it was developed and tested using an
extensive dataset of spatially distributed albedo measure-
ments on Haut Glacier d’Arolla. Daily snow albedo �s is
computed as a logarithmic function of accumulated daily
maximum positive temperature since snowfall:

�s ¼ p1 � p2 log 10Ta, ð5Þ
where Ta is accumulated daily maximum temperature >08C
since snowfall (8C), and p1 and p2 are empirical coefficients,
where p1 is the albedo of fresh snow (for Ta¼18C).

The parameterization was recalibrated using the data
measured at the central station in the 2001 ablation season.
Albedo of ice was assumed to be constant and equal to the
mean ice albedo measured at each station.

4.2. Calibration and validation
Hourly melt rates calculated with the energy-balance melt
model were used to calibrate and validate the temperature-
index models. In the process, a comparison was made of the

Fig. 4. Daily cloud factor at the central station vs daily temperature
range at the permanent station in the proglacial valley (see Fig. 1).
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performance of four different levels of temperature-index
model: the ‘classical’ temperature-index model using tem-
perature only (Equation (1); model A hereafter); Hock’s
(1999) model (Equation (2); model B hereafter), which uses
temperature and parameterized potential direct solar radia-
tion as input; an enhanced temperature-index model
including incoming shortwave radiation and albedo in a
multiplicative form (Equation (4); model C hereafter); and the
enhanced temperature-index model including incoming
shortwave radiation and albedo in an additive form
(Equation (3); model D hereafter). The four corresponding
formulations used in this study are listed in Table 2.Where, in
later sections, model D is forced by modelled input variables
it will be referred to as model E.

To assess the performance of the different model versions,
the efficiency criterion R2 (Nash and Sutcliffe, 1970) was
employed, defined as:

R2 ¼ 1�
Pn

i¼1 Mri �Msið Þ2Pn
i¼1 Mri �Mri

� �2 , ð6Þ

whereM is hourly melt rate and the subscripts r and s refer to
the reference and simulated melt rate, respectively. The bar
refers to the mean, and n is the number of time-steps for
which R2 is calculated. The criterion has been used for
evaluation of model performance in a wide range of
hydrological studies (e.g. Wilcox and others 1990) and
more recently in glaciological applications (Hock, 1999;
Klok and others, 2001; Zappa and others, 2003).

4.2.1. Model calibration
Parameter values for each model were optimized at the
central station using meteorological data and the computed
hourly energy-balance melt rates for the entire melt season,
from 30 May to 12 September 2001 (with a gap of 11 days in
July; Table 1). The site was snow-covered from 30 May to
20 August and then ice was exposed from 20 to 31 August,
when a heavy snowfall occurred. For model A, the degree-
day factor was calibrated separately for snow and ice. Both
factors were allowed to vary over a wide range of values,
and the factors associated with the highest R2 were chosen.
Model B has three coefficients, as the radiation factor RF has
different values for snow and ice. They were optimized by
trying all possible combinations of the three parameters and
choosing the one corresponding to the highest R2. For

models C and D, which employ two coefficients, all possible
combinations of the two coefficients were tried, and the
combination that maximized the efficiency criterion was
adopted. Model E uses the same coefficients as model D, so
that the reduction in the model’s performance associated
with using parameterized input data can be assessed.
Furthermore, since the model D SRF value was optimized
using measured input it should be transferable from one
study to another.

4.2.2. Model validation
The four levels of temperature-index model were inde-
pendently validated at the locations of the four other
weather stations. Using the coefficients obtained from the
parameter optimization at the central site, the models were
run at each of the remaining weather stations for the full
melt season, and the predicted hourly melt rates were
compared to the melt rates calculated by the physically
based energy-balance model. Separate calibration and
validation datasets ensure that the comparison of the
different levels of temperature-index model is impartial.

5. RESULTS

5.1. Model calibration
Table 2 shows the optimal model parameters for the four
different models, and the corresponding efficiency criteria
R2. The optimum degree-day factor for the simple tempera-
ture-index model is 0.32 mm h–1 8C–1 for snow and
0.45mmh–1 8C–1 for ice. These values are in agreement
with those reported in the literature (Braithwaite, 1995;
Hock, 1998). Inclusion of shortwave radiation improves the
model performance considerably, as shown by the higher R2

values of models B–D (Table 3, column 1), and already
demonstrated by numerous authors (e.g. Kustas and others,
1994; Hock, 1999). The R2 value increases from model B to
C to D. Inclusion of albedo alone leads to an improvement
in model performance from R2¼ 0.769 (model B) to
R2¼ 0.866 (model C). The R2 of model D is 0.911 and is
the highest overall. The improvement in performance from
model C (R2¼ 0.866) to model D (R2¼ 0.911) is entirely due
to the separation of temperature-dependent and tempera-
ture-independent terms.

Table 2. Form of the different levels of temperature-index models used in the study, and parameter values obtained with the calibration at the
central station.M is melt rate, T is mean air temperature, IPOT is potential clear-sky direct solar radiation, G is global radiation and � is albedo

Model Formulation Input data Parameters

A M ¼ DDFsnow=iceT Temperature DDFsnow¼0.32 (mmh–1 8C–1)
DDFice¼0.45 (mmh–1 8C–1)

B M ¼ MFþ RFsnow=iceIPOT
� �

T Temperature MFopt¼ 0.082 (mmh–1 8C–1)
RFsnow¼0.00052 (m2mmW–1 h–1 8C–1)
RFice¼0.00106 (m2mmW–1 h–1 8C–1)

C (multiplicative) M ¼ ½TFþ SRFð1� �ÞG�T Temperature, incoming and
reflected shortwave radiation

TFopt¼0.05 (mmh–1 8C–1)
SRFopt¼ 0.0014 (m2mmW–1 h–1 8C–1)

D (additive) M ¼ TFT þ SRFð1� �ÞG Temperature, incoming and
reflected shortwave radiation

TFopt¼0.05 (mmh–1 8C–1)
SRFopt¼ 0.0094 (m2mmW–1 h–1)

E (additive) M ¼ TFT þ SRFð1� �ÞG Temperature TFopt¼0.05 (mmh–1 8C–1)
SRFopt¼ 0.0094 (m2mmW–1 h–1)
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Figure 5 shows the effect of variations (10% incremental
variations) in TF and SRF of model D around their optimal
values on model performance. It can be seen that the model
is sensitive to the value of SRF but much less so to TF.

5.2. Model validation
The values of the efficiency criterion R2 computed at the
validation sites for the four levels of model are listed in
Table 3. Comparison of models at any location shows that
model performance improves with increasing sophistication
of the model (i.e. from model A to D) at all four sites. The
R2of model D ranges from 0.895 (south-central station) to
0.955 (lowest station). Model D melt shows good agreement
with the reference melt rate over the entire period (Fig. 6),

although the model tends to slightly overestimate low melt
rates and underestimate high melt rates.

In general, the enhanced model accounts for 90% or
more of the variation in melt rate calculated by the energy-
balance model (Table 3). Figure 7 provides a visual
assessment of the improvement in model performance that
is obtained from model A to D, at one of the validation sites,
the uppermost station. Model A clearly does not reflect the
diurnal melt variations, and in particular underestimates the
high melt rates during the day.

Hourly melt rates computed at the lowest station by the
four temperature-index models, together with the reference
melt rate calculated by the energy-balance model, for the
periods 21–28 July and 10–15 August are shown in Figure 8.
At this site, from 2 August onwards, a gradual transition from
a surface with higher albedo (continuous snowpack) to one
with lower albedo (thin, patchy snow cover) occurs, until
bare ice was exposed on 10 August. In response to the
decrease in albedo, the reference melt rate almost doubles
with the transition from a snow (21–28 July) to an ice (10–15
August) surface (Fig. 8). On snow (21–28 July), model D
performs better than the other models, closely matching the
reference melt rate. Models B and C also have peak melt
rates similar to the energy-balance calculations, but with
small underestimations (23, 25 and 26 July).

Conversely, marked differences between models B, C and
D are observed after the transition to ice. The reference melt
rate over the period 10–15 August is matched very closely by
model D, and fairly closely by model C, both of which
include albedo, but not by model B (Fig. 8). The tendency for
models B and C to underestimate ice surface melt rates is
repeated at all the stations in the ablation zone. The under-
estimation does not occur every day on ice, however, due to
the influence of temperature variations, so that on days of
high air temperature (e.g. 14 and 15 August) peak reference
melt rates are matched closely, or even exceeded, by model
B and C melt rates (Fig. 8).

Figures 9 and 10 show comparison of modelled and
reference hourly melt rates during the period 20–27 June at
the south-central station and 31 July–7 August at the lowest
station, respectively. It can be seen that on a warm day
(26 June) models B and C considerably overestimate the
reference melt rate, whereas on a cold day with high
incoming radiation (5 August) both models considerably
underestimate melt. On both of these days the melt rate
simulated by model D agrees very well with the reference
melt. Similar fluctuations in melt rate, simulated by models
B and C and associated with fluctuations of the air
temperature, were observed at all validation sites throughout
the season.

Fig. 5. Model D sensitivity to TF (top) and SRF (bottom).

Table 3. Efficiency criterion R2 for the calibration site (central station) and for the four validation sites

Model R2

Central station Uppermost station North-central station South-central station Lowest station

A 0.406 0.410 0.423 0.306 0.364
B 0.769 0.752 0.819 0.769 0.768
C 0.866 0.820 0.872 0.818 0.860
D 0.911 0.904 0.940 0.895 0.955
E 0.786 0.754 0.852 0.736 0.863
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Fig. 7. Model A, B, C and D hourly melt rate vs reference melt rate computed by the energy-balance model at the uppermost station.

Fig. 6. Model D hourly melt rate vs reference melt rate computed by the energy-balance model at the four validation sites.
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Comparison between the efficiency criteria R2 of
model D at the four validation sites shows that the R2 is
highest at the north-central and lowest stations (Table 3). At
these stations, the efficiency criterion of model D is even
greater than the calibration R2 at the central station (Table 3).
Both sites were located in the ablation area of the glacier
(Fig. 1), where albedo variability is the highest (Table 4).

5.3. Enhanced model with parameterized data
Modelled clear-sky incoming shortwave radiation at the cen-
tral station for the period 9–18 June is shown in Figure 11,
together with measured incoming shortwave radiation
and daily cloud factor. It can be seen that the agreement
between clear-sky modelled radiation and measured incom-
ing shortwave radiation is very good for clear-sky conditions
(on 12 and 14 June). When the effect of clouds is con-
sidered, the modelled radiation is generally underestimated,
in particular on cloud-free days (e.g. 14 and 15 June). This
was repeated at all stations. The incoming shortwave
radiation is generally fairly well reproduced under overcast
conditions (e.g. on 10 and 11 June; Fig. 11), but these are
also the conditions where the energy input from the
shortwave radiation balance is low. As the cloud factors
have daily resolution, this method cannot reproduce the
sub-daily variations observed in the measured incoming
radiation, as on 13 and 18 June.

Figure 12 shows measured and modelled daily albedo at
the validation sites. The agreement between modelled and
measured albedo at the south-central station is good
(Fig. 12b), whereas more discrepancies can be observed at
the uppermost station (Fig. 12a). These errors are not really
due to the albedo parameterization itself but due to the
incorrect identification of the timing and volume of fresh
snowfall events. This is a common problem in glacier melt
modelling due to the need to extrapolate rainfall events
recorded at a proglacial station to the glacier based on a
temperature lapse rate, and, for albedo simulation, the
correct identification of the elevation on the glacier of the
rainfall-to-snowfall transition is critical. For an extensive
discussion on the application of this albedo parameteriza-
tion at the five station sites, see Pellicciotti (2004).

The R2 of model E at each site is lower than those of
model D (Table 3), due to a tendency to underestimate
reference melt rates (Figs 8–10). Compared with model B,
which has the same data requirements, it can be seen that
model E performs better for all sites except the south-central
station (Table 3). The most significant improvement is at the
north-central and lowest stations in the ablation zone, which
have the highest albedo variability (Table 4). The relatively
poor performance of model E (and D) at the south-central
station is discussed in the next section.

6. DISCUSSION

6.1. Enhanced model with measured input variables
From analysis of melt rates simulated by the four models in
comparison with energy-balance calculations, as depicted
in Figures 8–10, it is clear that two main characteristics of
the enhanced model explain why it performs better than
models A–C:

1. Through the inclusion of albedo in the shortwave
radiation term, the enhanced temperature-index model
can calculate the changes in melt rate associated with

Fig. 8. Hourly melt rate simulated by the four temperature-index models vs the reference melt rate computed by the energy-balance model,
21–28 July and 10–15 August (tick mark labels at 1200 h on each day) at the lowest station. Measured hourly albedo is also shown (top
trace). At this site, ice becomes exposed on 10 August.

Table 4. Albedo statistics at the five AWSs

Station Mean Variance Maximum Minimum

Central 0.622 0.032 1 0.166
Uppermost 0.646 0.016 0.919 0.431
North-central 0.574 0.047 0.913 0.149
South-central 0.656 0.017 0.999 0.492
Lowest 0.542 0.076 0.916 0.093
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snow metamorphism (all sites) and with the transition
from snow to ice (ablation area sites).

2. Through separation of temperature-dependent and tem-
perature-independent energy sources, the over-sensitivity
of the calculated melt rate to temperature extremes,
symptomatic of more empirical melt models, is con-
siderably reduced in the new model.

Inclusion of albedo eliminates the need to adjust the melt
factor over the ablation season. The dependence of the
degree-day factor on albedo has previously been estab-
lished (Braithwaite, 1995; Arendt and Sharp, 1999).

Traditionally, temperature-index models overcome the
problem of changing surface properties using different
parameter values calibrated separately for snow and ice
(Braithwaite, 1995; Schreider and others, 1997; Hock,
1999). This approach, however, has a weaker physical
basis than model D and is unable to account for melt-rate
variations resulting from albedo variations on a single
surface type (e.g. the decay of albedo following a fresh
snowfall). Furthermore, adjustment of the empirical factors
might introduce an additional error into the melt computa-
tion, due to difficulties in determining when the transition
from snow to ice occurs, and in prescribing corresponding

Fig. 10. Lowest station. Temperature (above) and hourly melt rate simulated by the four temperature-index models vs the reference melt rate
computed by the energy-balance model, 31 July–7 August (tick mark labels at 1200 h on each day).

Fig. 9. South-central station. Temperature (above) and hourly melt rate simulated by the four temperature-index models vs the reference melt
rate computed by the energy-balance model, 20–27 June (tick mark labels at 1200 h on each day).
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values of the empirical parameters when limited datasets
are available.

Analysis of model D sensitivity to the SRF shows that the
value of this parameter is uniquely defined, and that
deviations from the optimal value result in a rapid decline
in model performance (Fig. 5). In a physical melt model, the
value of the SRF would be 0.01078, i.e. the conversion
factor from units of Wm–2 to mmw.e. h–1. This value is
similar to the optimized SRF (0.0094). The small difference
occurs because model D is not a physical model and the
optimal value of the SRF must compensate for melt
calculated from the temperature-dependent term and the
fact that no melt is calculated below the threshold
temperature. The fact that the model efficiency is almost
insensitive to variations in TF, whereas it is very sensitive to
SRF, demonstrates that variations in turbulent fluxes and
longwave radiation are of little importance compared with
variations in shortwave radiation when temperature is above
the threshold value.

An important implication of the stronger physical basis of
the enhanced model (model D) is that it might be more
appropriate for the study of climate-change impact on melt
regimes in glacierized basins. Simpler temperature-index
models in fact might give misleading results if used to
predict melting under global warming scenarios due to their
tendency to overestimate melt rates at high temperatures.

The fact that model D R2 is the highest at the north-
central and lowest stations (Table 3) suggests that the
enhanced model is particularly suitable for computing melt
rate in the ablation area, where albedo variability is greatest,
while more simplistic temperature-index models will be
more liable to error in the ablation area, as demonstrated by
the relatively low R2 for model B at the lowest station
(Table 3).

The enhanced model can be transferred to other sites, but
would probably require recalibration of the model param-
eters, particularly at sites where turbulent and longwave
fluxes dominate surface energy receipts. At other alpine
glaciers where net shortwave radiation is also the dominant

source of melt energy, the model parameters are likely to
differ by only a small amount.

6.2. Enhanced model with parameterized input
variables
Model E does not perform as well as model D (Table 3). The
high degree of parameterization introduced (albedo, clear-
sky solar radiation, cloud factor) inevitably implies that the
model is less accurate than the model forced by measured
data. However, from analysis of model E results it is possible
to conclude that currently it is the parameterization of cloud
factor that contributes most to the total model inaccuracy
(Figs 11 and 12).

The solar radiation model used in this study is accurate for
clear-sky conditions (Fig. 11) and represents an improve-
ment over the simpler potential radiation used in Hock’s
(1999) model. Two causes of uncertainty in the model are
still the value of the visibility and that of the albedo of the
surrounding terrain, which are assigned constant average
values, despite changes to snow-covered area over the
course of the ablation season. It is important to keep in mind
that inaccuracy in the computation of the incoming short-
wave radiation also results in inaccuracy in the computation
of the cloud factor, as discussed below.

Reducing the modelled clear-sky shortwave radiation
through the cloud factor results in a general underestimation
of incoming shortwave radiation, which causes an under-
estimation of melt rates (Figs 8–10). The underestimation of
shortwave radiation might be attributed to two different
factors. First, cloud factors smaller than 1 can be caused by
even small discrepancies between measured and modelled
radiation. There are days when the differences between
measured and modelled radiation, while very minor at peak
hours, are important over the rest of the day, thus
contributing to reducing the total cloud factor. This is
illustrated by comparison of measured and modelled short-
wave radiation on 15 June at the central station (Fig. 11).
Despite the close agreement at peak hours, measured and
modelled shortwave radiation differ during the afternoon. As

Fig. 11. Daily cloud factors, measured and modelled incoming shortwave radiation at the central station, including the effect of cloud factor,
9–18 June.
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a result, the daily cloud factor is smaller than 1, and thus
modelled incoming solar radiation is also smaller than the
observed radiation (Fig. 11). Second, temperature range
alone cannot entirely explain variations in the cloud factors,
as indicated by the scatter in Figure 4. In particular, we
observed days of clear-sky conditions associated with low
temperature ranges. An attempt was made to relate days of
low-cloud factors (overcast conditions) and high tempera-
ture range to the predominant synoptic conditions, but this
did not result in any significant relationship. In particular,
further research is needed for the estimation of the effect of
cloud covers on shortwave radiation. Whereas recently
developed solar radiation models can model with high
accuracy incoming shortwave radiation under cloudless
conditions (e.g. Greuell and others, 1997; Klok and Oerle-
mans, 2002; Corripio, 2003), the effect of clouds is still
poorly modelled. Despite this limitation, model E has
greater potential for improvement with respect to Hock’s
model because future research is likely to lead to greater
accuracy in the modelling of incoming shortwave radiation
and cloud-cover effects.

The enhanced model can also be used with measured
incoming shortwave radiation but with parameterized
albedo. When run with measured incoming shortwave
radiation and parameterized albedo, following Brock
and others (2000a), at the central station, model D had
an R2 of 0.893. This value was obtained without recalibrat-
ing the two empirical coefficients of the melt model. The
decrease in accuracy from 0.911 to 0.893 associated with

parameterization of albedo alone is therefore very minor.
This indicates both that the albedo parameterization works
well, and that most of the decrease in model E performance
compared with model D is associated with the parameter-
ization of cloud-cover effects, as discussed above.

The relatively low R2 values of models D and E at the
south-central station (Table 3) might be explained by the fact
that radiation calculations are sensitive to errors in the
values of slope and aspect used. These were determined
from the glacier DEM, which has a resolution of 10m, and
therefore their values could be slightly different from the true
ones. It cannot be excluded, however, that the poorer
performance of models D and E at these sites is due to errors
in the measurement of incoming shortwave radiation.
Differential melting at the feet of AWSs tends to cause a
tilt to the south or southwest on Northern Hemisphere
glaciers. Even a small angle of tilt leads to an overestimation
of incoming radiation in the middle part of the day, an error
which would be exaggerated at the two highest stations,
which are in very close proximity to reflective snow-covered
slopes to the south (Fig. 1).

7. CONCLUSIONS
In this paper, an enhanced temperature-index model that
includes incoming shortwave radiation and albedo is
presented. The model was developed and tested using data
collected at Haut Glacier d’Arolla during the 2001 ablation
season.

Fig. 12. Measured and modelled daily albedo at the uppermost, north-central, south-central and lowest stations. Modelled albedo is
simulated using the Brock and others (2000a) parameterization.
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The main purpose of this study was to test the idea that
inclusion of incoming shortwave radiation and albedo,
combined with a more physically based representation of
melt, could lead to a significant improvement in melt-rate
calculations from temperature-based melt models. The
enhanced temperature-index model was calibrated and
tested against hourly melt rates computed by an energy-
balance model, and then compared to simpler versions of
the temperature-index approach. Measured meteorological
input variables were used to force the models, in order to
avoid the errors associated with parameterized values which
would have affected the evaluation of the models’
performance.

This study has demonstrated the importance of albedo,
combined with incoming shortwave radiation, and of
separating temperature-dependent and temperature-
independent energy sources, in estimating high-temporal-
resolution surface melt rate over a melting glacier using a
temperature-index model. Furthermore, the improvement in
performance of temperature-index models of increasing
sophistication has been quantified through comparison of
efficiency criteria. The study has demonstrated that, when
net shortwave radiation and ventilated temperature are
measured, it is possible to compute more than 90% of the
melt rate variations by means of a simplified model over a
glacier such as Haut Glacier d’Arolla where shortwave
radiation largely dominates the energy available for melt.
This bridges a gap between temperature-index and energy-
balance models, and points to the importance of employing
the knowledge derived by the latter to build models
compatible with the limited data amount that is typical of
alpine basins.

This study has also shown that the enhanced model can
be used in a manner that is compatible with the data
requirements of simpler temperature-index models, if ap-
plied with parameterized incoming shortwave radiation and
albedo data. While this approach results in a significant
improvement in the modelling of the melt rate in the
ablation zone compared with the best alternative tempera-
ture-dependent model (Hock, 1999), the results in the
accumulation zone are less conclusive. Given the high
accuracy of parameterized clear-sky incoming radiation
(Fig. 11) and albedo (Fig. 12), it is clear that if improvements
are to be achieved, future research must be devoted to
modelling the impact of cloud-cover variations on incoming
radiation.

The model discussed in this paper, which was developed
at the point scale using measured input data, will be applied
in a distributed manner to the whole of Haut Glacier
d’Arolla in a forthcoming paper. The distributed model will
be forced by meteorological input data which are modelled
(albedo, solar radiation, cloud cover) or extrapolated from
the point to the glacier-wide scale using parameterization
schemes (temperature, initial snow water equivalent across
the glacier). The impact on model performance of the
radiation model and albedo parameterization and variables
distribution will be considered.
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Jóhannesson, T., O. Sigurdsson, T. Laumann and M. Kennett. 1995.
Degree-day glacier mass-balance modelling with applications to
glaciers in Iceland, Norway and Greenland. J. Glaciol., 41(138),
345–358.

Kane, D.L., R.E. Gieck and L.D. Hinzman. 1997. Snowmelt
modelling at small Alaskan Arctic watershed. J. Hydrol. Eng.–
ASCE, 2(4), 204–210.

Klok, E.J. and J. Oerlemans. 2002. Model study of the spatial
distribution of the energy and mass balance of Morteratsch-
gletscher, Switzerland. J. Glaciol., 48(163), 505–518.

Klok, E.J., K. Jasper, K.P. Roelofsma, J. Gurtz and A. Badoux. 2001.
Distributed hydrological modelling of a heavily glaciated Alpine
river basin. Hydrolog. Sci. J., 46(4), 553–570.

Konzelmann, T. and A. Ohmura. 1995. Radiative fluxes and their
impact on the energy balance of the Greenland ice sheet.
J. Glaciol., 41(139), 490–502.

Kustas, W.P., A. Rango and R. Uijlenhoet. 1994. A simple energy
budget algorithm for the snowmelt runoff model. Water Resour.
Res., 30(5), 1515–1527.

Lang, H. and L. Braun. 1990. On the information content of air
temperature in the context of snow melt estimation. Int. Assoc.

Hydrol. Sci. Publ. 190 (Symposium at Strbske Pleso 1988 –
Hydrology of Mountainous Areas). 347–354.

Laumann, T. and N. Reeh. 1993. Sensitivity to climate change of the
mass balance of glaciers in southern Norway. J. Glaciol.,
39(133), 656–665.

Mannstein, H. 1985. The interpretation of albedo measurements on
a snow covered slope. Arch. Meteorol. Geophys. Bioklimatol.,
Ser. B, 36(1), 73–81.

Marsh, P. 1999. Snowcover formation and melt: recent advances
and future prospects. Hydrol. Process., 13, 2117–2134.

Martinec, J. 1989. Hour-to-hour snowmelt rates and lysimeter
outflow during an entire ablation period. In Colbeck, S.C., ed.
Snow Cover and Glacier Variations. Wallingford, Oxon.,
International Association of Hydrological Sciences, 19–28.
(IAHS Publication 183.)

Martinec, J. and A. Rango. 1986. Parameter values for snowmelt
runoff modelling. J. Hydrol., 84(3–4), 197–219.

Müller, F. and C.M. Keeler. 1969. Errors in short-term ablation
measurements onmelting ice surfaces. J. Glaciol., 8(52), 91–105.

Munro, D.S. 1989. Surface roughness and bulk heat transfer on a
glacier: comparison with eddy correlation. J. Glaciol., 35(121),
343–348.

Munro, D.S. 1990. Comparison of melt energy computations and
ablatometer measurements on melting ice and snow. Arct. Alp.
Res., 22(2), 153–162.

Nash, J.E. and J.V. Sutcliffe. 1970. River flow forecasting through
conceptual models. Part 1. A discussion of principles. J. Hydrol.,
10(3), 282–290.

Oerlemans, J. and 10 others. 1998. Modelling the response of
glaciers to climate warming. Climate Dyn., 14(4), 267–274.

Oke, T.R. 1987. Boundary layer climates. London, Routledge Press.
Pellicciotti, F. 2004. Development of an ice and snow melt model

for long term analysis of water resources from highly glacierised
basins. (PhD thesis, Federal Institute of Technology (ETHZ)
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