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THE MULTIDIRECTIONAL MEAN VALUE THEOREM
IN BANACH SPACES

M. L. RADULESCU AND F. H. CLARKE

ABSTRACT. Recently, F. H. Clarke and Y. Ledyaev established a multidirectional
mean value theorem applicable to lower semi-continuous functions on Hilbert spaces,
a result which turns out to be useful in many applications. We develop a variant of the
result applicable to locally Lipschitz functions on certain Banach spaces, namely those
that admit a C 1-Lipschitz continuous bump function.

1. Introduction. The multidirectional mean-value inequality established in [6] is a
generalization of the mean-value theorem, in the following sense: it gives an estimate
for the differences f (y)� f (x) where y is no longer the end of a fixed segment, but ranges
over a set Y. For example, when f is a smooth function on Rn, the theorem asserts the
existence of a point z in the “interval” [xÒY] (i.e. the convex hull of fxg [ Y) such that:

min
Y

f � f (x) � hf 0(z)Ò y � xi 8y 2 Y

The result is developed in [6] for lower semicontinuous functions defined on a Hilbert
space.

In this article we will establish a similar result for locally Lipschitz functions in the
context of a Banach space that admits a C 1 Lipschitz continuous bump function. We
will discuss also a straightforward generalization of the multidirectional mean-value
inequality for uniformly smooth Banach spaces.

Let us establish some notation: X is a Banach space, k Ð k its norm, B the closed unit
ball in X, and B(xÒ ö), the closed unit ball centered at x and of radius ö. If x is a point and
Y a set in X then [xÒY] := fz : z = x + t(y � x) for some t 2 [0Ò 1] and y 2 Yg.

Let f : X ! R[ f+1g be a function and x 2 X be such that f (x) Ú 1.

DEFINITION 1.1. We say that f attains its strong minimum on X at x if f (x) = infff (x0) :
x0 2 Xg and kxn � xk ! 0 whenever xn 2 X are such that f (xn) ! f (x).

DEFINITION 1.2. We say that f is Fréchet subdifferentiable at x with xŁ 2 XŁ belonging
to the Fréchet subdifferential at x, denoted ]Ff (x), provided that

lim inf
y!0

f (x + y) � f (x) � hxŁÒ yi
kyk

½ 0

Let X1 and X2 be two Banach spaces and (aÒ b) 2 dom f , where f is defined on X1ðX2.
We denote by ]1Ff (aÒ b) the (partial) Fréchet subdifferential of f (ÐÒ b) at a and ]2Ff (aÒ b)
that of f (aÒ Ð) at b.
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MULTIDIRECTIONAL MEAN VALUE THEOREM 89

If C is a closed nonempty subset of X then the distance function dC is defined by
dC(x) = inffkx � ck : c 2 Cg. The distance function is Lipschitz continuous of rank 1
and in case C is convex, it is convex too. Also, for ë Ù 0 we define C(ë) by

C(ë) := fz 2 X : dC(z) � ëg

DEFINITION 1.3. A functional xŁ 2 XŁ is said to be a Fréchet normal to C at x, (x 2 C)
if for any ¢ Ù 0 there exists ë¢ Ù 0 such that

hxŁÒ x0 � xi � ¢kx0 � xk for all x0 2 C \ B(xÒ ë¢)

We will denote by NF
C(x) the set of all Fréchet normals to C at x. If C is convex NF

C(x)
coincides with the normal convex cone to C at x which will be denoted as usual by NC(x).

We will make the following hypothesis regarding the space X.
(H1) X is a Banach space that admits a Lipschitz continuous bump function which is

of class C 1 on X. By a bump function on X we mean a function with bounded
nonempty support on X.

2. Preliminaries. We recall the following results that we will use later on. We
suppose throughout this section that X satisfies (H1).

THEOREM 2.1 (THE SMOOTH VARIATIONAL PRINCIPLE[10]). Let f : X ! (�1Ò1] be
a lsc function bounded below. Then for every ¢ Ù 0 there exists a function g, which
is Lipschitzian, Fréchet differentiable on X and with g0 norm to norm continuous on X,
kgk1 � ¢, kg0k1 � ¢ and such that f + g attains its strong minimum on X.

Theorem 2.1 is a version of the Borwein-Preiss smooth variational principle [1].

PROPOSITION 2.1 ([11]). There exists a function d: X ! R+ and K Ù 1 such that
(i) d is bounded, Lipschitzian on X and C 1 on X n f0g.

(ii) kxk � d(x) � Kkxk if kxk � 1 and d(x) = 2 if kxk ½ 1.

THEOREM 2.2 ([11]). Let f : X ! R, x0 2 X and p 2 XŁ. Then the following are
equivalent.

(i) There exists a Fréchet differentiable function ß: X ! R such that f � ß attains a
local minimum at x0, ß0(x0) = p and ß0 is norm to norm continuous at x0.

(ii) There exists a neighbourhoodU of x0 and a Fréchetdifferentiable functionß: U !

R such that f � ß attains a local minimum at x0, ß0(x0) = p, and ß0 is norm to
norm continuous at x.

(iii) p 2 ]Ff (x0).

THEOREM 2.3 (FRÉCHET SUBDIFFERENTIAL SUM RULE[12]). Let x0 2 X and f1, f2 two
extended-valued functions defined on X, such that f1 is lsc near x0 and f2 is uniformly
continuous near x0. Suppose that p 2 ]F(f1 + f2)(x0) is given. Then for each ¢ Ù 0, there
exist xi 2 X, pi 2 ]Ffi(xi) i = 1Ò 2 such that

kxi � x0k Ú ¢ i = 1Ò 2Ò jfi(xi) � fi(x0)j Ú ¢ i = 1Ò 2Ò kp1 + p2 � pk Ú ¢
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The Fréchet subdifferential sum rule was initially derived by Ioffe in [14], for two
functions, one lsc and the other Lipschitz near x0 defined on a Banach space with
Fréchet differentiable norm.

PROPOSITION 2.2 (EXACT PENALIZATION [4, P. 52]). Let X be any Banach space. Sup-
pose that f is Lipschitz of rank K near x and attains a minimum over C at x. Then f +KdC

has a local minimum at x.

Now, by definition k(xÒ y)k2 = kxk2 + kyk2, for all (xÒ y) 2 X ð Y.

PROPOSITION 2.3. Let f : X ð Y ! R̄ be a lsc function and (aÒ b) 2 dom f . Then
]Ff (aÒ b) ² ]1Ff (aÒ b) ð ]2F(aÒ b).

The proof is omitted.

PROPOSITION 2.4. Let A ² X, B ² Y be two closed sets and a 2 X, b 2 Y such that
dA(a) = ã, dB(b) = å, ã ½ 0, å ½ 0. Then ]1FdAðB(aÒ b) ² NF

A(ã)(a).

PROOF. Let aŁ 2 ]1FdAðB(aÒ b) and ¢ Ù 0. Then there exists é Ù 0 such that:
haŁÒ a0 � ai � dAðB(a0Ò b) � dAðB(aÒ b) + ¢ka0 � ak whenever a0 2 B(aÒ é).

Since

dAðB(a0Ò b) � dAðB(aÒ b) iff d2
A(a0) + d2

B(b) � ã2 + å2

iff dA(a0) � ã

iff a0 2 A(ã)Ò

we conclude that

haŁÒ a0 � ai � ¢ka0 � ak for all a0 2 B(aÒ é) \ A(ã)

so

aŁ 2 NF
A(ã)(a)

For later purpose we will derive another piece of “fuzzy” calculus namely a Fréchet
subdifferential “chain rule” for certain functions f and g.

PROPOSITION 2.5. Let X and Y be two Banach spaces. Assume that g: X ! Y is
Lipschitz continuous near x0 and that f : Y ! R is Fréchet differentiable near g(x0). Then

]F(f Ž g)(x0) ² ]F

D
f 0
�
g(x0)

�
Ò g(Ð)

E
(x0)
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PROOF. Since g is Lipschitz continuous near x0 there exist K and ë1 Ù 0 such that
kg(x)� g(x0)k � Kkx� x0k, for all x 2 B(x0Ò ë1).

Let xŁ 2 ]F(fŽg)(x0) and ¢ Ù 0. Then there exists ë2 Ù 0 such that for all x 2 B(x0Ò ë2),

f
�
g(x0)

�
� hxŁÒ x0i � f

�
g(x)

�
� hxŁÒ xi +

¢

2
kx � x0k

Since f is Fréchet differentiable at g(x0), there exists é Ù 0 s.t. for all y 2 B
�
g(x0)Ò é

�

f (y) � f
�
g(x0)

�
�
D
f 0
�
g(x0)

�
Ò y � g(x0)

E
+

¢

2K
kg(x0) � yk

Set ë = min(ë1Ò ë2Ò éÛK). Combining the three inequalities with y = g(x) in the third
results in

hxŁÒ x � x0i �
D
f 0
�
g(x0)

�
Ò g(x)

E
�
D
f 0
�
g(x0)

�
Ò g(x0)

E
+
¢

2K
Ð Kkx � x0k +

¢

2
kx� x0k 8x 2 B(x0Ò ë)

which completes the proof.

COROLLARY 2.1. Assume that h: XðY ! R is Fréchet differentiable near
�
x0Ò g(x0)

�
and

xŁ 2 ]F

�
f
�
g(Ð)

�
+ h

�
ÐÒ g(Ð)

��
(x0)

Then

xŁ �
] h
] x

�
x0Ò g(x0)

�
2 ]F

−
f 0
�
g(x0)

�
+

] h
] y

�
x0Ò g(x0)

�
Ò g(Ð)

×
(x0)

THEOREM 2.4. Let X and Y be two Banach spaces satisfying (H1).
Let g: X ! Y be Lipschitz continuous near x0 and let f : Y ! R̄be uniformly continuous

near g(x0).
Suppose that xŁ 2 ]F(f Ž g)(x0). Then for any given ¢ Ù 0 there exist x̄, z̄ and † such

that

kx̄ � x0k Ú ¢Ò kg(x0)� z̄k Ú ¢Ò † 2 ]Ff (z̄) and xŁ 2 ]Fh†Ò g(Ð)i(x̄) + ¢B

PROOF. Letß: X ! R be a C 1 function such that f
�
g(x)

�
�ß(x) attains its minimum

at x0 and ß0(x0) = xŁ (see Theorem 2.2). We can assume without loss of generality that
f
�
g(x)

�
� ß(x) attains its strong minimum at x0 (see [12] for example).

Let ¢ Ù 0. Since ß is C 1, f is uniformly continuous near g(x0) and g is Lipschitz
continuous near x0, there exists é1, 0 Ú é1 Ú ¢ and K Ù 0 such that:

kß0(x) � xŁk �
¢

2
Ò(1)

kg(x) � g(x0)k � Kkx� x0k whenever kx � x0k Ú é1(2)

and for any ç Ù 0, there exists ï Ú (é1)Û2 such that

kf (u)� f (v)k Ú ç whenever uÒ v 2 B
�
g(x0)Ò é1

�
and ku � vk Ú ï(3)
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Let

é := min
�é1

2
Ò
é1

2K

�
(4)

Since f
�
g(x)

�
�ß(x) has a strong minimum at x0, there exists ç1, 0 Ú ç1 Ú é such that if

f
�
g(x)

�
� ß(x) � f

�
g(x0)

�
� ß(x0) + ç1 then kx� x0k Ú

é

2
(5)

Now (3) is true in particular for ç = (ç1)Û3, u = g(x) + y, v = g(x); so according to (2)
and (4), there exists ï Ú é such that




f �g(x) + y
�
� f

�
g(x)

�


 Ú ç1

3
(6)

whenever kyk Ú ï and x 2 B(x0Ò é).
(Indeed: kg(x) + y� g(x0)k � kg(x)� g(x0)k + kyk � é1Û2 + K Ð é � é1).
According to Proposition 2.1 there exists d: X ! R+, Lipschitz continuous and C 1 on

X n f0g such that d(x) ½ kxk, if kxk � 1.
For each n ½ 1 we define:

Hn(xÒ y) =
(

f
�
g(x) + y

�
� ß(x) + nd2(y) if kx � x0k � é and kyk � ï

+1 otherwise.

X ð Y is a Banach space such that there exists a C 1 Lipschitz continuous bump function
on it and Hn(xÒ y) is lsc and bounded below on X ð Y. So according to the smooth
variational principle, there exists a C 1 function h: Xð Y ! R such that Hn(xÒ y) + h(xÒ y)
attains its strong minimum at some point (xnÒ yn) 2 B(x0Ò é) ð B(0Ò ï), and such that

khk1 Ú
ç1

3
and kh0k1 Ú

¢

2
(7)

CLAIM. (xnÒ yn) 2 int B(x0Ò é) ð int B(0Ò ï), so (xnÒ yn) is a local minimum for
Hn(xÒ y) + h(xÒ y).

PROOF OF THE CLAIM. Indeed, in particular

Hn(xnÒ yn) + h(xnÒ yn) � Hn(x0Ò 0) + h(x0Ò 0)

so,

nkynk
2 � nd2(yn) � f

�
g(x0)

�
� ß(x0) + h(x0Ò 0)

�f
�
g(xn) + yn

�
+ß(xn) � h(xnÒ yn)(8)

� f
�
g(x0)

�
� f

�
g(xn) + yn

�
+ ß(xn) �ß(x0) + 2

ç1

3


The right-hand side is bounded, so choosing n large enough,

kynk Ú ï Ú éÒ(9)
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so yn 2 int B(0Ò ï). Also by (6)

þþþf �g(xn) + yn

�
� f

�
g(xn)

�þþþ Ú ç1Û3

Combining (8) and the above inequality we conclude that

f
�
g(xn)

�
�ß(xn) � f

�
g(x0)

�
�ß(x0) + ç1

so by (5), kxn � x0k Ú éÛ2 which completes the proof of the claim.
Now set

g(x) + y = zÒ g(xn) + yn = zn(10)

Then
z �! f (z)� ß(xn) + nd2

�
z � g(xn)

�
+ h

�
xnÒ z � g(xn)

�
has a local minimum at zn, so

† := �n(d2)0
�
zn � g(xn)

�
�

] h
] y

�
xnÒ zn � g(xn)

�
2 ]Ff (zn)(11)

Also,
x �! f (zn) �ß(x) + nd2

�
zn � g(x)

�
+ h

�
xÒ zn � g(x)

�
has a local minimum at xn, so

ß0(xn) 2 ]F

�
nd2

�
zn � g(Ð)

�
+ h

�
ÐÒ zn � g(Ð)

��
(xn)

We deduce from Corollary 2.1 that

p := ß0(xn)�
] h
] x

�
xnÒ zn � g(xn)

�

2 ]F

−
�n(d2)0

�
zn � g(xn)

�
�

] h
] y

�
xnÒ zn � g(xn)

�
Ò g(Ð)

×
(xn)

= ]Fh†Ò g(Ð)i(xn)

Relations (1), (4), (7) and the definition of p imply

kxŁ � pk �
¢

2
+
¢

2
= ¢

According to (9) and (10) we also have

kg(x0) � znk � kg(x0) � g(xn)k + kynk � Kkx0 � xnk + ï

� Ké +
é1

2
� K

é1

2K
+
é1

2
Ú ¢

Consequently, the conclusion follows with
x̄ = xn, z̄ = zn and † given by (11).
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COROLLARY 2.2. Besides the hypothesis in Theorem 2.4, assume that g is Fréchet
differentiable near x0. Then for any given ¢ Ù 0, there exist x̄ 2 X, z̄ 2 Y and † 2 YŁ

such that

kx̄ � x0k Ú ¢Ò kg(x0) � z̄k Ú ¢Ò

† 2 ]Ff (z̄) and kxŁ � † Ž g0(x̄)k � ¢Ò

or equivalently, there exists wŁ 2 XŁ, kwŁk � 1 such that

hxŁ � ¢wŁÒ xi =
D
†Ò hg0(x̄)Ò xi

E
8x 2 X

3. The main result. Let X be a Banach space satisfying (H1), and Y ² X a closed,
bounded, convex set. Suppose f : X ! R is locally Lipschitz and bounded below on
[x0ÒY] + é0B for some é0 Ù 0. Define

r̂ := inf
Y

f (y)� f (x0)

and

Va := fx0 + t(y � x0) : t 2 [aÒ 1)Ò y 2 Yg

THEOREM 3.1. Let r Ú r̂. Then there exists a, 0 Ú a Ú 1, such that for any é Ù 0,
there exist z 2 Va + éB and ò 2 ]Ff (z) such that

r Ú hòÒ y � x0i 8y 2 Y

PROOF. We may assume without loss of generality that x0 = 0.
Since Y is bounded, there exists M Ù 0 such that kyk Ú M for all y 2 Y and since f

is Lipschitz near 0 there exist K Ù 0 and ç Ù 0 such that

jf (z) � f (0)j � Kkzk 8zÒ kzk � ç(12)

Choose r̄ satisfying r̂ Ù r̄ Ù r.

If 1 + KM � r̄ � 0 we choose 0 Ú a Ú min(çÛMÒ 1) and

if 1 + KM � r̄ Ù 0 we choose 0 Ú a Ú min
�
çÛMÒ (r̂ � r̄)Û(1 + KM � r̄)Ò 1

�
.

Define

H(tÒ y) =
²

f (ty) � r̄t if (tÒ y) 2 [aÒ 1] ð Y
1 otherwise.

(For a justification of the choice of H, we refer to the “motivating idea” behind the
multidirectional mean value inequality exposed in [6].)

Let

0 Ú ¢ Ú min
 

a
2
Ò é0Ò éÒ

r̄ � r
2(1 + MÛa)

Ò r̂ � r
!
(13)
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There exists a C 1 Lipschitz bump function on R ð X and H is lower semicontinuous
and bounded below on R ð X, so according to the smooth variational principle, there
exists a C 1 Lipschitz function g:R ð X ! R such that

H(tÒ y) + g(tÒ y) attains its minimum at some point (t̄Ò ȳ) 2 [aÒ 1] ð Y

and
kgk1 Ú ¢Ò krtgk1 �

¢

2
Ò krygk1 �

¢

2
(14)

CLAIM. t̄ 6= 1.

PROOF OF THE CLAIM. Suppose t̄ = 1; then,

f (ȳ) � r̄ + g(1Ò ȳ) � f (aȳ) � ar̄ + g(aÒ ȳ)Ò

so
f (ȳ) � f (aȳ) � r̄ � ar̄ + 2¢ Ú r̄ � ar̄ + a

Since a was chosen such that a � çÛM, akȳk � ç and according to (12)

�KaM + f (ȳ) � f (0) Ú r̄ � ar̄ + aÒ

so
inf

Y
f (y) � f (0) Ú r̄ � ar̄ + a + KaM

that is
r̂ � r̄ Ú a(1 + KM � r̄)

If 1 + KM � r̄ � 0 we have a contradiction since r̂� r̄ Ù 0 and if 1 + KM� r̄ Ù 0, then
a Ù (r̂ � r̄)Û(1 + KM � r̄) and we have a contradiction too, with the choice of a. This
establishes the claim.

Since f is locally Lipschitz near t̄ȳ, there exists K̄ and ç̄ such that

B(t̄ȳÒ ç̄) ² Va + aé0B and(15)

kf (y)� f (z)k Ú K̄ky � zk 8yÒ z 2 B(t̄ȳÒ ç̄)

(Va + aé0B ² fty : t 2 [aÒ 1]Ò y 2 Y + é0Bg ² Va + é0B ² [0ÒY] + é0B).
Denote by K̂ the Lipschitz constant of f (ty) � r̄t + g(tÒ y) near (t̄Ò ȳ) and by A the set

[aÒ 1]. Then by Proposition 2.2, f (ty) � r̄t + g(tÒ y) + K̂dAðY(tÒ y) has a local minimum at
(t̄Ò ȳ). Consequently

(tŁÒ yŁ) :=
�
r̄ �rtg(t̄Ò ȳ)Ò �ryg(t̄Ò ȳ)

�
2 ]F

�
F(ÐÒ Ð) + K̂dAðY(ÐÒ Ð)

�
(t̄Ò ȳ)Ò(16)

where F(tÒ y) := f (ty). Set

ï0 := min
�1 � t̄

2
Ò

2¢
2 + M

Ò
2¢
3K̄

Ò
ç̄

2 + M

�
(17)
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According to Theorem 2.3, for any 0 Ú ï Ú ï0 there exist (tiÒ yi) i = 1Ò 2 such that

jt̄ � tij Ú
ï

2
Ò kȳ � yik Ú

ï

2
i = 1Ò 2 and(18)

(tŁÒ yŁ) 2 ]FF(t1Ò y1) + K̂]FdAðY(t2Ò y2) +
ï

4
B

Furthermore, by Proposition 2.3

(tŁÒ yŁ) 2 ]FF(t1Ò y1) + K̂]1FdAðY(t2Ò y2)ð ]2FdAðY(t2Ò y2) +
ïB
4


Now, denote ã := dA(t2) and å := dY(y2).
Proposition 2.4 and the fact that A and Y are convex sets, imply that there exist

nt 2 NA(ã)(t2)Ò ny 2 NY(å)(y2)Ò í0 2 [0Ò 1] and w 2 XŁ with kwk � 1(19)

such that �
tŁ � K̂nt �

ï

4
í0Ò y

Ł � K̂ny �
ï

4
w0

�
2 ]FF(t1Ò y1)

According to Corollary 2.2, for any ïÒ 0 Ú ï Ú ï0, there exist (t̃Ò ỹ) 2 R ð X, z̃ 2 X,
í 2 R, †Òw 2 XŁ such that

jt̃ � t1j Ú
ï

2
Ò kỹ � y1k Ú

ï

2
(20)

kt1y1 � z̃k Ú
ï

2
Ò † 2 ]Ff (z̃)Ò(21)

í 2 [0Ò 1]Ò kwk � 1 and(22)

ã
�
tŁ � K̂nt �

ï

4
(í0 + í)

�
+
−

yŁ � K̂ny �
ï

4
(w0 + w)Ò v

×
= h†Ò ãỹ + t̃vi

for all (ãÒ v) 2 R ð X, where (tŁÒ yŁ) is given by (16).
For ã = 0, v = y � y2, y 2 Y, the above inequality results in

−
�ryg(t̄Ò ȳ) � K̂ny �

ï

4
(w0 + w)Ò y � y2

×
= t̃h†Ò y � y2i for any y 2 Y

Using (14), (19) and (22) we obtain

h†Ò y � y2i ½ �
¢

2
Ð

M
t̃
�
¢

2
M
t̃
½ �

M
t̃
Ð ¢ for any y 2 Y(23)

Now if we set v = 0, ã 6= 0, and use again (14), (19) and (22),

h†Ò ỹi = r̄ �rtg(t̄Ò ȳ) �
ï

4
(í0 + í) � K̂nt ½ r̄ �

¢

2
�
¢

2
(24)

(because nt � 0, t2 being 6= 1).
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Combining (17), (18) and (21) we obtain

kz̃� t̄ȳk � kz̃� t1y1k + t1ky1 � ȳk + kȳk jt1 � t̄j Ú
ï

2
+
ï

2
+

Mï

2
Ú
ç̄

2
(25)

So by (15) f is locally Lipschitz near z̃ with the same constant K̄ which implies that
k†k Ú K̄.

Starting with (24) and using once again (17), (18) and (21),

r̄ � ¢ � h†Ò ỹi � h†Ò y2i + K̄kỹ� y2k � h†Ò y2i + 3K̄
ï

2
� h†Ò y2i + ¢(26)

Adding the inequalities (23) and (26) results in

r̄ � ¢
�

2 +
M
t̃

�
� h†Ò yi for any y 2 Y

According to (13), (17), (18) and (20), jt̃ � t̄j Ú ï Ú aÛ2 and since t̄ ½ a it follows that
t̃ Ù aÛ2. So from the last inequality we get

r̄ � ¢
�
2 +

2M
a

½
� h†Ò yi for all y 2 Y

Since ¢ was chosen less then (r̄ � r)Û
�
2(1 + MÛa)

�
,

r Ú h†Ò yi for all y 2 Y

By (17) and (25) kz̃� t̄ȳk Ú ¢ Ú éwhere t̄ 2 [aÒ 1) and ȳ 2 Y. Consequently z̃ 2 Va +éB.
According to (21), † 2 ]Ff (z̃) so the proof is complete.

We may reformulate the theorem in the following way:

COROLLARY 3.1. Under the same hypotheses on f , let é Ù 0. Then there exist a,
0 Ú a Ú 1, z 2 Va + éB and ò 2 ]Ff (z) such that,

inf
Y

f � f (x0) � hòÒ y � x0i + é 8y 2 Y

Obviously, the unidirectional “fuzzy” mean-value inequality follows from Theo-
rem 3.1. We refer to [16] for a discussion of various consequences when Y is a singleton.

In the following corollary we will denote by ]Cf the generalized gradient of f ; for
definition and properties see [4, chapter 2]. We mention that

]Ff (x) ² ]Cf (x)

COROLLARY 3.2. Suppose in addition that Y is compact. Then there exist z 2 [x0ÒY]
and ò 2 ]Cf (z) such that

min
Y

f � f (x0) � hòÒ y � x0i for any y 2 Y
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PROOF. Let éi Ù 0, éi ! 0. Then by Corollary 3.1, there exist (ai), ai Ù 0, ai ! 0,
zi 2 Vai + éiB and òi 2 ]Ff (zi) such that

min
Y

f � f (x0) Ú hòiÒ y � x0i + éi for any y 2 Y

By the above inclusion, òi 2 ]Cf (zi). Since Y is compact and ]Cf is a weak* closed
multifunction we can pass to the limit in the inequality on a subsequence and the result
follows.

We now state without proof another version of the mean-value inequality which is
obtained by minor modifications of the original one [6]. Suppose X satisfies the following
hypothesis:
(H2) X is a uniformly smooth Banach space.

Of course (H2) is stronger than (H1). However uniformly smooth Banach spaces
include a quite large class of spaces as for example LP-spaces with 1 Ú p Ú 1. On the
other hand the hypothesis on f will be weaker, namely f need only be lsc

Let Y ² X be a nonempty, closed, bounded subset of X (not necessarily convex).
Let f : X ð (�1Ò+1] be a lsc function, finite at x, and define

r̂ := lim
é#0

inf
y2Y+éB

ff (y)� f (x)g

THEOREM 3.2. Let f be bounded below on [xÒY] + éB for some é Ù 0. Then for any
r Ú r̂ and ¢ between 0 and é, there exist z0 2 [xÒY] + ¢B, y0 2 Y and ò 2 ]Ff (z0) such
that for any ï Ù 0, there exists ç Ù 0 such that for any y 2 Y \ B(y0Ò ç)

r Ú hòÒ y � xi + ïky� y0k

(If Y is convex the theorem applies with ï = 0 and ç = +1).

4. Examples. As a first application we will give an “infinitesimal version” of The-
orem 3.1 (see Section 3 in [6]) which extends an important result of Subbotin [9] to the
Banach space setting.

For a given subset E of X and a point x at which the function f is finite we introduce
Df (x; E), the quantity given by

Df (x; E) := lim
t#0

inf
é#0

inf
e2E+éB

f (x + te)� f (x)
t



Suppose X is a reflexive Banach space. Then it can be given an equivalent Fréchet
differentiable norm (see for example [13]) and consequently the space satisfies hypothesis
(H1) (see [11]) for details and further comments).

THEOREM 4.1. Let E be a nonempty closed, bounded, convex subset of X and let
f : X ! R be a locally Lipschitz function. Suppose for some scalar ö we have

Df (x; E) Ù ö(27)
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Then for any ¢0 Ù 0 there exist a point z and ò 2 ]Ff (z) such that kz � xk Ú ¢0,
jf (z) � f (x)j Ú ¢0 and

hêÒ ei Ù öÒ 8e 2 E

The proof is based on Theorem 3.1 as for the Hilbert space case given in [6].

We now introduce the weak Dini derivative (or weak-Hadamard derivative)

Dwf (x; e) := inf
feig

lim
t#0

inf
ei

w
�!e

f (x + tei) � f (x)
t

and the weak Dini (or weak-Hadamard) subgradient

]Df (x) = fxŁ 2 X j Dwf (x; v) ½ hxŁÒ viÒ 8v 2 Xg

In general ]Ff (x) � ]Df (x) and in case X is reflexive they coincide (see for example [3]).

PROPOSITION 4.1. If Y is a nonempty closed, bounded, convex subset of X then

inf
e2E

Dwf (x; e) � Df (x; E)(28)

PROOF. Let (ti), (éi) and (ei) be sequences such that ti # 0, éi # 0, ei 2 E + éiB and

f (x + tiei) � f (x)
ti

! Df (x; E)

Since (ei) is bounded there exists a weak convergent subsequence (without relabeling),
ei

w
! e. Since Y is closed and convex it is also weakly closed so e 2 E. Hence there

exists e 2 E such that

Dwf (x; e) � lim
i!1

f (x + tiei) � f (x)
t

= Df (x; E)

which completes the proof.

THEOREM 4.2. Let E be a nonempty closed, bounded, convex subset of a reflexive
Banach space X, and let f : X ! R be a locally Lipschitz function.

Suppose that for some ö we have

inf
e2E

Dwf (x; e) Ù ö(29)

Then for any ¢ Ù 0 there exist z 2 X and ê 2 ]Df (z) such that kz�xk Ú ¢, jf (z)�f (x)j Ú ¢

and

hêÒ ei Ù ö 8e 2 E
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PROOF. In view of Proposition 4.1, (29) implies (27), so Theorem 4.1 applies.

REMARK 4.1. The same result holds under hypothesis (H2) for a lsc function, finite
at x. In this case the inequality jf (z) � f (x)j Ú ¢ is no longer implicit as in the Lipschitz
case. We refer again to [6] for the details.

As a second example of the use of the theorem we characterize monotonicity of a
function with respect to a cone by means of its Fréchet subdifferential. We refer to
[6, 7, 8] for the Hilbert version and for other applications.

DEFINITION 4.1. Let K ² X be a cone. A function f : X ! (�1Ò1] is said to be
K-nonincreasing if

y 2 x + K =) f (y) � f (x)

The polar of a nonempty set K ² X is the set

KŁ = fy 2 X : hyÒ xi � 0Ò 8x 2 Kg

PROPOSITION 4.2. Suppose X satisfies (H1) (respectively (H2)), f : X ! (�1Ò+1] is
a locally Lipschitz (respectively lower-semicontinuous) function, and K ² X is a cone.
Then f is K-nonincreasing if and only if

]Ff (x) � KŁ 8x 2 X(30)

PROOF. In order to prove the necessity let x 2 X and z 2 K. By assumption,
f (x + tz) � f (x) for all t Ù 0. Suppose p 2 ]Ff (x) and let ¢ Ù 0. Then there exists ë Ù 0,
such that hpÒ tzi � ¢tkzk � f (x + tz) � f (x) � 0 for any t, 0 Ú t Ú ë. Dividing by t and
letting ¢ ! 0 leads to hpÒ zi � 0. Since z 2 K is arbitrary we conclude that p 2 KŁ.

Now assume that (30) holds and suppose that f is not K-nonincreasing. Then there
exist points x and y such that y 2 x + K but f (y) Ù f (x). We now apply Theorem 3.1 with
Y := fyg. So there exist z and p 2 ]Ff (z) such that

0 Ú f (y) � f (x) Ú hpÒ y� xi

But since y � x 2 K this contradicts the assumption that p 2 KŁ.

Now we will characterize weak-monotonicity. For a detailed discussion see [6] and [9].
Let D be a nonempty, compact, convex subset of X, where X satisfies (H1) (respectively
(H2)) and let f : X ! R, be locally Lipschitz (respectively lower-semicontinuous).

PROPOSITION 4.3. Suppose that

u 2 XÒ p 2 ]Ff (u) =) min
d2D

hpÒ di � 0

Then for any x 2 X and for any t Ù 0, we have

min
y2x+tD

f (y) � f (x)
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PROOF. According to Theorem 3.1, for some z and some p 2 ]Ff (z)

r Ú min
d2D

hpÒ tdi

for any r such that r Ú miny2x+tD f (y) � f (x). By hypothesis, mind2DhpÒ di � 0 so r Ú 0
and the conclusion follows.

We remark that the strong-monotonicity characterization uses only the unidirectional
mean-value theorem whereas the weak-monotonicity one requires the multidirectional
mean value theorem.

Finally we want to point out the specificity of the multidirectional mean value results
already known. In [6] Clarke and Ledyaev treat functions which are just lsc and in the
framework of a Hilbert space. The same authors derived in [7] a multidirectional mean
value theorem for locally Lipschitz functions defined on a general Banach space, in the
“two-set” case (i.e. the point x0 is replaced by a closed, convex, bounded set). However
the subgradient figuring in that theorem is the generalized gradient, ]Cf . Consequently,
on the one hand our result generalizes the result in [6] from the point of view of the space
but under the hypothesis (H1) is more restrictive with respect to the class of functions.
On the other hand it generalizes the result in [7] from the point of view of the subgradient
class, but is more restrictive with respect to the space and it covers just the “point-set”
case. We remark that it gives a more precise estimate of the set in which the point z lies
in terms of the initial tolerance in the choice of r.
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