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Eigenvalues of partitioned
hermitian matrices

Robert C. Thompson and Linda J. Freede

Let C = [A. . ) , , . . .,., be a hermitian matrix in partitioned

form; here A., is an n. x n . block. The purpose of this
tj *• 0

paper is to obtain inequalities linking the eigenvalues of C

to those of the main diagonal blocks An, ..., A,^_ of C .

These inequalities include, as special cases, inequalities due

to N. Aronszajn and A. Hoffman.

1. Introduction

Let

C =

X* B

be an w-square hermitian matrix, with eigenvalues Yl - ••• - Yn • Let

A be a-square with eigenvalues oij 2 ... i a , and let B be i-square

with eigenvalues 3i - - 6t • The inequality (for positive

semidefinite C)

(1) ti+o-i ~ ai + &j > x ~ l~ a ' x ~ d ~ b

is due to N. Aronszajn [3]. This remarkable inequality is not as widely

known as it should be. By applying (l) to
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C - y I =n n

X*

the following extension of (l) to arbitrary hermitian C is obtained:

- a - i - h •

(The inequality (2) may be found in 141.)

It is the purpose of this paper to secure a substantial

generalization of (2).

Our investigation of Aronszajn's inequality was spurred by a

generalization of (2) proved by A. Hoffman. We are greatly indebted to

Dr Hoffman for showing us his result, a special case of our Theorem 2.

Our techniques combine an improvement of Aronszajn's method with an

extremal result of Amir-Moez [7] and an extremal result of Fan [2]. It

seems likely that sharpened versions of our inequalities will be obtained

if proofs of them free of extremal considerations can be found. It seems

likely also that many more results await discovery in which functions of

the eigenvalues of A and B are linked to like functions of the

eigenvalues of C . (One known result of this type is the Fischer

inequality.)

2. Notation

The following notation will remain in force throughout §3. Let C

be an n-square hermitian matrix, presented in partitioned form as

here A. • is an n. x n. block, for 1 5 i , j < t . Let

be the eigenvalues of C , and let

(5) apl " V - ~apn

be the eigenvalues of the main diagonal block A ; p = 1, 2 t
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Following Amii—Moez, if we are given a sequence of positive integers

(6) ix < i2 5 ... £ ik

with 1 5 i\ , i.Sm and

(7) -t > s for s = 1, ..., fe ,

o

we let

( 1 5 ) i\ < ... < i'k (< m)

tie the largest strictly increasing sequence of positive integers bounded

above termwise by ix, ..., i, ; this is defined recursively by

i'^ = i, , and i' = min(i , ̂ '+1-l) » for s = k-1, ..., 1 . This

sequence exists because of (7). If, instead of (7), we have

(8) i < m - k + s for s = 1 k ,

we let

(1 <) i'[ < ... < i» (SB!)

be the smallest strictly increasing sequence of positive integers bounded

below termwise by i\, ..., i-, ; it is defined recursively by i" = i\

and i" = max(i , i" +l) for s = 2, 3, ..., k . This sequence exists
6 S S—1

because of (8).

All vectors in this paper are column vectors, and x* denotes the

conjugate transpose of x .

3. The main result

THEOREM 1. Let C be as described in §2. Let integers

i , ..., i v be given, p = 1, .... t , such that
px pK

(9)

Then

i » e , s = 1, ..., k , p = l, ..., t .
ps
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k (t-i)k t
(10) I y(i H H y + I y > I [a , + ... + a ,

s=l ^le 2s •••+lts-1 s=l s s=l [ si S V

Proof. Our proof relies on the following lemma, due to Amir-Moez

If H is an m-square hermitian matrix with eigenvalues

h\ - .. . - h j and if integers i\, . . . , i, ( l 5 i ] j i , s m) are

given satisfying (6) and (7)., then

max min \X\Uxi + . . . + x.,Bx,) = h., + . . . + h., .
M. C...CM. x dM. %l %k

n- -*k p *p
dimM. =i x orthonormal

i* p p
V

Here, for a fixed nested chain M. £ . . . £ A/. of subspaces of

column m-space (each subspace having dimension equal to its subscript),

the min is taken over all sets of orthonormal vectors x\, . . . , x, with

x ( M. for p = 1, . . . , k j and the max i s then taken over all such

nested chains of subspaces.

Since i . + i o + . . . + £ , 2; ts > s , there ex i s t s a s t r i c t l y
J-S eiS "US

increasing sequence bounded above by the sequence i, + . . . + i ,
xp vp

p = 1 k .

By the lemma, subspaces

(11) Mpi £ ... £ Mpi

in column n -space (each space having dimension equal to its second

subscript) exist such that

1 P\
x orthonormal,

In other words: given any orthonormal column n -tuples X with
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x £ M . , for q = X k , we have
<? P'Z'

\J-ti.} X\A X\ + ... + X»A X-j — Ot«v I " * " . . . " * " 0 t . | •

yip K PP /c P'Z' P'Z- 7

We now construct subspaces

(13) M i £..,£«,

of column "-space (each space having dimension equal to its second

subscript) by placing y%\ + . .. + n -, zeros at the top and
p-1

n + ... + n zeros at the bottom of the vectors in the spaces (ll).

Let

be the subspace of column n-space generated by the subspaces enclosed in

the brackets < > . Notice that for fixed r , 1 S r 5 k , the subspaces

( 1 5 ) M ,M , . . . . M
l1-±r 2t"2r t%tx-

of column n-space are pairwise orthogonal. This is because a vector in

M .
P>

has its nonzero components confined to those positions Q with

n\ + + n _ < j < ni + ... + n ; and the vectors from the other

subspaces (15) have only zeros in these positions. Consequently,

(16) dimSr = i ; ^ + . . . + i t r , r = X k .

Owing to (13) we also have

(IT) 5: £ S2 £ ... £5^ .

By the lemma, applied to C and using the spaces (IT), we see that

k
min (x^ ... +*jjtek) 5 I Y ( +_
x £S r=X K lr tr1

"7 1x orthonormal,
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Thus there exists a set of orthonormal column n-tuples y\, ..., y, such

that:

k

r=l *• lr *" * tr'

with

(19) yr e Sr , r = l, ..., k .

Because of (19) and (1*0, U may be expressed as

t

¥„= I " v » r = 1, ..., k ,

where

Wsr*~Msi ' s = 1 * • r = 1 ' • • • • * •
sr

Since dimM . = i 2 1 , we may find a unit vector E, in M .
S'Z. SJ. S I S"Z-

si si

such that

Since dimW . = i i 2 , we may enlarge <£ ) to a two dimensional
Blg2 S2 \ Si/

subspace

in M .

containing both W and W „ . Here 5gl> C 2
 a r e t o t e orthonormal.

Proceeding by induction, we pick a v-dimensional subspace

(5sl> •••> C s v) o f 5si containing wgv , ? g l 5 8 f V _ 1 , where
sv

£ , . . . , £ , £ are orthonormal. This is possible because
si s 9V~1 sv

dimW . = i > V . Do th i s for V = 1, . . . , k . We thus obtain a set
stsv

of vectors
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( 2 0 ) S n hk ' ^ 2 1 . • • • .

Because of our construction and because

M •. \ M . i f p f a ,
pi •*- qi e H
e pr * qs

the vectors in the list (20) are orthonormal.

Thus y may be expressed in terms of the vectors (20), say as

I K,(
t k

Here a , ..., a .-. are scalars; r = 1, . .. , k . (Because of the way

the C's were chosen, many of the a's are zero; this fact will not be

needed.) Because y\, ..., y, are orthonormal, and because the vectors

(20) are orthonormal, the column tfe-tuples

(?rl artJT ' r = 1 k •

are orthonormal also.

Combining (l8) and (21), we obtain

k
X Y t • • \ iL \l + . . . +1, I

r=l <• l r trJ

k

Li & yt & y»

r=l

(23) k ( t k t k

i I t • i ^,(8i-l)fe+Ji S\jA I L • ^. Soj'z r t(S2-l)k+J2)r=l VS!=1 J i=l i i i / "-S2-1 J 2 - 1

here
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D = fc* . C£s . 1

is a ifc-square hermitian matrix in which the rows (and columns) are

prescribed by postulating that the pairs (e, j) , 1 £ e £ £ , 1 £ ;/ £ fc

be ordered lexicographically, and then letting

be the entry of Z> in position ((sl9 j'i)5 (s2, <72)) •

Because the vectors (22) are orthonormal tfe-tuples, a result of Fan

[2] asserts that the sum (23) is bounded below by the sum of the k

lowest eigenvalues D . However, the sum of the k lowest eigenvalues of

D equals trace D - (the sum of the k(t-l) highest eigenvalues of D) .

Let the eigenvalues of D be 6j * ... > 6,, . Thus we have

(2k)
k

JlY(
Now let

+ . . .-

t k

S=l 3=1

U =

f11'

be an rc-square unitary matrix with S11. ••-, S£^ as the first tk

columns. Such a unitary U exists because the vectors (20) are

orthonormal. Then D is the principal tfc-square submatrix standing in

the upper left corner of U*CU . Since the eigenvalues of U*CU are

Yl > • ••> Y » the Cauchy inequalities tell us that

Yi £ 61, Y2 - 62» •••> Y (t-l)fc " 6(t-l)k •

Thus

(25) 61 + ... +6,
(t-l)k - Y 1

Inserting (25) into (.2k), we obtain

+ y(t-l)k •
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k (t-l)k t ( k
(26) I

r=l

±)K V I K \

=l r s=l y=l J t7-1

But £ . € Af . and hence has «i + ... + n n zeros at the top

and M + ... + n zeros at the bottom. In fact,

(2T) ls. -

- 0 i

- 0 J

where £ . € Af
S3 s,tc

Because the 5 . , j = 1, ..., fc , are orthonormal, the C . ,

3 = 1 fe , are also orthonormal. From (27) we see that

(28) • *y*ej - k/ssKo •

Because of the property (12) possessed by spaces (ll), we have

(29) I ^s/ssKi- I %V •
j=l ° S S3 3=1 sj

Putting (28) and (29) into (26), we obtain

k (t-l)k t k

r=l ^lr +-<-+t't2-1 r=l r B = 1 3 = 1 St-St7

which is just what we had to prove.

We next derive another version of the inequality of Theorem 1.

THEOREM 2. Let C be as described in §2. Let integers

3 , ..., j , &e given, 1 5 p 5 t , ewcTz

(30)
3 S n - k + e j s = 1, ..., k } p = 1, ..., t .

Then
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(t-i)fe

k

p=l

Proof. Define integers i by
ps

ips=np + X- Jp,k+l-s > s = 1 k ' P = :

An easy calculation shows that i £ s . We claim that

<32> »p
 + 1 - % - o\

and that

The verifications of (32) and (33) are a descending induction on s

beginning with s = k , and are left to the reader. Then we obtain

by applying Theorem 1 to

As a special case of Theorem 1, let ri r be nonnegative

integers with r + k 2 n for p = 1, . . . , t . By setting

i = . . . = i , = r + k , ve obtain the following inequality involving
pi px. p

sums of consecutive eigenvalues.

COROLLARY 1.

k (t-l)k

(31)

o~-L s=l

t

As a special case of Theorem 2, l e t Pi p. be nonnegative

integers with p £ n - k for s = 1, . . . , t . By set t ing
s s

sl
= pg + 1 for s = 1 t , we obtain
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(35)

COROLLARY 2.

k

W .
Hoffman's theorem is the special case k = 1 of (35)-

The inequalities (3*0 and (35) have the special feature that two

Y's with the same subscript do not appear on the left-hand side. This is

not always so in (10) and (31).

4. Applications to singular values

An application of the inequalities (10) to singular values follows

quite naturally with the aid of the following well-known fact: if H is

an m x m matrix (not necessarily hermitian) with singular values

fij 2 ... i liffl , then the eigenvalues of the arc-square hermitian matrix

are fei > ... > h > -h =: ... > -Tii .
mm l

Wow let C , given by (3)5 be an n-square, not necessarily

hermitian, matrix presented in partitioned form, where A. . is an
•z-J

n. x n. block; 1 2 i, j < t . Let now {h) be the singular values of1 3

C , and let (5) be the singular values of the main diagonal block A ;

p = 1 t . We are going to prove (10). Thus we shall link the

singular values of C to the singular values of the main diagonal blocks

of C . To do this we consider the 2n-square hermitian matrix

M =

0

C* 0

i -Yi • We make a

unitary similarity of M by a permutation matrix so as to produce

whose eigenvalues are Yi — ••• - Y — -Y —
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(36)

A
PP

A*
.PP

P = 1, •••, * ,

as main diagonal blocks. We do this by regarding M as a matrix of

2£-block rows and 2£-block columns, and then shuffling these block rows

and block columns by taking them in the order

1, £+1, 2, £+2, 3, £+3 £, 2£ .

This shuffling has the effect of moving the blocks

0 A..
•̂z.

in block positions (•£, i) , (i, t+i) , {t+i, i) , (t+i, t+i)

respectively, into block positions (2i-l, 2i-l) , (2i-l, 2i) ,

(2i, 2i-l) , (2i, 2i) respectively.

Let M\ be the matrix obtained from M this way; it is hermitian

and has the same eigenvalues as M because it is unitarily similar to

M ; and its main diagonal blocks are given by (36). We are now ready

for the main result concerning singular values.

THEOREM 3. Let C , given by (3)3 be an n-square partitioned

matrix, not necessarily hermitian. Let (h) be the singular values of C ,

and let (5) be the singular values of A , p = 1, . . . , £ . Let

integers i n , . . . , i , satisfy (9)- Then formula (10) is valid.

Proof. We apply Theorem 1 to the 2n-siiuare hermitian matrix Mj in

which the p-th main diagonal block is the 2n -square matrix (36).

Because i\. 5 i , < n , (t-l)k < n , and

[i , + i_, + . . . + i , , } ' < « i + «2 + . . . + n,= n , none of the negative

eigenvalues of Mj or of the matrices (36) are involved in th is

applicat ion of Theorem 1, and hence (10) i s established.

COROLLARY 3. Assume that C = [A . .) is as presented in Theorem 3-

Let V\, .. . , r be nonnegative integers with r + k ±n for
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p = 1, ..., t . Then (3k) holds.

Now let

C =

A X

B

where A is mj x OT2 and B is m-$ •*• m^ . Let the singular values of

A (tlie square roots of the eigenvalues of AA*~) "be " a\ > ...

those of X be I) i ..

finally those of S be

be Yl — • • • — Y

i , those of Y be # , and

g Let the singular values of C

It is possible, by combining the results of §3Y ̂ ,,

with known inequalities for the eigenvalues of a sum of hermitian matrices

to obtain inequalities linking the squares of the singular values of A ,

X , Y , B to those of C .

For simplicity, we do not give the most general form of these

inequalities.

THEOREM 4. Let

+ k -

k
y a2

p=l -1

j x>2 +

~ m\ —

k
y xi

p=l

^ i , rZj r3-> rh he nonnegative integers with
mi * r 3 + k £ m3 3 r^ + k 5 m$, and with

2>3 + r 4 + fe - ^3 > 0 . Then

p=l

k
+ Y s 2

p=l

5 p=l

ru+p

Proof. Let \\(M) 2

hermitian matrix M . Then

indicate the eigenvalues of a
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k k k kI ta2 + I x2 + I y2 +

p=l

k k

- I Y2 + I Y2 •
P—J. p~-L

Here we first used known inequalities linking the eigenvalues of

AA* + XX* and BB* + YY* to those of AA* , XX* , BB* , YY* ; then

we applied Corollary 1 to CC* , which has AA* + XX* , BB* + YY* as the

block diagonal.

THEOREM 5. Let p̂ ., p2j P3J P^ be nonnegative integers with

Pl + p2 - m\ - k 3 and P3 + p4 < w 3 - k .

k k k k
y a2 + y x2 + y »2 + Y R2

_-, Pl+P ^i P2+P --,

- > Y + ) Y -,
L PX+P2+P3+P1++P _ n+X-p

Proof.

k k k k
y a2 + y x2 + y w2 + v «2
£ n.+n i- p2+p £

k k
> j y2 + I Y2

~ p=! P1+P2+P3+P4+P p ^

Here we use Corollary 2 and a different set of inequalities involving the

eigenvalues of sums of hermitian matrices.
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