
DOUBLE SERIES OF ISOLS 

JOSEPH BARBACK 

1. Introduction. It is assumed that the reader is familiar with the fol­
lowing notions: regressive function, regressive set, regressive isol, infinite 
series of isols, the minimum of two regressive isols, combinatorial function, 
and canonical extension. We shall use the slightly more general definition of a 
regressive function introduced in (3). The next three notions are defined in 
(2), the fifth in (3), and the last two in (7 and 8). Let 

e = the set of all non-negative integers (numbers), 
A = the collection of all isols, 

AB = the collection of all regressive isols. 

Dekker (2) associated with every sequence {an} of numbers a function 
y^s an from A^ into A. In the special case that an is a recursive function it 
can be shown (1) that ^2S &n maps A^ into AR. The main object of this paper 
is to introduce and study a double series ^2(S,T)^ÏJ associated with any 
double sequence {a^} of numbers (i.e., function from e2 into e) and any 
ordered pair (5, T) of regressive isols. The principal definition is as follows: 

DEFINITION 1. Let {a*.,} be any double sequence of numbers. Then for 
(S, T) e Ai, 

JL<(S,T) au = Reqz^tkçôsZ^içèt jz[sk, th v(aki)], 

where v(aki) = {y\y < aki} and sk and ti are any two regressive functions such 
that psk Ç S and pU G T. 

Since any two regressive functions which range over sets belonging to the 
same isol are recursively equivalent, it easily follows that the sum of the 
double series given above is well defined. It will be shown that ^2(S,T) &ij is 
always an isol. On the other hand, it need not be a regressive isol; this is 
true even if atj is a recursive function. 

The principal result of this paper is the following 

THEOREM. Let axy be a recursive function. Let the recursive function q(x,y) 
be defined by 

Qxv = ^liKx^jKy da (= 0 if either x = 0 or y = 0), 
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2 JOSEPH BARBACK 

and let Q(X, Y) be its canonical extension to A2. Then for all regressive isols S 
and T, 

2. Preliminaries, Throughout this paper we shall use the notation and 
terminology introduced in (2 and 3). In particular, we let 

V = the class of all sets, 
Q = the class of all finite sets, 

Ai = the collection of all cosimple isols, 
Acfi = the collection of all cosimple regressive isols, 

Œ = the collection of all RET's. 

The functions j , j 3 , k, kzu £32, £33, I will denote the familiar primitive recursive 
functions defined by 

j(x, y) = x + (pc + y) (x + y + l ) / 2 , 

Mx,y,z) = j(x,j(y,z)), 

j(k(n),l(n)) = n, 

jz(kzi(n), kz2(n), kzz(n)) = n. 

The function j maps e2 one-to-one onto e and the function 73 maps e3 one-to-
one onto e. If n is any number, then v{n) = {y\ y < n}. If a is any set, then 
a' denotes its complement, i.e., a! = e — a; p0, Pi, • . • will denote the well-
known canonical enumeration of the class Q defined by 

Po = 

p 2 + 1 = Inumbers such that x + 1 = 2^ + . . . + 2y*. 
_ j (ji, . . . , yk) where ylf . . . ,yk are the distinct 

(num 

The cardinality of the set px is denoted by r{x)\ it is easily seen that r(x) is 
a recursive function. Finally, if tn is a regressive function and p is a regressing 
function of /n, then £* will denote the partial recursive function associated 
with p (3, p. 348) having the property that p*(tn) = n for w € 5£. 

3. Elementary properties of double series. The main purpose of this 
section is to investigate which of the following elementary propositions con­
cerning series of the form ^ T an can be generalized to double series. 

Let T Ç AR and let an, bn be recursive functions. Then 

(a) E r û n € A, 

(0) Z r ^ n 6 AJZ, 

(7) E ^ ' û n = k-J^Tdny for K f , 

(5) X T dn + J2 T àn = ]C r 02" + *n) » 

(«) Z r l = T. 
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Remark. The references for these five propositions are as follows: the first 
is (2, Theorem 1), the second is (1, Theorem 1), both propositions (7) and 
(5) follow from (1, Theorem 2), and proposition (e) appears on (2, p. 89). 

I t is readily verified that Definition 1 is equivalent to 

DEFINITION 2. Let {a^} be any double sequence of numbers and (5, T) any 
ordered pair of regressive isols. If both S and T are finite, say S = p and T = q, 

J2(S,T) a>ij = HKVUKQ
 aij (= 0 if either p = 0 or q = 0). 

/ / 5 is finite and T is infinite, say S = p, 

J1(S,T) atj =J1T (a0tj + . . . + ap-ltj) (= 0 if p = 0). 

If S is infinite and T is finite, say T = q, 

J2(S,T) a>a = Z)s Oz.o + . . . + a ^ - i ) (= 0 if q = 0). 

/ / both T and S are infinite, 
CD CO 

Z) (S,T) dij = R e q X 2 J3O*, th v(aki)), 
A=0 1=0 

where sk and 11 are any two regressive functions ranging over sets belonging to 
S and T, respectively. 

PROPOSITION 1. For every double sequence {a^} of numbers, 2^(5,D^Z; is a 
function from A | into A. 

Proof. Let {a^} be any double sequence of numbers and (5, T) any ordered 
pair of regressive isols. If both S and T are finite, then so is ^2(S,T) a>u and 
our assertion is true. If exactly one of S and T is finite, then ^(S,T) a>u is 
an isol (2, Theorem 1). Assume that both S and T are infinite regressive 
isols. Let sn and tn be regressive functions ranging over the sets a G 5 and 
r Ç T, respectively. We know that a and r and hence also j{cr, r) are immune. 
We have to prove that 

CO CO 

(1) 2 Ylj^ky th v(aki)] is an isolated set. 

Assume that 
CO CO 

à C £ Hjz[sitfthv(akl)], 

where ô is r.e. Then j[kn(ô), £32(0)] is an r.e. subset of the immune setj(°"» T) . 
Hence j[^3i(ô), ^32(0)] is finite, say 

j[kn(d), £32(5)] = (j(^(o), J»(o))f . . . yj(suir)l tV(T))). 
Then 

r 

à C 2L/J3[SuVe)> tv{k)i v(au(k),v(k))] € (?> 
k=0 

and 8 is finite. This completes the proof. 
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PROPOSITION 2. Let atj be a recursive function. Then ^ ( S i r ) atJ is a function 
from ACR into Ai. 

Proof. Let (S, T) be any ordered pair of cosimple, regressive isols. If either 
5 or T is zero, then so is X)(s.T)aiy a n d o u r statement is correct. Assume 
now that both S and T are positive. Let sn and ^ be regressive functions 
ranging over the cosimple sets a G S and r G T, respectively. Let £(x) and 
g(x) be regressing functions of sn and tni respectively. Then 

(1) z^k£8sZ^ie8tjsbki hi v{aki)] G Z^(S,T) Q>ij-

To prove that 2 ( S , D ^ ^ is cosimple, let f denote the set appearing on 
the left-hand side of (1). Then 

jz(xy y,z) G f <=> x G o-, y G r, arcd s < <V(3)tï«(l,), 

j3(x, 3/, z) G f' <=> x G (/ V y G r V [x G <5£*, y £ <5#*> a w ^ 2 > 

Hence 

2 É f ^ M * ) 6 cr; V M * ) G T' V [*8i(*) € ^ * , &32(s) G 5g*, and 

&33O) > a(p*kZi(z), q*kzi(z))]. 

Since o-' and r' are r.e. sets and atj is a recursive function, it follows that f 
has an r.e. complement. This completes the proof. 

DEFINITION 3. Let, for all numbers i and j , 

en = 1, 
, (0, i f i ^ i , 

d , ' ~ U , if t = i . 

PROPOSITION 3. / w epgr;y ordered pair (5, 7") 0/ regressive isols, 

(a) 2J(s,D £*i = S-Tj 

(b) 5Z(s.r) ^ii = min (5, T). 

Proof, (a) Let 5 and T be any two regressive isols. If either both S and T 
are finite or at least one is zero, then (a) readily follows. Assume that at 
least one of S and T is infinite and that both are positive. First, assume that 
exactly one of S and T is infinite. We may suppose without loss in generality 
that S = p > 0 and T is infinite. Then 

]C(s,D etj =^2T (1 + . . . + 1) by Definition 2, 

P 
= J1TP 

= P-UTI by (7), 

= £ - T by (e), 

= S-T. 
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Suppose now that both S and T are infinite regressive isols. Let sn and tn be 
regressive functions ranging over the sets cr G 5 and r f T, respectively. Then 

CO CO 

A=O z=o (s,r) 
Clearly, 

CO CO 

£ Eisfo,*i,o) =i,(«r,T,o) e 5-r, 
and therefore 

(b) Let 5 and T be any two regressive isols. If one of 5 and T is zero, then 
both sides of (b) are zero and we are through. In addition, if both S and T 
are finite and positive, then (b) readily follows by elementary algebra. Assume 
now that at least one of 5 and T is infinite and that both are positive. First, 
assume that exactly one of 5 and T is infinite. We may suppose without loss 
of generality that 5 = p > 0, while T is infinite. Then m in (5, T) = p and 

X)cs,D dtj = E r (do.i + . . . + dp-itj) by Definition 2, 

= I r 4 i + ' - + E r ^ - u by (5)> 
= 1 + . . . + 1 = P = min (S, T). 

Suppose now that both 5 and T are infinite regressive isols. Let sn and /„ 
be regressive functions ranging over sets belonging to 5 and T, respectively. 
Then, by Definitions 2 and 3, 

Z) jsO*, /*, 0) G X) <*< 

Clearly, 

and therefore 

(S,T) 

]E Jsfe, /*, 0) ^ Z ) jfofc, 4) 6 min (5, T) 
A;=0 *=0 

E(5,D^i = m i n (5> ^) -

Remark. It follows from Proposition 3(a) that the conditional 

S,T £ AR 

dtj a recursive function r =*2<S,D aa € A* 

is false. For if we take atj = e^ this conditional reduces to 

S,T £ AR=*ST £ AR, 

which is false by (3, Theorem T2). The conditional 

s, T 6 ACR \=>y^ 
atj a recursive function ) 

(S,T) &ij 6 AC-B 
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is also false, since ACR is not closed under multiplication either (3, Theorem 
T2). 

The identity of Proposition 3(a) represents a special case of the following 
more general result. 

PROPOSITION 4. Let at and bt be any pair of recursive functions. Let S and T 
be any pair of regressive isols. Then 

Z^s^i'Z^/T bi = 2S(S,T) di'bj. 

The proof of this proposition can be readily established and we shall omit 
it here. One can also show the following. 

PROPOSITION 5. Let atJ and btj be two recursive functions. Let S and T be any 
two regressive isols. Then 

(a) 22(s,T) k-atj = k-22(s,T) aiJ} for k G e, 

(b) z^t(s,T) an +2i^(stT) bij = Z*f(s,T) ((lij + btj). 

A useful consequence of this proposition is the following corollary. 

COROLLARY. Let a{j and bij be two recursive functions such that btj < atj. 
Then for all regressive isols S and T, 

2s(S,T) &ij — Z^i{S,T) bij = 2-^(5, T) iflij — bij). 

4. Recursive functions and double series. In this section we shall 
consider some relationships between recursive functions, regressive isols, and 
double series. As a starting point we choose the following two theorems con­
cerning combinatorial functions and infinite series of isols. 

THEOREM A (Sansone). Let f(n) be a combinatorial function with F(X) as 
its canonical extension, and let T £ A^. Then 

where {Cj} is the sequence of combinatorial coefficients of the function f(n). 

THEOREM B. Let an be a recursive combinatorial function, and let 

sn =J^i<nai ( = 0 for n = 0). 

Then sn is a recursive combinatorial function; moreover, for T £ ARl 

S(T) =Xr^» 
where S(X) is the canonical extension of s(x). 

Theorem A is (12, Lemma 1) if T 6 e and (13, Theorem 4.5) if T £ AR — e, 
while Theorem B is (2, Theorem 2). We shall first prove an analogue of 
Theorem A for double series and then one for Theorem B. The following 
proposition will be useful. 
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PROPOSITION 7. Let f(m,n) be a combinatorial function with jc^} as the 
double sequence of its combinatorial coefficients, i.e., 

f(m, n) = X) Z cti {
 M. ) ( n.) 

i<m i<n \ W \ 7 / i<m i<n \ 1 / \ J 

Then 
2 m _ l 2 n - l 

Proof. We proceed along the lines of the proof of (12, Lemma 1). Since 

every ^-element set has ( . ) subsets of cardinality i, we have 

(1) f(m, n) = card [jz(x, y, z)\px C vn, py C vn and z < c-co.rQ,)}. 

It follows from the definition of px that 

PxCvn^x <2° + 21 + . . . + 2n~l <=> x < 2W - 1. 

Combining this with (1), we obtain 

f(m, w) = card {j3(x, y, s)|x < 2W_1, y < 2n~\ and s < cr(x),rw} 
2 m - l 2 W - 1 

DEFINITION 4. Let a{n) be a one-to-one function from e into e. TT̂ w a'(w) is 
that unique function with the property pa^n) = a(pw). 

It is readily seen that if an is any one-to-one function with range a, then 
a'n is also one-to-one, and ranges over 2a; also, r(a'n) = r(n). It is known 
(12, Lemma 2) that if an is a regressive function, then so is a'n. We shall 
make use of these facts in the discussion which follows. We also need the 
following proposition. 

PROPOSITION 9. Let fix, y) be a combinatorial function and let {ci2\ be the 
double sequence of its combinatorial coefficients. Let p be any number. Put 
g(x) = f(p,x) and h(x) —f(x,p). Then g(x) and h(x) are also combinatorial 
functions. Moreover, if {dj\ and {e;} are the sequences of combinatorial coeffi­
cients of g(x) and h(x), respectively, then 

(1) ^r(i) = Z^ Cr(k),r(j), 
fc=0 

2 p - l 

(2) erU) = 2 Cr 
*—"0 

U),rtt)' 

Proof. Since ctj > 0 for all i and j , it follows from (1) and (2) that dx, 
ex > 0 for all x .Thus (1) and (2) imply that g(x) and h(x) are combinatorial 
functions. In view of considerations of symmetry it suffices to prove (1). For 
a l lx .y , x v / v / \ 

/C.,)-5E..(ï) (j); 
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hence 

«w-M.)-és.„(î)(;)-§[ê'-(î)](î)-
We also have 

l(x) 
j=0 \ J / 

Since every function uniquely determines the sequence of its combinatorial 
coefficients, we obtain 

dj = É Ci, \P.) for 

Z-J ci.rU) \ ' J 
i=--0 \ * / 

every j , 

(3) drU) = 2-) ^vo) I • J for every j . 

Let & successively assume the values 0, . . . , 2P — 1. Then pk ranges without 
repetitions over the class of all subsets of a ^-element set, namely (0, . . . , 
p — 1), and for 0 < i < p, 

r(k) assumes the value i exactly ( . J times. 

This implies that 

(4) ] £ cUr{j) I . ) = X) cr(*)tr(i) for every j . 

Relations (3) and (4) imply (1). 

THEOREM 1. Let f(x,y) be a combinatorial function with canonical extension 
F(X, Y) and let S, T G AR. Then 

(1) ^ ( 5 , T) = S(2S,27T) Cr(i)irO) 

where {c^} is the double sequence of combinatorial coefficients of f(x,y). 

Proof. If both 5 and T are finite, then (1) follows from Proposition 7. 
Assume now that at least one of 5 and T is infinite. First, let us assume that 
exactly one of 5 and T is infinite. We may suppose without loss in generality 
that 5 is finite, say S = p, while T is infinite. Let g(x) = f(p, x). By Propo­
sition 8, g(x) is a combinatorial function. Let {di\ be the sequence of com­
binatorial coefficients of g(x) and let G(X) be the canonical extension of 
g(x). In view of Proposition 8 and Theorem A, we have 

2 P - 1 

(2) dT(j) = 2^ Cr(k),rU), 

(3) G ( r ) = 2 > d r ( „ for T £ AB. 

In addition, by (11, p. 107, line —9), g(x) =f(p,x) implies that 

G(T) = F(p, T). 
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Hence 
F{S, T) = F(p, T) = G(T) = 2><*r(,> by (3), 

= Z*,2T (Cr(0),r(j) + . . . + C r (2-1), r(j) by (2), 

= 22(2S,2T) Cr(i),r(j) by Definition 2. 

Suppose now that both 5 and T are infinite regressive isols. Let sn and tn 

be regressive functions ranging over the sets <r £ 5, r Ç T, respectively. Then 
s'n and J'n are also regressive functions and 

(4) ps' = 2' £ 2s, pt' = 2* £ 2T. 

Hence 

(5) Z) J'K, *! , v{cT(k),T(l))] 6 X (2s,2Î')Cr(ï),r(j)-j(Jc,l)=0 

Also, for a, 0 Ç F, let 

$(a, 0) = {j8(*, y, z)|px C o-, Pj/ C 0, and s < crWir(tf)) ; 

or equivalently, 

(6) $(a, 0) = Z | j 3 [x , j , Kcrw.rc»))]^ G 2« and 3> € V\. 

Then $(a, 0) denotes the normal mapping from V2 into V which induces the 
combinatorial function fix, y) ; cf. (4 and 7). Therefore 

(7) *(cr,r) G ns , r ) . 
In view of (5) and (7), it suffices to prove that 

CO 

(8) $ (c r ,T)~ X) J3[s'*,/'i,Kcr(Jt),r(i))]. 
j (ft, 0=0 

Combining (4) and (6), we obtain 
CO 

(9) $(<T, T ) = X) J8[^,*l,KCr(*'*).r(l'i>)]. 
i(*. I)—0 

Moreover, r(s'n) = r(w) and r(t'n) = r(w); cf. the remark after Definition 4. 
Combining this fact with (9), we have 

CO 

j(k,l)=0 

This proves (8) and completes the proof of (1). 

DEFINITION 5. Let atj be any function from ê into e. The function q(xt y) 
defined by 

o(xyy) =Yji<zHi<vaa (= 0 if x = 0 or y = 0), 

is the partial sum-function of a tj. 

We state without proof 
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PROPOSITION 9. If the function atj is combinatorial, so is its partial sum-
function q(x,y). In fact, if 

(1) axu=±±c{j(
XMy), 

i=0 j=0 \ î / \J/ 

then 

(2) q(x,y)=ttci-i,i-l(
X:)(yX 

where c*,_i = c-i,k = 0, for all k > — 1. 

COROLLARY. Let auy be a combinatorial function and q(x, y) its partial sum-
function. Let {cij} and {dij} be the double sequences of combinatorial coefficients 
of axy and q(x, y), respectively. Then for all numbers i and j , 

dotj = dito = 0 and ^z+i,y+i = £*,./• 

Remark. It is easily seen from Definition 5 and Proposition 9 that if axv is 
a recursive and combinatorial function, so is its partial sum-function q{x, y). 
In addition, if {ctj} and {dij} denote the double sequences of combinatorial 
coefficients of aly and q(x, y), respectively, then c^ and diô axe recursive 
functions. 

THEOREM 2. Let axy be a recursive combinatorial function. Let q(x, y) be the 
partial sum-function of axv and Q(X, Y) its canonical extension. Let 5, T G AR. 
Then 

1L(S,T) cm = Q(S, T). 

Proof. If both 5 and T are finite, then (1) follows from Definitions 2 and 5. 
Also, if either 5 or T is zero, then both sides of (1) are zero and our assertion 
is obvious. Assume now that both S and T are positive and at least one is 
infinite. First, assume that exactly one of 5 and T is infinite. We may suppose 
without loss in generality that 5 is finite, say S = p > 0, while T is infinite. 
Set 

bi — aoti + • . . + &p-i,ii 
(2) ^ 

h(x) = q(p,x) =22i<xbi. 

Note that h(x) is the partial sum-function of bn (2, p. 86). Also, axy is a re­
cursive and combinatorial function of x and y; hence bx is a recursive and 
combinatorial function of x. In addition, since q(x, y) is a recursive and com­
binatorial function, it follows that h(x) is also a recursive and combinatorial 
function. Let H(X) denote the canonical extension of h(x). Since, for all x, 
h(x) = q(pfx) we have by (9, Theorem 7.3) that H(X) = Q(p, X) for X G Œ, 
and, in particular, 

(3) H(T) = Q(p, T). 

https://doi.org/10.4153/CJM-1967-001-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1967-001-x


DOUBLE SERIES OF ISOLS 11 

Hence 
Q(S, T) = Q(p,T)= H(T) by (3), 

= ^ r ^ i by Theorem B, 

= J2T (a0>i + . . . + ap_lti) by (2), 

Assume now that both S and T are infinite regressive isols. Let sn and tn 

be regressive functions ranging over the sets a Ç S and r Ç T, respectively. 
Let s'n and t'n be the regressive functions corresponding to sn and tn\ cf. Defi­
nition 4. They range over the sets 2° and 2T respectively. In addition, let {Cfj} 
and {dij} denote the double sequences of combinatorial coefficients of the 
functions axy and q(x, y)f respectively. Then 

oo 

Z) js[sk,ti,v(aki)]€ S aih 
, . j(k,l)**0 (S,T) 

°° 
S J*[s'k i t'l i ^(rfr(t).r(Z))] € ] £ (2s.22T)^r(i),r(;)-

By Theorem 1, 

and therefore 
Q(S, T) = X(2s,2r) dT(i)iTU), 

(5) £ j*[sr*,t'l9p(drMMt))]e Q(S,T). 
j(k,l)=0 

Put 

oo 

oo 

f = 2 jB^'jt » *'l » K^r(Jt),r(0)]. 
To prove (1), it suffices to establish 
(6) 4 = f. 
Put 

- f o , if i = o, 
J (max(P i) , if j > 0, 

tki = jzbk, th v(akl)], 

fjti = {jsfa'*, *'i, *)|s = *, y = I and 2 < d^x)tT{y)}. 

We claim that 

oo oo 

(a) yp = X lfo«» a n d f = Z) ffcz, 
j(k,l)=0 j(jc,i)=Q 

where (^ki)k,i^ and (f̂ O .̂z^e are classes of mutually disjoint sets; 
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(b) card foz = card ffcJ for k, l G e; 
(c) given any element jz(s,t,z) G ̂ , we can compute the numbers &, / 

such that jz(s,t,z) G foz and also the members and cardinality of each of 
the two sets ^ki and f^; 

(d) given any element j 3 ($ ' , / ' , 2) G f, we can compute the numbers &, / 
such that jz(s', tf, z) G f̂ z and also the members and cardinality of each of 
the two sets £k 1 and ^ lk. 

Re (a). It is clear that (foz)*,z€6 and (f*«)*.?€« a r e classes of mutually dis­
joint sets and that 

00 

^ = 53 foi. 

Moreover, it is readily seen that 

(7) É f l i e r -
i(A,I)=0 

Now assume that j&(s'x, t'y, z) G f. Taking into account that d0i = di0 = 0 
and s < dr(X)lT(V), we see that r(x),r(y) 9e 0; hence p;:, py ^ 0 and x, y > 0. 
Thus 

jsfa'a, *'„, z) G r*ii for * = x, / = y. 

We have now proved that 

(8) f C Ë f*i-

In view of (7) and (8), the proof of (a) is complete. 

Re (b). Clearly, 

(9) card ^ = card v(akl) = afcZ. 

We now determine the cardinality of ^ki. Any set with n as its maximum must 
be non-empty and have cardinality < n + 1. Thus 

jz(s'x, t'y, 2 ) e f ^ K r(x) < k + 1 and 1 < r(y) < / + 1, 

and therefore 

AH-l Z + l 

?*i = 53 53 L/sO'z , t'v ,z)\x = k,y = I, r(x) = u, r(y) = v, and s < duv\. 
u=l v=l 

Let («, z/) be any ordered pair such that 1 < w < & + 1, 1 < * ; < / + L We 
wish to find out for how many ordered triples (x, y, z) the statement 

(10) jsfa'a, *'*, 2) G fifci, / (*) = u, r(y) = /, and s < dM„ 

is true. Every set with u as cardinality and k as maximum is of the form 

(k) + some (w — 1)-element subset of vk. 
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Thus the number of such sets is I . . 1 and the x in (10) can be chosen 
/ k \ . y - i / . / i \ 

in ( 1 J ways. Similarly, the y in (10) can be chosen in ( J ways. 
Finally, the z in (10) can be chosen in duv ways. Hence 

c a r d f - = s s C - J C - I) *•• 

= IL* 23 \ ) V ) cuv by Proposition 9, Corollary, 
w=0 v=0 \U / \ V / 

= aki by the definition of cuv. 

Combining this last result with (9), we complete the proof of (b). 

Re (c). Let J3(s,tyz) G ^. The functions sn and tn are regressive; hence 
we can compute the numbers k and / such that s = sk and t = tt. Moreover, 
axv is a recursive function; thus we can compute the elements and cardinality 
of the set \l>ki = jz[sk, th v(akï)]. From the numbers k, /, sk, th we can compute 

(i) the 2k numbers i such that I = k, 
(ii) the 2l numbers j such that j = /, 

(iii) the k + 1 elements s0, . . . , sk} 

(iv) the I + 1 elements 20, • • . , tx. 

By (i) and (iii), we can effectively find the 2k sets s(pt) for which I = k, 
hence also the 2k numbers s'% for which I = k. Similarly, we can, by (ii) and 
(iv), effectively find the 2l numbers /'* for which j = I. The functions r(x) 
and dij are recursive; hence so is the function ^r(i),rO)- We can therefore 
compute the elements and cardinality of the set 

?*i = IMs'u t'j, z)\t = k, j = /, and z < dr(i)>rij)}. 

Re (d). Let jz(s', t', z) G f. The functions s'nit
f
n, being regressive, we can 

compute the numbers x and y such that s' = s'x and /' = t'y. We already 
noted in the proof of (a) that x, y > 0. We can now compute the numbers 
k = x and I = y. Hence 

jz(s',t',z) =jz(s'x,t'y,z) G f*z. 

From the relations pS'(X) — s(px) and & = x, we conclude that sk G Ps'oo. The 
number sk can therefore be computed from sf (x) and &. In view of (b) and 
jzis'xi t'y, z) G ftI> we see that ^hX ^ 0. Thus 

(11) is(5*,^i,0) G ^ z , 

where j^Cs*, ẑ, 0) can be computed. Using (c) it follows that the elements 
and cardinality of each of the two sets \fkî and ffcï can be computed. This 
completes the proof of (d). 
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We now establish that \f = f. Let, for each (k, l) Ç €2, £*z0) be the 1-1 
function that maps $kl in the order-preserving manner onto Çkh Let 

g(z) = Pki(z), for z e tf, 

where (&, /) is the ordered pair such that z £ \/,ki. Thus g maps ^ 1-1 onto f. 
Using (c) and (d), we can prove that both g and g - 1 have partial recursive 
extensions. This shows that \£ ~ f, that i.e. (6) is true, and completes the 
proof of the theorem. 

To illustrate Theorem 2, we evaluate 2os.z*)a^ f° r o n e simple recursive 
combinatorial function aijt namely i-j. Clearly, 

2^ i-j = - —r1 — (= 0 if m = 0 or n = 0). 

Thus, for S, T £ Afi, 

fo if 5 = 0 or T = 0, 

THEOREM 3. L ^ a^ be a recursive function. Let q(x,y) be the partial sum-
function of axy and Q(X, Y) its canonical extension. Let S, T £ AR. Then 

23(5,20 da = Q(S, T). 

Proof. Assume the statement of the theorem. Let axv
+ and axy~ be the 

positive and negative parts, respectively, associated with the function axy; cf. 
(8). Then axy

+ and axy~ are recursive and combinatorial functions such that 

.+ a r j — a ï j a ij 

Since dij is always non-negative, we have atj
+ > ai3~. Combining this fact 

with the corollary to Proposition 5, we obtain 

(1) Z^(S,T) ^ij = A*(S,T) &ij+ — ZS(S,T) atf. 

Let q+(x, y) and q~(x, y) be the partial sum-functions of axy
+ and axy~, 

respectively, having the respective canonical extensions Q+(X, Y) and 
QriXj Y). It easily follows that for all x> y G e, 

q(x, y) = q+(x, y) - q~(x, y) ; 

in fact, q+(xy y) and q~~(x, y) are the positive and negative parts, respectively, 
associated with the function q(x, y). Hence 

(2) Q(X, Y) = Q*-(X, Y) - Q-(X, Y) for X, Y 6 A. 

In addition, by Theorem 3, we have 

(3) 2 ( 5 . D &tj+ = <2+(S> T) and J2(S,T) cur = Q~(5, T). 

The desired conclusion now follows from (1), (2), and (3). 
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Remark, We wish to observe here one consequence of Theorem 3, the fact 
that the minimum function for pairs of regressive isols introduced in (3) and 
the canonical extension, restricted to A|, of the well-known minimum func­
tion for pairs of numbers are equivalent. For this purpose, let us first recall 
the definition of the function dzy given by 

(0, i f i ^ j , 
di'-\l, if * = i ; 

and also the fact (Proposition 3(b)) that for 5, T Ç ARl 

(*) 23(s,r) dtJ = min (5, T). 

Clearly the function dxy is recursive, and in addition, it easily follows that 
its partial sum-function is the function minimum (x, y) : e2 —» e. Combining 
this fact with Theorem 3, we see that the left side of (*), and hence also the 
right side, represents the canonical extension of the function minimum (x, y) 
evaluated at the ordered pair (S, T). Since this is true for each ordered pair 
(5, T) of regressive isols, the desired equivalence follows. 
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