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1. Def in i t ions a n d p r e l i m i n a r i e s . T h e word matr ix will, in this paper, 
always connote a matr ix with non-negative elements, having in general m 
rows and n columns. In conformity with the definition in (4), two matrices 
will be said to have the same pa t te rn if the ent ry in any row or column is 
zero or no t according as the corresponding ent ry of the other is zero or not . 
T h e symbols pt and o-j will s tand for the respective phrases "ith row-sum" 
and " j th column-sum" of the matr ix under consideration. rh . . . , rm; 
Ci, . . . , cn is a set of positive numbers . I t will be said to be consistent for 
the pa t te rn of an m X n matrix, if there exists a matr ix of t ha t pa t te rn for 
which Pi = rt and aj = cù for all i and j . 

Given a matr ix A = (c^i,j) = ( a ^ ) , a link L between any row and column, 
say, between the first row and the first column, is defined to be an , if an > 0, 
or as any set of positive elements aijl, ailjlJ ailj2, ai2j2, . . . , aikjkJ aiki, where 
there are either no elements or exactly two elements of the set in each row 
or column, except in the first row and the first column which have only one 
each. 

A set S of matrix-positions (i, j) will be said to form a complete set of 
link positions between the first row and the first column if the set {aitj: (i, j) (zS) 
consti tutes a link for the matr ix A, between the first row and column, if 
the atj were positive. The elements of a link or of a complete set of link posi­
tions, between the first row and column, are called vertices, and numbering 
them in order s tar t ing from the vertex in the first row, we have a succession 
of odd (numbered) and even (numbered) vertices. A link operation L(6) on 
the matr ix will consist of the replacement of the odd vertices atj of the link 
L by dij + 6, and the even vertices auv by auv — 6. I t is understood tha t 6 so 
chosen t ha t L(d) does not give rise to a matr ix with negative entries. 

We observe that if L links the ith row and the jth column, then L(d) changes 
the ith row-sum rt to r{ + 6 and the jth column-sum Cj to Cj + 6 but leaves all 
other row- and column-sums unaltered. 

If 6 > 0, L(6) is called an increasing link operation, and if 0 < 0, a de­
creasing one. 

Received March 30, 1966. Sponsored by the Mathematics Research Center, United States 
Army, Madison, Wisconsin, under Contract No. DA31-124-ARO-D-462. 

Present address: Department of Statistics, University of Missouri, Columbia, Missouri. 

225 

https://doi.org/10.4153/CJM-1968-021-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-021-9


226 M. V. MENON 

Next, if 6 equals the smallest of the even vertices, L{6) results in a matrix 
for which the link L is "broken" at one or more of the even vertices, i.e., 
there are now zero entries at one or more of the positions occupied by the 
even vertices. The odd vertex-positions still have positive entries in them. 
Similarly, if — 6 equals the smallest of the odd vertices, L(6) produces a 
matrix for which L is broken at one or more of the odd vertex-positions. For 
a value of 9 in between these two extremes, L(0) preserves the link, and 
yields a matrix of the same pattern. 

2. Lemmas. This section contains two lemmas which are used in the 
proofs of the theorems stated in the next section. Throughout the rest of this 
paper, the word "link" is used to denote a link between the first row and the 
first column of the matrix under consideration. 

LEMMA 2.1. Let A and B be two m X n matrices with an = bn = 0. Let the 
sums of the elements in the first row and column of A be less than the correspond­
ing sums for B. Further, let pt = ru i > 1, and <jj = Cj, j > 1, for both the 
matrices. Then there exists a complete set of link positions between the first row 
and the first column such that atj < btj at every odd vertex and atJ > btj at 
every even vertex. 

Proof. Let SQ consist of all elements aa such that a a < ba. T0 is the set 
whose sole members are the rows containing an element of So. Let {ctj) denote 
A — B. For k > 1, define sets SJc and Tlc by the following recursive procedure. 
S2JC-1 is the set of all elements atj for which ctj > 0 and which are contained 
in the set of rows T2k-2, T2k-i is the set of all columns containing an element 
of S2k-u S2k is the set of all elements atj for which Cij < 0 and which are 
contained in the set of columns T^-i , and T2k is the set of all rows containing 
an element of S2jc Let p be the least integer for which 

U 5, = U S^ 
0 0 

Let 5 stand for J^c^, where the summation is taken over all i and j for which 

V 

au G U St. 
0 

We shall now show that the set T = T0^J T±KJ . . . \J Tp contains the 
first row. Suppose that this is not the case. 

We observe that if the expression for 5 as a sum of certain of the ctj con­
tains any particular cUVJ then it also contains each cuj in the uth row for which 
cuj > 0. Hence, since ] C ; C ^ = 0, i ^ 1, we have 5 > 0. 

On the other hand, if the expression for s contains any elements in the 
yth column, it also contains all the elements civ in the ^th column, for which 
civ < 0. Hence, since J ^ ctj = 0, j ^ 1, and ^ ^ ca < 0, we have s < 0. 
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The contradictory values of 5 thus arrived at show that T contains the first 
row. If i0 is the smallest integer for which 7\ contains the first row, then one 
sees easily that elements atj can be chosen from So, Si, . . . , Si0, the set of 
whose subscripts (i,j) constitutes a complete set of link positions between 
the first row and the first column, with the property that c{u < 0 at every 
odd vertex and ctj > 0 at every even one. 

LEMMA 2.2. Let A be a matrix one of whose rows is not linked to one of its 
columns. Then there exist permutations of its rows and of its columns which 
will transform it either to the direct sum of two matrices P and Q, i.e., to the 
form 

(P Z\ 

or to the form 

or (Z3, Q), where Z\, Z2, and Z3 are matrices all of whose elements are zero. In 
the first of these two forms, the row and the column which are not linked may 
be assumed to be contained in the submatrices (P Z\) and 

respectively. 

Proof. We assume, without any loss of generality, that the first row of A 
is not linked to its first column, and hence, in particular, that an = 0. If the 
first row (column) consists entirely of zeros, then A obviously has the second 
(third) of the three forms given in the lemma. Suppose, then, that there is 
at least one non-zero element in the first row and column. Define a set S of 
rows and columns as follows. S contains all the columns of A whose first 
elements are non-zero. I t contains all the rows which intersect these columns 
at non-zero elements, all the columns which have non-zero elements in com­
mon with these rows, and so on. 

The columns contained in S consist of all the columns of A which are 
linked to its first row. The rows contained in S are all the rows of A which 
are linked to these columns. Hence, if we move the rows and columns of S 
to the initial positions, 1, 2, . . . , by means of permutations, A is transformed 
to the first of the two forms given in the statement of the lemma. 

COROLLARY. Let the ith row of A be not linked to its jth column. Then the 
equations pu = ru, u 9e i, av = cv, v 9e j , determine pi and a3- as linear com­
binations of the other row- and column-sums. 

3. Theorems. 

THEOREM 1. Let SI be the class of matrices A of a given pattern, assumed non­
empty, with pi = ri, i > 1, and <rj = Cj, j > 1, and with an = 0. If A is any 
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member of 31, and finite sequences of increasing link operations are applied to 
A until all the links between the first row and the first column are broken—each 
link being broken at least at one of the even vertex-positions—then, for the result­
ing matrix, the first row-sum = s u p , ^ (pi) and the first column-sum = supA€5i 
(<7i). An analogous result holds if in the preceding sentence, one replaces "in­
creasing" by "decreasing," "sup" by uinf," and "even" by "odd" 

Proof. Le t A be a matr ix obtained from A G 31 by applying increasing 
link operations until all links are broken, and let B be a matr ix similarly ob­
tained from B G 31. T h e first pa r t of the theorem is clearly proved if we can 
show t h a t the first row-sums pi(A) and pi(B) of A and S are the same, as 
are the first column-sums a±(A) and <T\(B), 

Suppose, if possible, t ha t pi(A) < pi(B). Now, since pt = ru i > 1, and 
aj = cjjj > 1, for both 4̂ and J§ , it follows t h a t p i ( 5 ) — p\(A) = <J\(B) — o\A, 
and hence <n(Â) < <T\{B). 

But , then, applying Lemma 2.1, one concludes t h a t there is a complete set 
S of link positions between the first row and the first column with the pro­
per ty t h a t a t every even vertex a{j > bfj and a t every odd vertex aii < btj. 
This , however, means t h a t the set {a^: (i, j) G S} is a link for A, and further­
more t h a t in transforming A to A by increasing link operations, we have in 
fact no t broken this link a t any of its even vertices, cont rary to our assump­
tion. 

Hence pi(A) = pi(B) and v\{Â) = <J\{B), as was to be proved. T h e proof 
of the second pa r t of the theorem is along exactly the same lines as the one 
above, and is omit ted. 

This theorem, which deals with a mathemat ica l (linear) programming 
problem and for the solution of which it provides an easy algori thm, is used 
in the proof of the next theorem. 

T H E O R E M 2. (i) Let AmXn be a given non-negative matrix with such a pattern 
that there do not exist any permutations of the rows and independent permutations 
of the columns which will transform A into the direct sum of two or more matrices. 
Let ri , . . . , rm; d, . . . , cn be consistent for the pattern of A. Let 31 be the class 
of matrices having the same pattern that A does, and with pt = r{, aj = cj} for 
all i and j . Then there exists a uniquely determined matrix A, A G 31 {called 
the associated matrix of A) and two diagonal matrices Um.xm = d iag(^ i , . . . , um) 
and V.„xn = diag(z/i, . . . , vn) which are such that UAV = A. For any i and 

j , Ui Vj is uniquely determined, and is a continuous function of the r t and the Cj. 
(ii) iiiVj is a monotone stricily decreasing, and hence ai3, if it is non-zero, is 

a monotone strictly increasing function of rt and cjt the other row- and column-
sums being kept fixed. If U\ and V\ are diagonal matrices such that A = U± A V\, 
then Ui = 6U and V = 6Vi, for some ô > 0. 

COROLLARY. Let A be a given square, non-negative matrix. There exists a 
doubly stochastic matrix A and two diagonal matrices U and V such that UA V = A 
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if and only if after independent permutations of the rows and columns, A can be 
written as the direct sum of fully indecomposable, square matrices. Furthermore, 
A is unique. 

The special case of the corollary when A is a (strictly) positive matrix 
was proved first in (5). Later, a simpler proof using a fixed point theorem 
appeared in (2). The special case of Theorem 2 (without the assertions about 
continuity and monotonicity) when A is a positive matrix is contained in 
(6; 3). Independent proofs of the corollary are contained in (1; 7). For refer­
ences to other work related to it, the reader is referred to (1). 

We make use of the following lemma in the proof of Theorem 2. 

LEMMA 3.1. Let A be a non-negative matrix with an = 0. Let ru . . . , rm; 
C\, . . . , cn be consistent for the pattern of A. Let A be the associated matrix 
{assumed to exist) of A with pt = rt and o-z- = cu for all i. Thus, there exist 
diagonal matrices U and V such that A = UA V. (i) If the first row of A is 
not linked to its first column, then U\V\ is undetermined and can be chosen to 
be any positive value, (ii) If the first row of A is linked to its first column, then 
Ui Vi, which is a function U\ v± (fi, C\) of r\ and c±, has the following strict mono­
tonicity property. If d > 0 is such that r± + 6, r2, . . . , rm\ C\ + 6, c2, . . . , cn 

are consistent for the pattern of A, and if A has an associated matrix with these 
corresponding row- and column-sums, then U\ Vi (rx, c\) > u\ v\ (ri + 6, Ci + 6). 

Proof, (i) When the first row of A is not linked to the first column, there 
exist by Lemma 2.2 permutation matrices iri and w2 such that 

7TIAT2 = S = l y 

where Z\ and Z2 are zero matrices and 

^the first row of A is that of (P Zi) 
(*)< 

J and the first column of A is that of 
Let 

TIA** = B= (J ç1). 

Then^ since A = UA V, we have B = (TTI UT1-
1)B(T2~

1 Vir2). Hence P = RPS 
and Q = XQY, where R, S, X, and F are diagonal matrices, and 

TTI Uwr1 = dmg(R, X) and TT2~
1 VT2 = diag(5, Y). 

Furthermore, because of (*), we have 

(1) UiV! = Riyi, 

where Ri and y\ are the first diagonal elements of R and Y respectively. But, 
for any d ^ 0 and <j> ^ 0, P = (6R)P(6-1S) and Q = {cj>X)Q(<j>-lY). Hence, 
(1) shows that we may take u\ V\ to be dcfrlRi y±. Since 6 and <j> are arbitrary 
non-zero quantities, part (i) of the lemma follows. 

• 

m 
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Next, suppose that the first row of A is linked to its first column. Let B 
be the associated matrix of A, with pi = f 1 + 0, ai = C\ + 0, and pt = ru 

<*i = Cu i > 2. I t follows from Lemma 2.1 that there exists a link determined 
by aljf atj, aiJci . . . , aUtV, aUjl for the matrix A, and by &iy, 6ïy, bik, . . . , &„,„ 6Mii 
for B with the property that the odd (even) vertices in the second set are 
greater (less) than the corresponding vertices of the first set. But ut atj Vj = aij, 
for all i and j . Therefore 

(2) uivi(rh d) = (au/a^faij/aij) . . . (àul/aul), 

whereas UiVi(ri + 0, C\ + 6) is obtained from (2) by replacing the atj by 
the bij. The monotonicity property mentioned in (ii) of the lemma now 
follows. 

Note. Let A = UA V as in the statement of Theorem 2. Suppose that 
afj — 0 but that there is a link between the ith row and the j th column 
of A. Let S = {(a, j3): aa>/3 is an odd vertex of the link} and 7" = {(a, /3): att)/3 

is an even vertex of the link}. Then 

(3) Ut Vj = ri(a,|9)€S Ua Vp/Yl(a,p)£T Ua Vff. 

This fact was already used in (2) above and will be used also during the 
course of the proof of Theorem 2 that follows. 

Proof of Theorem 2. We prove part (i) first, using a double induction on 
the rows of A and on the number of non-zero elements in any row. 

(i) clearly holds if A has just one row. Suppose that it is true when the 
number of rows is not greater than m — 1. 

Let v denote the number of non-zero elements in the first row of A. We shall 
prove that the theorem holds if v = 1. We may clearly assume that the only 
non-zero element in the first row is an. Let B(m-i)Xn be the matrix consisting 
of the last m — 1 rows of A. Then r2, . . . , rm; C\ — fi, c2, . . . , cn is a set 
which is consistent for the pattern of B. By the induction hypothesis, (i) 
holds for B. Hence B = XBV, where X and V are diagonal matrices, and B 
is the associated matrix of B with pt = ri+i, for 1 < i < m — 1, ai = C\ — r±, 
and at = c^ i > 1. But, now, let A be the matrix whose first row has the 
single non-zero element an = r±, and whose other rows form a matrix identical 
with B. Let U = diag(an/fi Vi, X). Then A is the associated matrix of A, 
with pi = ri} crt = ciy for all i, and A = UAV. We have thus shown that 
for every i and j such that ai3 ^ 0, utVj is unique and continuous. But, by 
Lemma 2.2, every row is connected to every column. Hence, by (3), every 
utVj is uniquely determined and is continuous. Thus, (i) is established for 
the case v = 1. 

To continue the induction on v, assume that (i) is true when 1 < v < k < n. 
We now prove that it is true when v = k + 1. We may, and shall, assume 
that au s* 0. 
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Now, there exists a matrix of the same pattern as that of A and with 
Pi = Yi and <Ti = ci} for all i. If 0 is the non-zero element in the first row 
and the first column of this matrix, r± — 6, r2, . . . , rm\ ci — 6, c2, . . . , cn are 
consistent for the pattern of B, where B is the matrix defined by on = 0, 
bij = aijf i 9e 1 or j ^ 1. For B, v = k. Hence, by the induction assumption, 
B = UBV, where B is the associated matrix of B, and for B, pt = rit ai = cf, 
i > 2, Pl = n — 0, o-i = Ci — 0. 

Now, if the first row of B is not linked to its first column, then by the 
corollary to Lemma 2.2, the first row sum of B, which is r± — 6, is fixed, 
and is a linear combination of the rt and the cit i > 1. Hence 0 is a con­
tinuous function of, and is uniquely determined by, the rt and the ct. But, 
by (i) of Lemma 3.1, U\ v\ can be made to assume any value. Hence, in parti­
cular, it can be chosen to equal an/0. Thus the associated matrix of A is 
the uniquely determined matrix which differs from B only in that the element 
in the first row and the first column is 0, and not 0 as it is for B. And now, 
just as for the case v = 1 above, it follows from Lemma 2.2 and equation (3) 
that the ut Vj are uniquely determined and continuous. 

Suppose, on the other hand, that the first row of B is linked to its first 
column. Let 93 be the class of matrices of the same pattern as B and with 
Pi = riy at = cu i > 1. 93 is not empty. Let A = sup$ (Vi) and X = infig (pi). 
Then 

(4) X < ri - d < A. 

Because of the induction assumption, we have, in particular, that for each 
(i,j) for which bitj F^ 0, utVj is a uniquely determined, continuous function 
of the row- and column-sums of B. Hence by (3) (with i and j replaced by 
unity), and by Lemma 3.1 (ii), we conclude that 

(5) Ui V\ is a monotonically strictly increasing continuous function of 6. 

If f] < A, it follows from (5) that 6u± V\ \ 0, and also (4) is satisfied, as 
0 10. 

If ri > A, on the other hand, let r± — 60 = A. Then 60 > 0. Let 6 j d0. 
Then it follows from Theorem 1, Lemma 2.1, and relations (2) and (4), 
that u\ v\ I 0. 

Lastly, if f\ — di = X, then d± > 0, and we have for the same reasons as 
those in the preceding paragraph, that wi &i | œ as d Î 0i. Thus, U\ V\ 0 is a 
continuous monotonically strictly increasing function of 0 varying from 0 
to oo as 0 varies in a suitable interval, and in a manner satisfying (4). Hence, 
there exists a unique value of 6 for which U\V\Q = an. Regarded as a func­
tion of the r i and the Cj, 6 is continuous. Again, as in the case v = 1, it follows, 
by Lemma 2.2 and equation (3), that the utVj are uniquely determined and 
are continuous. The induction is thus complete and (i) of the theorem is 
established. 

The first part of (ii) follows from the fact that every row is linked to every 
column (by Lemma 2.2), and by making use of the same argument as is used 
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to establish Lemma 3.1 (ii). The second part of (ii) is merely another way 
of stating the fact, already established, that the ut Vj are uniquely determined, 
for all i and j . 

Remark. The theorem holds with the obvious modifications needed, when 
A is transformed—as it always can be—by independent permutations of its 
rows and columns into a direct sum of matrices. 

Proof of the corollary. I t is proved in (4) that a doubly stochastic matrix 
of the same pattern as that of a given square matrix A exists if and only 
if A can be transformed by independent permutations of its rows and columns 
into the direct sum of fully indecomposable matrices. This result, together 
with Theorem 2, establishes the corollary. 
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