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Abstract

We study optimal control problems for (time-)delayed stochastic differential equations
with jumps. We establish sufficient and necessary stochastic maximum principles for an
optimal control of such systems. The associated adjoint processes are shown to satisfy a
(time-)advanced backward stochastic differential equation (ABSDE). Several results on
existence and uniqueness of such ABSDEs are shown. The results are illustrated by an
application to optimal consumption from a cash flow with delay.
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1. Introduction and problem formulation

Let B(t) = B(t, w) be a Brownian motion, and let ]\~/(dt, dz) := N(dt, dz) — v(dz) dt,
where v is the Lévy measure of the jump measure N (-, -), be an independent compensated
Poisson random measure on a filtered probability space (2, ¥, {F;}o<:<7, P).

We consider a controlled stochastic delay equation of the form

dX (@) =b@t, X(@),Y (), A®),u(t), w)dt +o(t, X (1), Y1), A@t), u(t), w)dB(z)

+/G(I,X(t),Y(t),A(t),u(t),z,a))N(dt, dz), r €0, T], (1.1
R
where
t
Y) = X(t—9), A1) =/ e P X (1) dr, (1.3)
t—§
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and§ > 0, p > 0,and T > O are given constants. Here

b:[0,TIxRxRxRxUx—>R,
o:[0,T]xRxRxRxUxQ— R,

and
0:[0,TIxRxRxRx UxRyx2—R

are given functions such that, for all ¢, b(¢, x, y,a, u, ), o(t,x, y,a,u,-),and (¢, x, y, a, u,
z, ) are F;-measurable forallx e R,y €e R,a € R, u € U, and z € Ry := R\ {0}. The
function xo(¢) is assumed to be continuous and deterministic. We refer the reader to [13] for
more information about the optimal control of jump diffusions.

Let & C ¥, t € [0, T'], be a given subfiltration of {¥;};c[0,7], representing the information
available to the controller who decides the value of u(¢) at time . For example, we could have
& = F(_.)+ for some given ¢ > 0. Let U C R be a given set of admissible control values
u(t), t € [0, T], and let Ag be a given family of admissible control processes u(-), included
in the set of cadlag, &-adapted, and U-valued processes u(t), ¢t € [0, T'], such that (1.1)—(1.2)
has a unique solution X (-) € L?() x P), where A denotes the Lebesgue measure on [0, T].

The performance functional is assumed to have the form

T
J(u) = E[/ f@, X(@), Y (@), AQt), u(t), w)dr +g(X(T),w)}, u € Ag,
0

where f = f(t,x,y,a,u,): [0, TIXRXRXxRxUXxQL - Randg = g(x,w): RxQ - R
are given C! functions with respect to (x, y, a, u) such that
2
}dt

r 9
E[/O {If(t,X(t),A(t),u(t))l + ‘a—){(t,X(t),Y(t),A(t),u(t))
+1g(X(T))| + |g’(X(T))|21| <oo forx; =x,y,a,andu.

Here, and in the following, we suppress the w for notational simplicity. The problem we
consider in this paper is the following.
Find ® (xg) and u* € 4Ag such that

®(xg) := sup J(u) = J@u"). (1.4)

UeAg

Any control u* € g satisfying (1.4) is called an optimal control.

This is an example of a stochastic control problem for a system with delay. Such problems
appear in many applications. For example, for biological reasons, delays occur naturally
in population dynamics models. Therefore, when dealing with, e.g. the optimal harvesting
problem of biological systems, one is led to the optimal control of systems with delay.

Another area of applications is mathematical finance, where delays in the dynamics can
represent memory or inertia in the financial system.

Variants of this problem have been studied in several papers. The stochastic control of delay
systems is a challenging research area, because delay systems have, in general, an infinite-
dimensional nature. Hence, the natural general approach to them is infinite-dimensional. For
this kind of approach in the context of control problems, we refer the reader to [2], [6], [7],
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and [8] in the stochastic Brownian case. To the best of the authors’ knowledge, despite the
statement of a result in [17], this kind of approach was not developed for delay systems driven
by a Lévy noise.

Nonetheless, in some cases still very interesting for the applications, it happens that systems
with delay can be reduced to finite-dimensional systems, since the information we need from
their dynamics can be represented by a finite-dimensional variable evolving in terms of itself.
In such a context, the crucial point is to understand when this finite-dimensional reduction of
the problem is possible and/or to find conditions ensuring that. There are some papers dealing
with this subject in the stochastic Brownian case: we refer the reader to [5], [9], [10], [11],
and [12]. The paper [3] represents an extension of [11] to the case when the equation is driven
by a Lévy noise.

We also mention the paper [4], where certain control problems of stochastic functional
differential equations are studied by means of the Girsanov transformation. This approach,
however, does not work if there is a delay in the noise components.

In [14] the problem is transformed into a stochastic control problem for Volterra equations.

Our approach in the current paper is different from all the above. Note that the presence of
the terms Y (#) and A(#) in (1.1) makes the problem non-Markovian and we cannot use a (finite-
dimensional) dynamic programming approach. However, we will show that it is possible to
obtain a (Pontryagin—Bismut—Bensoussan-type) stochastic maximum principle for the problem.

The paper is organised as follows: we introduce the Hamiltonian and the time-advanced
backward stochastic differential equation (BSDE) for the adjoint processes in Section 2, then
we prove sufficient and necessary stochastic maximum principles in Sections 3 and 4. Section 5
is devoted to existence and uniqueness theorems for various time-advanced BSDEs with jumps.
Finally, an example of application to an optimal consumption problem with delay is given is
Section 6.

2. Hamiltonian and time-advanced BSDEs for adjoint equations

We define the Hamiltonian
H: [0,T]XxRxRxRx UxRxRxRxQ—>R

by
H(t9x1y1a7u’p7q’r(')vw) = H(t’x’y’asu’psqu('))
= ft,x,y,a,u) +b(t,x,y,a,u)p+o(t,x,y,a,u)q

+/ 0, x,y,a,u,z)r(z)v(dz), 2.1)
Ro

where R is the set of functions r: Rg — R such that the last term in (2.1) converges.
We assume that b, o, and 6 are C! functions with respect to (x, y, a, u) and that

2 e 2
+ ‘%(L X(0), Y (1), A1), u(t))

2

Tl ob
E —— (0, X (@), Y(1), A(r), u(1))
o Llox;
a0
+ _(I,X(t), Y(t)vA(t)vu(t)a Z)
Ro 8.X'i

for x; = x, y,a, and u.

v(dz)} dt] < 00 2.2)
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Associated to H we define the adjoint processes p(t), q(¢),r(t,z), t € [0,T], z € Rp, by
the BSDE

dp(t) =E[u(t) | F]1dt +q()dB(t) +/ r(t,z)N(dt, dz), t €0, T],
Ro (2.3)

p(T) = g'(X(T)),

where
IH
u(r) = _E(I’ X(@0),Y(@®),A@®),u@), p),q@),r,-))
— %—I;)I(t +68, Xt +8),Y(t+8), At +68),ut+38), pt+8),q@+8),r+36,-))
x 1jo,7-5(t)

o t+48 oOH s
—e (f[ %(s, X(5),Y(s), A(s), u(s), p(s),q(s),r(s,-))e” " 1[0,T](S)ds>~
2.4)

Note that this BSDE is anticipative, or time advanced in the sense that the process w(t)
contains future values of X (s), u(s), p(s), g(s),r(s,-), s <t +34.

In the case when there are no jumps and no integral term in (2.4), anticipative BSDEs
(ABSDEs for short) have been studied by Peng and Yang [16], who proved existence and
uniqueness of such equations under certain conditions. They also related a class of linear
ABSDEs to a class of linear stochastic delay control problems where there is no delay in the noise
coefficients. Thus, in our paper we extend this relation to general nonlinear control problems and
general nonlinear ABSDEs by means of the maximum principle, where throughout the study we
include the possibility of delays also in the noise coefficients, as well as the possibility of jumps.
After this paper was written, we became aware of a recent paper [1] on a similar maximum
principle for the stochastic control problem of delayed systems. However, the authors do not
consider delays of moving average type and they do not allow jumps. On the other hand, they
allow delay in the control.

Remark 2.1. The methods used in this paper extend easily to more general delay systems. For
example, we can add finitely many delay terms of the form

Yi(t) = X(t—8), i=1,...,N,

where the §; > 0 are given, in all the coefficients. Moreover, we can include more general
moving average terms of the form

t
A1) :=/ ¢, HX(s)ds,  j=1,..., M,
t—4§

where the ¢;(7,5),0 <s <t <T,are given locally bounded F;-adapted processes.
In this case the process w(¢) in (2.4) must be modified accordingly. More precisely, the last
term in (2.4) must be changed to the sum of

48 9
_\/t\ g(t7 X(S)’ Yl (S)a ceey YN(S)a Al(S), ) AM(S)v M(S), p(s)’ ‘Z(S)’ r(s, ))
J

x ¢;(t,s) 1o,r(s)ds, I<j=<M.
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Even more generally, when modified appropriately, our method could also deal with delay terms
of the form

t
AM1) :=f 8¢(z,s)X(s)dA(s),
[7

where A is a given (positive) measure on [0, 7']. In this case the BSDE (2.3) must be modified
to
N
oH
Fi E| —(+6;
z} + ; [ 3y ( +9)

t+6 oH
—E|:</ a—(S)¢>(l,S) l[o,T](S)dS>
l a

+/ r(t, z2)N(dt, dz), t [0, T],
Ro

oH
dp(t) = —{E[g(t) %} l[O,T—éi](t)} dr

th:| di(r) +q(t) dB(1)

p(T) = g (X(T)),

where we have used the simplified notation

iH(t) = iH(t, X(@),Y1(t),...,YN(),...), etc.
0x 0x

For simplicity of presentation, however, we have chosen to focus on just the two types of
delay, Y (¢) and A(¢) given in (1.3).
3. A sufficient maximum principle

In this section we establish a maximum principle of sufficient type, i.e. we show that, under
some assumptions, maximizing the Hamiltonian leads to an optimal control.

Theorem 3.1. (Sufficient maximum principle.) Letuii € Ag with corresponding state processes
X (1), Y (¢), and A(t) and adjoint processes p(t), 4(t), and 7 (¢, z), assumed to satisfy the ABSDE
(2.3)—~(2.4). Suppose that the following assertions hold.

(1) The functions x — g(x) and
(x,y,a,u) > H(t,x,y,a,u, pt),q(t),7(t,))

are concave for each t € [0, T] almost surely (a.s.).

T
EU {ﬁ(t)2<62(t)+/ 92(t,z)v(dz)>
0 Ry

+ X2(1) (c}z(t) + / P, z)v(dz))}dr} < o0 (3.1)
Ro

forallu € Ag.

(iii) R R X
%%E[H(t, X(t), X(t = 8), A(t), v, p(1), 4 (1), 7(t,-)) | &]

=E[H (1, X(1), X(t = 8), A(t), ii(1), p(0), G(1), 7(1,-) | &]
forallt € [0,T] a.s.

Then u(t) is an optimal control for problem (1.4).
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Proof. Choose u € 4Ag, and consider
JWw)—J@) =1+ I, (3.2)

where

T
I = E[/o {f@, X(0), Y (), AQ@), u(r)) — f(r, X(1), Y (1), A1), ﬁ(t))}dt], (3.3

I = E[g(X(T)) — g(X(T))]. G4

By the definition of H and the concavity of H, we have
T
I = E[/() {H(t, X (1), Y(1), A1), u(t), pt), §(t), 7(z,-))
—H(@t, X(1), Y (1), A@), a(2), p(r), §(1), 7(z, -))
— (b1, X (1), Y (1), A(t), u(r)) — b(t, X (1), Y (1), A1), (1)) p(r)
— (o (t, X (1), Y (1), A1), u(t)) — o (t, X (1), Y (1), Ar), 4(1)))§ (t)
—/(e(t,X(t),Y(t),A(t),u(t),z)—e(r,f((t),?(r),A(z),ﬁ(r),z))
R
x F(t, z)v(dz)}dti|
T(3H . ol . oH .
< E[/ {a—(n(xm — X))+ — O (1) = V(1) + — (1) (A1) — A1)
0 X ay da
oH R
+ (O = d0) = b) = b)) = (@ (1) = 6@

- f 01, 2) — O, D))F(t, z)v(dz)} dt] (3.5)
R

where we have used the abbreviated notation

0 A 0 A A A o o o o
E H@)=—H( X@),Y@),A®),u(), p),q@),r,-)),
X 0x

b(1) =b(t, X (1), Y (1), AQt), u(t)).
b(t) =b(t, X(1), Y (1), AQt), 4 (1)),
etc. Since g is concave, we have, by (3.1),
L < E[g'(X(T)(X(T) — X(T))]
= E[p(T)(X(T) — X(T))]

T T
=E[ /0 AOAX (1) — dR() + /0 (X(1) = R(©) dp(r)

T T
+/ (a(t)—&(t))c}(t)dt+/ /(Q(I,z)—é(t,z))f(t,z)v(dz) dti|
0 0 R
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T T
:E[/O (b(t)—é(t))ﬁ(t)dur/o (X (1) — X)) Blu(@) | F]dt

T T
+ / (o) —a@)q(t)dt + / / O, z2) — é(t, 2))F(t, 2)v(dz) dt}. 3.6)
0 o Jr

Combining (3.2)—(3.6) we obtain, using the fact that X (r) = X(t) = xgo(¢) forall t € [—4, 0],
. T(oH . oH .
Jw)—J@) < E[/ {—(t)(X(l) —X@)+ —OF @) —Y©®)
o L 0x dy
dH . dH X
+ 8—(t)(A(t) —AM) + — @O @) —u())
a ou

+ u @) (X (1) — f((r))} dr]

A~

= E|:/ {8_(t — 5) + _(t) 1[(),T](t) =+ /,,L(t — 8)}(Y(l‘) _ Y(t)) dr
) X ay

T

T 9H . dH .
+/ —(t)(A(t)—A(t))dt+/ —(t)(u(t)—u(t))dt] 3.7
0 da 0 ou

Using integration by parts and substituting » = ¢ — §, we obtain

T 9l .
/ 8—(S)(A(S) — A(s))ds
0 a

T 90 s
= / O ) / e PET(X(r) — X(r)) drds
0o da 5—8

T+ oH )
- / (/ 9a W o) ds)"p’(x () — X () dr
0 r

T+$ Y ~
- f ( f a—(s)emm,n(sms)eﬂ(’5><X<t—6>—X(t—8>>dt-
s t a

-8
Combining this with (3.7) and using (2.4), we obtain
J(u) — J (@)

~

T+ (9H OH " oA
< [/ {—(t —8) + —— () Ljo,(1) + (/ —(s)e™” 1[0,T](s)ds>eﬂ<f—5>
S 8.x 3y —8 8a

. T 9l )
+ u(t — 5)}(Y(t) —Y(@)ds +/0 E(t)(u(t) —u(t)) dt}

- T A
=E / E(t)(u(t) —u(1)) dtj|
0 ou

T ToH
=E / E[a—(t)(u(t) — ()
0 u

5

8,i|(u(t) —u(t)) dt:|

T ToH
=E _/ E[—(t)
Lo ou
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The last inequality holds because v = #(¢) maximizes E[ H (¢, X)), Y@),A®), v, p(t), q(1),
F(t,-) | &]foreacht € [0, T]. This proves that & is an optimal control.
4. A necessary maximum principle

A drawback with the sufficient maximum principle in Section 3 is the condition of concavity,
which does not always hold in the applications. In this section we will prove a result going in
the other direction. More precisely, we will prove the equivalence between being a directional
critical point for J (1) and a critical point for the conditional Hamiltonian. To this end, we need
to make the following assumptions.

(A1) For all u € Ag and all bounded 8 € +Ag, there exists ¢ > 0 such that
u-+speAg foralls e (—¢,e).

(A2) For all tp € [0, T] and all bounded &;,-measurable random variables «, the control
process B(t) defined by

B) = aly, 1), te[0,T], 4.1
belongs to Ag.

(A3) For all bounded B € Ag, the derivative process

d ,
E(r) == ax““ff(t) 4.2)

s=0
exists and belongs to L?(» x P).

It follows from (1.1) that

t

d&(r) = {%(l)é(l) + %(l)%“(l —68)+ %(l) e PUEr) dr + %(l)ﬁ(l)} dr
ax ay da ou

=8
oo do oo r (t—r) oo
+1-OE@ + —(HEC —3) + —(t)f e PTE(r) dr + —()B(1) { dB(1)
ax dy da 1—8 ou
00 20
+/ {B—(I,Z)E(l) + =, 5@ —9)
Ry | 0x dy
t
+ 24 / e PUE(r) dr + %(rw(r)}m@u, da), 4.3)
da —s au
where, for simplicity of notation, we have set
0 0
—b(t) = —b, X (1), X(t —95), A@®), u(1)),
0x 0x
etc., and we have used the facts that

d d
—Y“HBo| = =X -8 =& —9)
ds ds

s=0 s=0
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and
d o utsp d( " —oin
— AP == e P X P (ry dr
ds s=0 ds\Ji—s s=0
! d
zf e PUT —_xutsBry|  dr
t—8 ds s=0
t
= [ e PUE(r) dr.
t—38
Note that

E(t)=0 fort e[—8,0].

Theorem 4.1. (Necessary maximum principle.) Suppose that it € g with corresponding
solutions X (1) of (1.1)—(1.2) and p(t), q(t), and 7(t, z) of (2.2)—(2.3), and corresponding
derivative process é (t) given by (4.2).

Assume that

T
E[/O ‘%){( ) (1)E (t>+< ) (HE* (1 — 6)
. 2 9o 2
( ) (r)( —f’(’—%(r)dr) +<—) (t)
00
/ {( ) (t, 2)& (r)+( ) (t, 2)E%(t — )
2 t 2 2
+ <%> (t,z)( / e—p“—”é(r)dr) +(%> (t,z)}V(dz)}dt
da —s ou
T
+f 52(1){520)4-/ fz(t,z)v(dz)}dt:| < 0.
0 Ro

Then the following assertions are equivalent.

(i) For all bounded B € Ag,

d
—J (@ + sB) =0.
ds s=0
(ii) Forallt € [0, T],
0
|: H(, X(t) Y(t) A(t) u, p(t),q(t), r(t, ) ‘ 8,} =0 a.s.
ou u=i(t)
Proof. For simplicity of notation, we write & = u, X = and 7 = r in the

following. Suppose that assertion (i) holds. Then

0= dJ
= T+ sp)

s=0

T
= % E[ / F@, XFB @), Y B ey, AP (1), u(t) + sB(1)) dr + g(X”“ﬂ(T))}
0

s=0

T t
_ [ / {%msaw%(r)sa—aw%m / e‘ﬂ“‘”é(r)dw%(r)ﬂ(r)}dr
o (0x dy da s au

+ g/(X(T))S(T)]
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ox

T(oH ab 9 90
_ [/ { (r)—a—mp(r)——“(r)q(r)—f —(t,z)r(t,z)v(dz)}é(t)dt
0 X ax R 0X
T(oH b Ao 90
+/ {—(r)——(t)p(t)——(t)q(t)—/ —(r,z)r(r,z)wdz)}su—8)dt
o Ldy dy dy R Yy

T(oH ab 9 96
+/ { 0~ 22 0p) - —"(r)g(t)—/ —(t,z)r(t,z)v(dz)}
0 a da R 0a

da

t
X (/ e PUE(r) dr> dr
-3

T ar /
+ /0 L+ (X(T»g(T)}. (4.4)
By (4.3),
Elg/(X (T)E(T)]
— E[p(T)&(T))
T T
- E[/o (1) dE() +/0 £ dp()
T t
+ f q(t){a—“<r>s(r>+a—"(z)é(r—awa—“(r) / e PUEG) dr
0 dax dy da —s
oo
+ —(t),B(t)} dr
u

r 90 90
+/ /r(t,Z){—(t,Z)S(t)—i——(t,Z)E(t—(S)
o Jr ox dy
t

a0 o 00
+—@t,2) | e P Ew)dr + —(t)ﬂ(t)}v(dz) dr}
da ou

t—6
t

T
=E[ / p(t){%mé(rw%a)sa—aw%(r) e PUe(r) dr
0 ox dy da =8
ob T
+£(t)ﬂ(t)}dt+fo W Elu() | F1dt
r do do do ro (t—r)
+f q(t){—(t)é(t)+—(t)é(t—8)+—(t)/ e PUE(r) dr
0 dx dy da =3
Jdo
+ —(t)ﬁ(t)} dr
u
T 90 90
+/ /r(t,z){—(t,z)é(t)+—(z,z)&‘(t—a)
o Jr ox dy

t
+ %(Z, Z)/ e P ey dr + %(t, Z),B(t)}v(dz) dti|.
da t—§ du
4.5)
Combining (4.4) and (4.5) we obtain

r OH r OH
O=E|:/ E(Z){a—(t)+u(t)}dt+/ Et —6)— () dt
0 x 0 ay

T t T
+/ (/ e_p(’_’)f(r)dr>8—H(t)dt+f B—H(t),B(t)dt]
0 t—8 da o Ou
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T oH oH oH
_ E[/ sm{a—m O s Lo @)
0 X ax dy

1+5 .
—e! (/ ﬁ(s)e*ps Ljo,71(s) ds) } dr + / E(r— S)ﬁ(t) ”
t da \ o

T K T
+/ </ e PEDE(r) dt)a—H(s)ds+/ a—H(t),B(t)dt]
0 5—8 da o ou

T oOH t+6 oOH
=E|:/ §(t){—a—(t+5) Lio,7-51(?) —em(/ —(s)e " 1[0,T](S)d8)}dt
0 y t da

T T t+48
+/ E(t — S)ﬁ(t) dr + e’”/ </ %(s)e*‘“ 1j0,71(s) ds)é(t) dr
0 dy 0 t da
T9H
+/ —(t)ﬂ(t)dt}
0 ou

T
= E[/ E(z)ﬂ(r) dt}, (4.6)
0 au

where again we have used integration by parts.
If we apply (4.6) to

B@) = a(w) 1, 7(1),

where a(w) is bounded and &;,-measurable, s > 7, we obtain

Ty
E[/ —H(t)dtoe] =0.
P17

Differentiating with respect to s we obtain
0

E[| —H(s)a | =0.
ou

Since this holds for all s > 7 and all o, we conclude that

a
E| —H(t) | &,| =0.
|: EY ( 0) ‘ t()i|
This shows that assertion (i) implies assertion (ii).

Conversely, since every bounded 8 € 4Ag can be approximated by linear combinations of
controls B of the form (4.1), we can prove that assertion (ii) implies assertion (i) by reversing
the above argument.

5. Existence and uniqueness theorems for time-advanced BSDEs with jumps

We now study time-advanced BSDEs driven both by Brownian motion B(t) and compensated
Poisson random measures N (dt, dz). We first provide a constructive procedure to compute
the solution of time-advanced BSDEs of the form (2.3)-(2.4), typically satisfied by the adjoint
processes of the Hamiltonian. Then we turn to more general BSDEs and provide several
theorems on the existence and uniqueness of the solutions under different sets of assumptions
on the driver and the terminal condition, which require different treatments in the proof.
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5.1. Time-advanced BSDEs for adjoint processes

We introduce the following framework.

Given a positive constant §, denote by D([0, §], R) the space of all cadlag paths from [0, §]
into R. For a path X(-): Ry — R, X; will denote the function defined by X;(s) = X (¢ + s)
for s € [0,8]. Set # = L*(v). Consider the L? spaces Vi := L*([0, 8], ds) and V; :=
L2([0, 8] — F¢, ds). Let

F:Ry XRXRXVIXRXRXxViXxHXHXxVxQ2—>R

be a predictable function. Introduce the following Lipschitz condition. There exists a constant
C such that

|F(t, p1, P2, P, q1, 92,49, F1, 12, 1, ) — F(t, p1, p2, P, q1,q2, G, 71,12, 7, 0)|
<C(p1—pil+Ip2—p2l +1p = plv, + g1 — g1l + g2 — 2| + g — qlv,
+ 1 —=r1lge +1r2 — r2lge + |1 —7ly,. 5.D

Consider the following time-advanced BSDE in the unknown %;-adapted processes (p(¢),

q®), r(t, z)):

dp(t) = E[F(, p(t), p(t + ) Ljo,7—s1(1), pr Ljo,7—s1(1), q(t), q(t + &) 110,751 (1),
qr Lo,7—s1(t), r (), r(t + 8) Lio,7—s1(t), rs Lo, 7—51(t)) | F¢1dt

+q(t)dB(t)+/ r(t, z) N(dt, dz), tel0,T], (5.2)
R

p(T) =G, (5.3)

where G is a given F7-measurable random variable such that E[G?] < oo.
Note that the time-advanced BSDE (2.3)—(2.4) for the adjoint processes of the Hamiltonian
is of this form. For this type of time-advanced BSDEs, we have the following result.

Theorem 5.1. Assume that condition (5.1) is satisfied. Then the BSDE (5.2)—(5.3) has a unique
solution (p(t), q(t), r(t, z)) such that

T
E[/ {pz(t)+qz(t)+/ rz(t,z)v(dz)}dt} < o0. (5.4)
0 R

Moreover, the solution can be found by inductively solving a sequence of BSDEs backwards
as follows.

Step 0. In the interval [T — &, T] we let p(t), q(t), and r(z, z) be defined as the solution of
the classical BSDE

dp() = F(¢t, p(¢),0,0,9(¢),0,0,r(t,2),0,0)dt + g(¢) dB(¢)
+/ r(t, 2)N(dt, dz), telT —6,T],
R
p(T) =G.

Step k, k > 1. If the values of (p(t), q(¢), r (¢, z)) have been found for t € [T — k8, T —
(k—1)8] then, ift € [T — (k+1)8, T — k$], the values of p(t +6), pr, q(t +98), g:, r(t + 8, 2),
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and r; are known and, hence, the BSDE

dp(t) = E[F(tv p(t)v p(t +8)7 Pt q(t)7 CI(Z +6)7 qt, r(t)vr(t +5)7 rt) | ?}] dt
+q(t)dB(r) +f r(t,2)N(dt, dz); 1 € [T — (k+ 1)8, T — k8],
R
p(T — k&) = the value found in step k — 1,
has a unique solution in [T — (k + 1)§, T — k&].

We proceed like this until & is such that T — (k + 1) < 0 < T — k6 and then we solve the
corresponding BSDE on the interval [0, T — k§].

Proof of Theorem 5.1. The proof follows directly from the above inductive procedure. The
estimate (5.4) is a consequence of known estimates for classical BSDEs.

5.2. General time-advanced BSDEs
We now consider the following BSDE in the unknown %;-adapted processes (p(t), g (1),

r(t, x)):
dp(f):E[F(I:P(t)yp(f+5)1P1161(f)751(t+5)»%»r(t),”(f+5)yrt) | ‘{/_:'t]dt
+q(¢)dB; —|—/ r(t, z)](’(dt, dz), t €[0,T], 5.5)
R
p)=G@), te[l, T+3], (5.6)

where G is a given continuous ¥;-adapted stochastic process. We shall present three theorems
with various conditions on F and G.

Theorem 5.2. Assume that E[supy <, <75 |G(1)|*] < 00 and that condition (5.1) is satisfied.
Then the BSDE (5.5)—(5.6) admits a unique solution (p(t), q(t), r(t, z)) such that

T
E|:/ {Pz(l)"i‘qz(f)-i-/rz(t,z)v(dz)}dt} < o0.
0 R

Proof. Step 1: assume that F is independent of p1, p>, and p. Set ¢°(t) := 0 and
ro(t,x) = 0. Forn > 1, define (p"(z), ¢"(¢), r" (¢, x)) to be the unique solution to the
following BSDE:

dp"(t) = E[F(t,¢" (1), ¢" 't + 8), ¢/, r" 7 e, ), 7" H e 4+ 8,0, () | Flde
+¢"(t)dB; + r'(t, z) N(dt, dz), t €0, T], (5.7)
Pty =G@), te[T, T +36].

It is a consequence of the martingale representation theorem that the above equation admits a
unique solution; see, e.g. [15] and [18]. We extend ¢” and r" to [0, T + §] by setting ¢g" (s) = 0
and r"(s,z) =0for T <s < T + §. We are going to show that (p"(t), ¢" (¢), r"* (¢, x)) forms

https://doi.org/10.1239/aap/1308662493 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1308662493

Optimal control of stochastic delay equations 585

a Cauchy sequence. By Itd’s formula we have
0=1p" (1) = p"(D)P?
=Ip"' @) - p P
T
#2 [ 0ME - o)
t

x (E[F(s,q" (), ¢"(s +8), q", 7" (s, ), 7" (s + 8, ), r"()) | F5]
—E[F(s,q" (), ¢" s +8), 7 s, ), T s + 8,0,
7 O) | FDds

T T
+ / / IF" (s, 2) — (s, 2)1* dsv(dz) + / lg" T (s) — ¢"(s)*ds
t R t

T
+2 / (") = p () (@" T () — ¢"(5)) dBg
t

T
+/ /{|rn+](s,z)—rn(s,z)|2
t R

+2(p"(s—) = p"(s=) " (s, 2) — (s, 2))}N (s, dz). (5.8)

Rearranging terms, in view of (5.1), we obtain
T
E[lp"' () — p" ()11 + EU / r" (s, z) — (s, 2) 12 dsv(dz)i|
t R
T
+ E[ / 4" (s) = ¢" () ds]
t

T
< ZEU (P (s) = p(s)

t

x B[F(s,q"(s), q" (s + 8), " (s, ), r" (s + 8, )
— F(s,q" 7 ), " s+ 8), r" s, ) " s +8,0) | fsuds}

T T
sCsEU |p"+1(s)—p"<s>|2ds}+sEU |q"(s)—q”—1<s>|2ds}
t t

T
+¢E / lg" (s +8) — ¢" (s +8)|2ds]
t

T s+8
+8E/ <f |q”(u)—q"_l(u)|2du>ds]
t s

T

T
+¢E / [F"(s) —r"‘(s)@fds} +¢E
t

(s +8) — "N s + 8)12, ds]

T s+36 t
+£E/ <f |r"(u)—r"—1(u)|§€du>ds]. (5.9)
t N
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Note that

T
/ lg" (s) — q”‘l(s)|2ds].

t

T
E[/ Ig" (s +8) —q" "' (s + 5)|2dsi| < E[

t

Interchanging the order of integration,

T s+ T+68 u
EU (f " () —q"‘<u>|2du> ds} =E[/ " (u) —q"*‘(un?du/ ds}
t K t u—=oé

T
saEU |q"(s>—q”‘(s>|2ds}.
t

Similar inequalities hold also for " — r"=1 1t follows from (5.9) that

T
E[lp" T (6) — p" (1)1 + E[ f f (s, 2) — (s, 2) 12 dsv(dz)]
t R

T

- E[ / g™ (s) — ¢" () ds}
' T T
scsE[/ |p"“(s)—p”(s)|2ds}+<2+M)8EU |q"<s)—q"1(s)|2ds]
t t
T
+38EU |r"(s)—r"—1(s)|§€ds] (5.10)
t

Choose ¢ > 0 sufficiently small so that

T
Eflp" (1) —p"<r)|2]+E[ / / (s, 2) —r”(s,z)|2dsv(dz)}
t R
T
+E[ / lg" T (s) — q"(s>|2ds]
t
T 1 T
< CEU 1p"T(s) — p"(s)I? ds} +3 EU 9" (s) — ¢" "' (5)I? ds}
t t
1 T n n—1 2
+§E|:/ [F"(s) —r (s)|ﬂds].
t
This implies that
_ i(eCsl E[fT |pn+l(S) _ pn(S)|2 dsi|>
dr ;
T T
+eC£’E[/ / "+ (s, 2) —r"(s,z)lzdsv(dz)] +eCefE[/ lg" "' (s) —q"(s)|2dsi|
t R t

T T
e EU lq" (s) — q"_l(s)|2ds:| + %ecﬂ E[f I (s) — "1 (5) (5 dsi|.

t t

=

N =
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Integrating the last inequality yields

T T T
E[ / |p”+1<s>—p"<s>|2ds] + / dreCSIE[ / 1" () —q”<s>|2ds}
0 0
T T '
+/ dtecftE[/ / |r”+1(s,z) —r”(s,z)lzdsv(dz)]
0 t R

1 T T
5—/ dreCS'EU |q”<s)—q"‘1(s)|2ds]
2 Jo '

T T
+ / dreCe! E[/ I (s) — r" ()13 ds] (5.11)
0 t

R =

In particular,

T T
/ dteCst[/ /|r”+](s,z)—r”(s,z)|2dsv(dz)i|
0 t R
T T
+/ dtecs’EU |q”+1(s)—qn(s)|2ds]
0 t

1 T T
<= / dreCEfE[ f |q"(s>—q"‘<s>|2ds}
2 0 t

1 T T
+3 f dreC+! E[/ I (s) — r" 7L ()% ds:|. (5.12)
0 t

This yields

T T
/ dreCe! E|:/ f (s, 2) — (s, 2)) dSV(dZ)]
0 t R

T T
+ / dreCe! E[/ 1" (s) — " (5)]? ds}
0 t

=(3)'c

for some constant C. It follows from (5.11) that

T n
EU 1p" T (s) —p"<s>|2ds} < (1) C.
0 2

Equation (5.10) and (5.11) further give

T T

E[/ /|r"“<s,z>—r"(s,z>|2dsv(dz>]+E[/ |q"“(s)—q”(s)|2ds}
0 R 0
< (§)"enc.

In view of (5.10), (5.11), and (5.12), we conclude that there exist progressively measurable
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processes (p(t), g(t), r(t, z)) such that

Jim B[[p" (@) — p@)*1 =0

T
lim / Ellp" (1) — p(0)1dr =0,
n—>oo 0

T
lim [ Ellg"() —q@®)|*1dr =0,

n—o0 0

T
lim/ /E[|r"(t,z)—r(t,z)|2]v(dz)dt:0.
0 R

n—oo

Letting n — oo in (5.7) we see that (p(¢), q(¢), r(t, z)) satisfies
T
p) +/ E[F (s, q(s),q(s +8),qs,r(s,-),r(s +3,-),rs()) | Fslds
t

T T
+/ q(s)st—i-/ /r(s,z)N(ds, dz) = g(T),
t t R

ie. (p(t),q(t), r(t,2)) is a solution. Uniqueness follows easily from It6’s formula, a similar
calculation used to deduce (5.8) and (5.9), and Gronwall’s lemma.

Step 2: general case. Let p°(t) = 0. For n > 1, define (p"(1), ¢"(t), r"*(t, z)) to be the
unique solution to the following BSDE:

dp"(t) = E[F(t, p"~'(0), p" 't + 8), p 7, " (0), " (¢ + &), ¢, " (¢, ),
@+, ), rt"(-)) | F]dt +q"(t)dB, +r(t, z)ﬁ(dt, dz), te[0,T],
Pty =G), te[T,T+35].

The existence of (p"(t), g" (t), r"(t, z)) is proved in step 1. By the same arguments leading to
(5.10), we deduce that

1 T
E[lp"t' @) — p" 01 + 3 E[/ f Ir" (s, 2) — (s, ) dSV(dz)]
t R

1 T
+3 EU lg" ™ () — ¢" ()] ds}
t
T 1 T
< CE[/ 1p" T (s) — p"<s>|2ds} + EEU Ip"(s) — p"“<s>|2ds]
t t
This implies that

r T
_%<eC1E|:/ |pn+](s) _ pn(s)|2 ds]) < %CCIE[/ |pn(s) _ pnfl(s)|2 ds] (5.13)
t

t

Integrating (5.13) from u to T we obtain

T 1 T T
E[/ |p"+‘(s)—p"(s)|2ds}s§ / dre“f")EU |p”<s)—p”‘<s)|2ds}
u u t

T T
< eCTf dzE[/ |p"(s) — p"_l(s)lzds:|.
u t
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Iterating the above inequality we obtain

CnTTn

T (]
E[/ 1p"TH(s) — p"(s)I? ds} <
0 n!

Using the above inequality and a similar argument as in step 1, it can be shown that (p" (),
q" (), r"(t, z)) converges to some limit (p(t), q(t), r(t, z)), which is the unique solution of
(5.5).

Theorem 5.3. Assume that E[supr <, <745 |G(1)|**] < oo for some « > 1 and that the
following condition holds:

|F(t, p1, P2, P, q1, 92,9, F1, 12, ) — F(t, p1, p2, D, q1,q2, 4, 71,72, 7)]
< C<|P1 — pil+1p2 — p2l+ sup |p(s) — p)| + g1 — g1l + lg2 — g2|

0<s<$
+lg = dlv, + Ir = il + Ir2 = False +1r = Flya ). (5.14)
Then the BSDE (5.5) admits a unique solution (p(t), q(t), r(t, z)) such that
T
E|: sup |p(t)** +f {qz(t)+/ r2(t,z)v(dz)}dti| < 00.
0<t<T 0 R

Proof. Step 1: assume that F is independent of p1, p2, and p. In this case condition (5.14)
reduces to assumption (5.1). By step 1 in the proof of Theorem 5.2, there is a unique solution

(p(),q(1),r(t, 2)) to (5.5).
Step 2: general case. Let p°(t) = 0. For n > 1, define (p" (1), ¢"(t), (¢, z)) to be the
unique solution to the following BSDE:

dp"(0) = ELF (. p" = (), p" 10 +8). o1 q" (0. q" ( +8). g 1" (1,0), 7" (1 4 8.0,
rh()) | F1dt +q" () dB; + r"(t, 2)N(dt, dz),
Pt =G{), te[T, T+ 6]

By step 1, (p"(¢), ¢ (t), r"(t, z)) exists. We are going to show that (p"(¢), ¢" (), r" (¢, z))
forms a Cauchy sequence. Using Itd’s formula, we have
T T
PO - pt 0P + / /R r" (s, 2) = (s, 2))* dsw(dz) + f lg" " (s) — q" (5)|* ds
t t
r 1
= —2/ (p" () — p"(s)
t
x [E[F (s, p"(s), p"(s +8), p", ¢" (), ¢" T (s + 8), g1, " Fs, ),

P s 48,0, ()

— F(s, p" M), p" NG 4 8), P " (), ¢ (s 4 8), ¢ 1 (s, ),

r(s 48,1 () | Fllds
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T
2 f (P () — p" ()@ 5) — ¢"(5)) dBy
t

T
—f /[|r"+1(s,z>—r"<s,z>|2
t R

+2(p" (s—) = p"(s=) " (s, 2) — (s, 2)IN(ds, dz).

Take the conditional expectation with respect to ;, take the supremum over the interval [u, T'],
and use condition (5.14) to obtain
‘{E }

T
sup |p"tH(t) — p"()* + sup E[ / lg" "' (s) — ¢"(s)1*ds
t

u<t<T u<t<T
T
+ sup E[ / / (s, 2) — " (s, 2))* dsv(dz) f}
u<t<T t R

T
< C: sup EU Ip" T (s) — p"()|* ds

u<t<T u

sl

T
+Cie sup E/ Ip"(s) — p" ()P ds

u<t<T LJu

|
r T

4 Cre sup E f E[ sup |p"(v) — p" ()2 ‘ ﬂ]ds
LJ U

u<t<T s<v<T
‘%}

- T
+ C4e sup E / / 1r"T (s, 2) — (s, 2)|* dsv(dz)
LJt R

u<t<T

g

T
+ Cs¢ sup E / lg" T (s) — ¢"(s)*ds
t

u<t<T

3?,} (5.15)

Choosing ¢ > 0 such that C3¢ < 1 and C4e < 1, it follows from (5.15) that

sup |p" () — p" (1)

u<t<T

T
< C: sup EU 1" (s) = p" ()| ds
u

u<t<T

Jr:;]

T
+(C1 + Cy)e sup E[/ E[ sup |p"(v)—p"_1(v)|2)?7s]ds };} (5.16)
u<t<T u s<v<T

Note that

T

E[ / P s) — P ) ds z}

u

and

E[/TE[ sup_[p"@) = p" )P | 7] ds

s<v<T

|
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are right-continuous martingales on [0, T] with terminal random variables fuT | p”+1(s) —

p"(s)|>ds and fuT E[sup,<,<7 [p"(v) — p"~1(v)* | F]ds. Thus, for & > 1, we have

T o
E[( sup E[/ 1" H(s) — p" ()P ds fD }
u<t<T u
T o
< cE[(/ 1p"(s) —p"<s>|2ds> }

T
scT,aE[ / sup |p"“<v>—p”(v>|2“ds}, (5.17)

“|) |
J‘Ts] dS}

T
SCT,aE[ / sup |p”(v>—p"—1<v>|2“ds]. (5.18)

s<v<T

and

T
E[( sup EU B[ swp_[p") = p" @) | 7] ds

u<t<T s<v<T

T
SCT,aE[ / B[ swp_Ip" ) - " )
u

s<v<T

Equations (5.16), (5.17), and (5.18) yield, for o > 1,

T
E[ sup 1p"' 0 = p" 0] scl,aE[ / sup |p"“(v)—p"<v>|2“ds}

u<t<T s<v<T

T
+Cz,aE[/ sup |P"(v)—p"1(v)|2°‘ds:|. (5.19)

s<v<T
Set
T
gn(u) = E[ / sup |p"(s) — p" "M ($)|* dt]
u t<s<T
Equation (5.19) implies that
d
—5<ecw”gn+1<u>> < el Cy gn(u). (5.20)

Integrating (5.20) from 7 to T we obtain

T T
i1 (1) < 2 / eCletg () ds < C gl / gn(s) ds.
t t

Iterating the above inequality we obtain

T eCnTTn
E[/ sup |p"H(s) — p" () dt] <—
0 n:

t<s<T

Using the above inequality and a similar argument as in step 1, we can show that (p" (¢), ¢" (¢),
r"(t, z)) converges to some limit (p(t), g(¢), r(¢, z)), which is the unique solution of (5.5).

Finally, we present a result when the function F is independent of g1, ¢2, ¢, 1, 12, and .
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Theorem 5.4. Assume that E[supy <, <75 |G(t)|2] < oo and F satisfies (5.14), i.e.

|F(t, p1, p2, p)—F(t, p1, p2, p)| < C(|P1—131|+|P2—152|+ sup IP(S)—ﬁ(S)|>- (5.21)

0<s<$

Then the BSDE (5.5) admits a unique solution such that (5.4) holds.

Proof. Let p°(t) = 0. For n > 1, define (p" (), q" (1), r"(t, 7)) to be the unique solution
to the following BSDE:

dp"(t) =E[F(t, p"~ ' (®). p" 't +8), p} ™) | Fi1dt +¢" (1) dB; + r"(t, 2)N(dt, dz),
Pt =G{), t [T, T +34].

We will show that (p"(t), ¢" (t), r" (¢, z)) forms a Cauchy sequence. Subtracting p” from
p"*1 and taking the conditional expectation with respect to %;, we obtain

T
P - ph ) = —E[/ (E[F (s, p"(s), p"(s + ), p) | F5l
t

—E[F(s, p" '), p" N5 +8), p21) | FDds

]
Take the supremum over the interval [u, T'] and use assumption (5.21) to obtain

sup |p" () — p" (1)
2
7))

u<t<T
T
<C sup (E[/ 1p"(s) = p" (o)l ds
u<t<T u
T
+C sup (EU E[ sup [p"(v) — p" ()] ‘ }‘S]ds
u<t<T u s<v<T
By the martingale inequality we have
T 2
E[( sup E[/ 1p" () = p" ()] ds f]”
u<t<T u
T 2
ScE[(/ |p”<s>—p"—1(s)|ds>]
u

T
< cTE[/ sup |p"(v) — p"1<v)|2ds]

s<v<T

2
Jf,]) . (5.22)

and

T 2
E[( sup E[f E[ sup 17" 0) - ) | 7] as ?])}
u<t<T u s<v<T

< cTE[/TE[ sup_[p" () = p" )P | Ts]ds:|.

s<v<T
Taking the expectation on both sides of (5.22) gives
T
B[ swp 10 -0l <c [ B[ s 1w - p @R es]
u<t<T u s<v<T

It follows easily from here that (p"(¢), ¢"(¢), r"* (¢, z)) converges to some limit (p(t), g(¢),
r(t, z)), which is the unique solution of (5.5).

https://doi.org/10.1239/aap/1308662493 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1308662493

Optimal control of stochastic delay equations 593

6. Application to optimal consumption from a cash flow with delay

Let «(t), B(¢), and y (¢, z) be given bounded adapted processes, with «(¢) assumed to be
deterministic. Suppose that fR y2(t, 2)v(dz) < oo. Consider a cash flow X°(¢) with dynamics

dx°m = x° —8)[a(t) dr + B(t) dB(t) +/ y(t, 2)N(dt, dz)}, r €0, T),
R
X0 = xo(t) >0,  1e[=8,0],

where x((¢) is a given bounded deterministic function.
Suppose that at time ¢ € [0, 7] we consume at the rate c¢(¢) > 0, a cadlag adapted process.
Then the dynamics of the corresponding net cash flow X (#) = X¢(¢) are

dX (1) = [X(t — 8)a(t) — c(t)]dt + X (t — 8)B(t) dB(t)
+X(t—8)/ y(t, 2)N(dt, dz), telo,T], 6.1)

R
X (1) = xo(1), t € [=$,0]. 6.2)

Let U (t,c, w): [0, T] x R* x © — R be a given stochastic utility function satisfying the
following conditions:
t = Ui(t, c, ) is F;-adapted for each ¢ > 0,

|
c— Uit,c,w)is C!, a—Ul(t,c,w)>0,
c
0
c— B_U 1(¢, ¢, ) is strictly decreasing,
c

0
Iim —U (t,c,w) =0 forallt,we[0,T] x Q2.

c—>00 ¢

Set vo(t, w) = U, (¢, 0, w)/dc, and define
0 if v > vy (¢, w),
I(t,v,w) = < 0

-1
8_U1 (t, -, w)) (v) if0<v <y, w).
c

Suppose that we want to find the consumption rate ¢(z) such that
J(6) = sup{J(c), ¢ € A}, (6.3)
where

T
J(c) = E[/ Ui(t,c(t), w)dt + g(X(T))i|.
0

Here g: R — R is a given concave C! function and 4 is the family of all cadlag, #;-adapted
processes c(¢) > 0 such that E[|g(X (T))|] < oo.
In this case the Hamiltonian given by (2.1) takes the form

H(t,x,y,a,u,p,q,r(-),w) = U, c,w) + (a(t)y — c)p + yB(t)g
+)’/ y(t, 9r(z)v(dz).
R
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Maximizing H with respect to ¢ gives the following first-order condition for an optimal ¢(¢):
0 A

§U1(I,C(t),w) =p@). (6.4)
The time-advanced BSDE for p(¢), g(¢), and r(¢, z) is, by (2.3)—(2.4),

dp@) = —EHa(t)p(t +8) + B(t)g(t +8) + / y(t,2)r(t + 36, z)v(dz)}
R

x 1j0,7-57(t) 5‘?} dt,
+q)dB(t) +/ r(t, Z)N(dz, dz), t [0, T, (6.5)
R
p(T) = g'(X(T)). (6.6)

We solve the BSDE (6.5)—(6.6) recursively by proceeding as in Theorem 5.1.
Step 1. If t € [T — 8, T], the BSDE takes the form

dp(r) :q(t)dB(t)—i—/Rr(t,z)]\?(dt, dz), te[lT —86,T],
p(T) = g'(X(T)),
which has the solution
p@) =Elg'(X(T)) | #1, telT —46,T],

with corresponding ¢ (¢) and r (¢, z) given by the martingale representation theorem (found, e.g.
by using the Clark—Ocone theorem).
Step 2. Ift e [T — 25, T —58]and T — 2§ > 0, we obtain by step 1 the BSDE

dp@) = —E|:a(t)p(t +8) + B(t)gt +8) + / y(t, 2)r + 8, z)v(dz)
R

Jf,} dt
+q(0) dB() +/ F(L DN, ), te [T —28,T — 9],
R

with p(T — §) known from step 1. Note that p(t + §), g(¢t + J), and r(¢t + §) are also
known from step 1. Therefore, this is a simple BSDE which can be solved for p(t), g(¢), and
r(t,-), t € [T —28, T — §]. We continue like this by induction up to and including step j,
where jissuchthat T — jé <0 < T — (j — 1)8. With this procedure we end up with a solution
p(t) = px(r)(t) of (6.5)—(6.6) which depends on the (optimal) terminal value X (T'). If

0<p@) <vy(t,w) forallte[0,T] 6.7)
then the optimal consumption rate ¢(z) is, by (6.4), given by
&0 =gy =1t p(0), @), 1€[0.T]. (68)

Substituting this expression for ¢(¢) into (6.1) we end up with a stochastic differential equation
for the optimal wealth process X (¢). Solving this we find X (T') and, hence, ¢(¢).
We summarize the above in the following.
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Proposition 6.1. Ler p(t), q(t), and r(t, z) be the solution of the BSDE (6.5)—(6.5), as de-
scribed above. Suppose that (6.7) holds. Then the optimal consumption rate ¢(t) and the

corresponding optimal terminal wealth X (t) are given implicitly by the coupled equations
(6.8) and (6.1)—(6.2).

To obtain a more explicit solution presentation, let us now assume that «(¢) is deterministic
and that g(x) = kx, k > 0.
Since k is deterministic, we can choose ¢ = r = 0 in (6.5)—(6.6) and the BSDE becomes

dp(t) = —a®p(t + & 1o r-s@®dt, 1 <T.
p(t)=k fortel[T -8, Tl

To solve this, we introduce
h(t) := p(T —1), tel[-46,T].
Then
dh(t) = —dp(T —t) =a(T —t)p(T —t +6)dt = (T —t)h(t — §)dt

fort € [0, T], and
h(t)=p(T —t) =k forte[-4,0]. (6.9)

This determines A (¢) inductively on each interval [j§, (j 4+ 1)§], j = 1,2, ..., as follows.
If A(s) is known on [(j — 1)8, j§] then
t t
h(t) = h(j§) +f K (s)ds = h(jb) +/ (T —s)h(s — §)ds (6.10)
0 Jé

for j € [j8, (j + 1)3].
We have thus proved the following result.

Proposition 6.2. Assume that a(t) is deterministic and that g(x) = kx, k > 0. The optimal
consumption rate Cs(t) for the problem (6.1)—(6.2), (6.3) is given by

es(t) = I(t, hs(T — 1), ), 6.11)

where hs(-) = h(-) is determined by (6.9)—(6.10).

Remark 6.1. Assume that () = a(deterministic) > O for all + € [0, T]. Then we see by
induction on (6.10) that

0<6 <6 = h(;l(t) > hgz(t) forall t € (0, T],
and, hence, perhaps surprisingly,
0<81 <8 = &5() <dis,(@) forallrel0,T).

Thus, the optimal consumption rate increases if the delay increases. The explanation for this
may be that the delay postpones the negative effect on the growth of the cash flow caused by
the consumption.
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