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Summary

Genome-wide association (GWA) studies play a key role in current genetics research, unravelling genomic
regions linked to phenotypic traits of interest in multiple species. Nevertheless, the extent of linkage disequilib-
rium (LD) may provide confounding results when significant genetic markers span along several contiguous
cM. In this study, we have adapted the composite interval mapping approach to the GWA framework (com-
posite GWA), in order to evaluate the impact of including competing (possibly linked) genetic markers when
testing for the additive allelic effect inherent to a given genetic marker. We tested model performance on
simulated data sets under different scenarios (i.e., qualitative trait loci effects, LD between genetic markers
and width of the genomic region involved in the analysis). Our results showed that the genomic region had a
small impact on the number of competing single nucleotide polymorphisms (SNPs) as well as on the precision
of the composite GWA analysis. A similar conclusion was derived from the preferable range of LD between
the tested SNP and competing SNPs, although moderate-to-high LD seemed to attenuate the loss of statistical
power. The composite GWA improved specificity and reduced the number of significant genetic markers. The
composite GWA model contributes a novel point of view for GWA analyses where testing circumscribed to
the genomic region flanking each SNP (delimited by the nearest competing SNPs) and conditioning on linked
markers increases the precision to locate causal mutations, but possibly at the expense of power.

1. Introduction (Gibbs et al., 2004) and wild species (Li et al., 2010;
Scally et al., 2012) genome projects. Since the first suc-
cessful GWA study published in 2005 (Klein et al.,
2005), this methodology has represented a key tool
for the study of common genetic variations in complex
traits.

As noted by Wang et al. (2010), GWA studies have
succeeded in the identification of phenotype-asso-
ciated genetic markers, but pinpointing causal muta-
tions in subsequent fine-mapping studies remains a
challenge. Despite marker SNPs not being the causal
mutation (Wang, 2010), GWA methodology relies
on the assumption that («) linkage disequilibrium
(LD) would enable one or few SNPs to act as surro-
gate markers for association and (b) these markers
would be placed near to the causal genetic variant.
Nevertheless, the extent of LD in mammalian gen-
omes (Tenesa et al., 2004, Sargolzaei et al., 2008)
* Corresponding author: joaquim.casellas@uab.cat are used to reveal significant SNPs across several

Genome-wide association (GWA) analyses are studies
where genomic variation measured, often by single
nucleotide polymorphism (SNP) markers, is corre-
lated across production, health and other traits of
interest to identify candidate loci that regulate them.
They must be viewed as the natural evolution of can-
didate gene association studies (Singer, 2009),
although they focus on thousands or millions of
SNPs without reference to any particular gene
(Benyamin, 2009). Genomic data has been released
by the human genome project (International
HapMap Consortium, 2005; Sachidanandam et al.,
2001), and other livestock (International Chicken
Genome Sequencing Consortium, 2004), laboratory
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contiguous cM. As a consequence, this extends the
genomic region potentially harbouring causal muta-
tions and enlarges the list of candidate genes to be
tested. Moreover, current LD between SNPs may
lead to marginally associated effects, even when not
in direct LD with the causal mutation (He & Lin,
2011). The unprecedented potential for false-positives
shown by GWAs (Pearson & Manolio, 2008) must be
viewed as a controversial challenge inherent to this
methodology.

Analytical approaches for GWA studies must
appropriately account for LD among genetic markers.
In this article, the methodology developed by Zeng
(1994) and Jansen & Stam (1994) for quantitative
trait loci (QTLs) mapping has been adapted to
improve both the precision and efficiency of GWA
studies. The main idea relies on the inclusion of add-
itional (possibly linked) genetic markers when testing
for a specific marker; this must benefit from the statis-
tical properties of multiple regression analysis, which
were previously reviewed by Rodolphe & Lefort
(1993) and Zeng (1993; 1994) within the context of
QTL analysis. Nevertheless, dissimilarities between
GWA and QTL analyses (Kemper et al., 2012) evi-
dence that previous advantages reported for linkage
analysis methods (Zeng, 1994) cannot be directly
extrapolated to GWA approaches and statistical prop-
erties inherent to our modified GWA approach must
be assessed in detail.

This article focuses on two major objectives. First,
the multiple regression analysis from Zeng (1994)
and Jansen & Stam (1994) has been adapted to the
GWA framework. The analytical approach was
implemented in Fortran90 programs and is available
upon request from the first author of this article
(J. Casellas). Second, the statistical performance of
this modified GWA methodology has been evaluated
on simulated data sets by testing different scenarios;
different simulation (e.g., QTL effects and allelic fre-
quencies) and analytical parameters (e.g., LD between
competing SNPs and genomic regions involved in the
analysis) were evaluated.

2. Materials and methods
(1) Composite GWA analysis

Take as a starting point a sample of n individuals with
phenotypic information for a given quantitative trait.
Moreover, assume that all individuals are genotyped
for m biallelic genetic markers, and these markers
are more or less evenly distributed across the genome.
Under a standard approach, the analysis of the addi-
tive association effect inherent to the kth marker can
be carried out by the following model:

Yi=p+ Pixik +ei
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where y; is the phenotypic record collected from the
ith individual, yx is the population mean, f; is the addi-
tive association effect of the kth marker, x;; is an indi-
cator variable taking values of -1 (homozygote), 0
(heterozygote) and 1 (opposite homozygote), and e;
is the residual term. Within the context of a composite
GWA, previous model generalizes to:

Vi =p+ PBixic + ZyBpxi + e

where f;« is the partial regression coefficient of the jth
marker in set J, and x;; is an indicator variable (see
x;). Focusing on a given marker &, note that g, and
P+ are both regression coefficients, although their
interpretation becomes quite different. Whereas fj
estimates the effect of the kth genetic marker on the
phenotypic trait and after accounting for the remain-
ing competing markers, S;+ must be viewed as a nuis-
ance parameter. From a general point of view, we
assume that any marker (i.e., j) included in J must sat-
isfy that (a) j # k, (b) marker j is located no farther
away from k than 6 cM (i.e., analytical window) and
(¢) the LD between markers j and k falls within a
range of values with predefined boundaries 7; and 7,
(0 < 71 <1, < 1). Despite additional sources of vari-
ation in the previous model summarized into the u
term, this model can expand to accommodate add-
itional factors influencing the phenotypic trait.

(i1) Simulation process

Each simulated population evolved without selection
during 1000 non-overlapping generations with effect-
ive population size (N.,) 100. In order to mimic a
polygynous-like species, which is common under cur-
rent livestock practices, generation 1001 expanded up
to 1000 individuals, with 200 males and 800 females.
Note that this design expanded N, up to 640 indivi-
duals (Wright, 1931). Generation 1001 was randomly
mated to obtain 1000 individuals in generation 1002.

Each individual had a 100-cM chromosome with
2000 biallelic SNPs (one SNP each 0-05 ¢cM) and a
unique QTL located in ¢cM 50. This initial density of
SNPs matched previous research (Habier er al.,
2009; Casellas & Varona, 2011) and fell within the
range of lower (<500 markers/M; Meuwissen et al.,
2001; Odegard et al., 2009) and higher (6000 to ~10
000 SNPs/M; Ibafiez-Escriche et al., 2009; Toosi
et al., 2010) SNP densities reported in the scientific
literature. Founder individuals were homozygous
throughout the whole genome for the wild-type allele
(i.e., allele 1), and this switched from allele 1 to 2 (or
vice versa) by appropriate mutation rates. The QTL
was affected by a mutation rate of 2-5x 107> in all
generations (Meuwissen et al., 2001), whereas SNPs
had a mutation rate of 2.5 10~ from generation 1
to 900 (Meuwissen et al., 2001) to guarantee a high
percentage of polymorphic markers. This parameter
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reduced to a more realistic 2-5 % 10~ for subsequent
generations (Hickey & Gorjanc, 2012). Chromosome
recombination was ruled by Kosambi’s function
(Kosambi, 1943).

Genomic data from all individuals born in gener-
ation 1002 were stored and checked. The minimum
allele frequency (MAF) was calculated for each
marker in order to validate the two following restric-
tions: (a) QTLs with MAF > 0-25, and (b) 900 to
1100 SNPs with MAF > 0-05. Only those populations
satisfying these criteria were retained for further ana-
lyses. The restriction applied on the QTLs aimed to
narrow the impact of the genetic variability contribu-
ted by the QTLs on the overall phenotypic variance,
whereas the restriction on the number of polymorphic
SNPs tried to homogenize the number of potential
competing genetic markers across populations (see
below). Given that 100 populations were required
for each scenario (see below) and the rejection rate
could not be anticipated, simulations were performed
back to back until 100 valid populations were avail-
able. At the end of the simulation process, the rejec-
tion rate was 79%. A unique phenotypic record was
generated for each individual born in generation
1002. This resulted from the additive allelic effects
from the QTLs and a random value sampled from a
standard normal distribution with mean 0 and vari-
ance 1. Four different additive allelic effects (a) were
assumed for the mutant-type allele (« =0, 0-25, 0-5
and 1), whereas the additive effect of the wild-type
allele was null. These values were assumed in order
to simulate QTLs with small (h*> ~ 0-03), moderate
(h* ~ 0-13) and large (h* ~ 0-33) contributions to the
phenotypic variance.

(i) Analytical process

Different scenarios were generated by combining
the additive allelic effect of the QTLs, analytical win-
dow and LD range between tested and competing
SNPs. The LD between SNPs () was calculated as
the squared correlation of the alleles (Hill &
Robertson, 1968). Both analytical window (10, 30
and 50 cM on each side of the tested SNP) and LD
range (0-1 < * <09, 0-1 <* <05 and 0-5 < <
0-9) had three different values (or ranges), leading to
a total of 36 combinations. It is important to note
that SNPs with high LD (*> 0-9) were discarded to
prevent identifiability problems in the analytical
model, whereas SNPs with low LD (+*<0-1) were
also discarded to restrict the number of competing
SNPs included in the model.

Within each population, SNP-by-SNP analyses
were performed twice by applying both the standard
GWA and the composite GWA models described
above. This duplicate analysis aimed to characterize
the statistical performance of composite GWA
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analysis against a well-known analytical approach.
Both models were solved by Gauss-Seidel (Mrode,
2005) and significance of 5, was tested by a likelihood
ratio test (Neyman & Pearson, 1933) with one degree
of freedom. Results were discussed on the basis of
three different levels of significance. Although ~1000
SNPs were tested within a population, the standard
(and uncorrected for multiple testing) p <0-05 was
assumed as upper boundary of significance. On the
contrary, Bonferroni’s (1936) correction assuming
1000 independent tests was applied as lower boundary
of significance (p <0-00005). Between them, an inter-
mediate significance level was defined by the
Benjamini & Hochberg (1995) approach with (on
average) p < 0-0005.

From each simulation scenario, differences between
the composite GWA model and the standard GWA
model were evaluated in terms of statistical power
(i.e., probability of identifying significantly associated
SNPs when o > 0) and specificity (i.e., probability of
no SNPs being significant when o > 0) on a chromo-
somal level, as well as precision. More specifically,
precision was evaluated in terms of the total number
of significant SNPs, the average absolute distance
between significant SNPs and the QTL, and the per-
centage of significant SNPs located not father than
2-5 ¢cM from the QTL.

3. Results
(1) Power and specificity

On the basis of the simulation process described
above, the average number of competing SNPs varied
depending on LD requirements and slightly decreased
with the width of the analytical window where
competing SNPs were assessed (Fig. 1). The wider
range of LD between the tested and competing
SNPs (0-1 < r* < 0-9) included an average of ~42
competing SNPs into the model, although minimum
and maximum estimates for the within-chromosome
average number of competing SNPs were 34-0 and
50-3, respectively. On average, ~36 competing SNPs
were accounted for in the model when LD was
restricted to 0-1 < r* < 0-5, whereas higher LD
(0-5 < r* < 0-9) reduced the average number of com-
peting SNPs to ~6 (Fig. 1). It is important to note that
differences on the basis of the width of the genomic
window where SNPs were assessed were minimum.
Competing SNPs included in the analytical model
must be viewed as a relevant increase of the number
of parameters to be inferred; therefore, they may influ-
ence both the power (i.e., probability of identifying
significantly associated SNPs when a > 0) and specifi-
city (i.e., probability of no SNP being significant when
a > 0) of the test. Power decreased for larger numbers
of competing SNPs and, as anticipated, power
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Fig. 1. Average number of competing SNPs included in
the composite genome-wide association studies analysis;
the whiskers extend the range of the results. Columns are
organized in three independent groups depending on the
linkage disequilibrium (+°) between competing SNPs and
the QTL; within-group colour differences identify the size
of the genomic region where competing SNPs were
assessed, this being 10 cM (white), 30 ¢cM (light grey) and
50 cM (dark grey) on each side of the tested SNP.

increased with the magnitude of the QTLs effect
(Table 1). Maybe more relevant than these trends,
we must put a special emphasis on the comparison
between composite GWA and standard GWA. The
smallest number of model parameters in standard
GWA analyses provided the highest power, and this
only failed to reveal significantly (p <0-0005) asso-
ciated SNPs in some simulated populations when
a=0-25 (Table 1). On the contrary, competing SNPs
became a penalization for composite GWA in terms
of statistical power, as evidence for small-effect QTL
(2 =0-25). This was attenuated for medium-effect
QTLs (a=0-50) and composite GWA almost mim-
icked the statistical power of standard GWA analyses
when testing for large-effect QTLs (a=1-00)
(Table 1).

Specificity was improved under composite GWA,
this approach discards significant (p < 0-0005) associa-
tions in all replicates regardless of LD range and
analytical window; standard GWA had 94% specifi-
city, whereas it identified one or more significant
(p <0-0005) SNPs in 6% of the simulated populations
under null QTLs effects (Table 1). This was even more
drastic if multiple testing correction was not applied.
On average, the composite GWA approach reached
a ~20% specificity, whereas standard GWA returned
significant (p <0-05) SNPs from all simulated
populations.

(i1) Refining QTL-associated genomic regions
The average number of significant (p < 0-0005) SNPs
(lower and upper boundaries) under standard GWA

depended on the magnitude of the simulated QTLs,
this being 18:6 (1 to 56) for a=0-25, 64-0 (17 to
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137) for a=0-50 and 205-3 (93 to 318) for a=1-00
(Fig. 2). These averages drastically reduced under
composite GWA; this approach identified a maximum
of seven significant (p <0-0005) SNPs when a = 0-25,
increasing up to 30 SNPs for a=0-50. Under
large-effect QTLs, the average number of significant
SNPs was less than a third of the number of significant
SNPs under standard GWA. Moreover, this scenario
revealed remarkable differences depending on the
range of LD for competing SNPs. The average
number of significant SNPs clearly increased when
0-5<r* <09 (~63 SNP), whereas 0-1 <> <05
revealed ~15 significant SNPs and 0-1 < * <09
showed reductions of up to ~8 significant SNPs
(Fig. 2).

Results on the average of the absolute distance
between the QTL and every significant SNP is
shown in Fig. 3. This was larger for a =1 than for
smaller QTLs effects and slightly increased for smaller
analytical windows. Differences between standard and
composite  GWA were almost negligible under
a < 0-5. Only QTLs with o =1 suggested that stand-
ard GWA approaches associated more distant SNPs
(from the QTL; 11-8 cM) than composite GWA
(~8-8 cM), although lower and upper boundaries
overlapped (Fig. 3). A similar pattern was revealed
when checking the percentage of significant QTLs
located not farther than 2-5 c¢cM from the QTL
(Fig. 4). Small- and medium-effect QTLs did not
reveal relevant differences between standard and com-
posite GWA (results not shown), whereas simulations
under a = 1 suggested advantages when applying com-
posite GWA. On average, the standard GWA iden-
tified 20-8% of the significant SNPs in the nearest
2-5 cM around the QTL, whereas this average percent-
age rose to values larger than 30% when applying
composite GWA analysis (Fig. 4).

4. Discussion

This research contributes a novel approach for GWA
analyses that increases the precision for locating cau-
sal mutations but at the expense analytical power.
Accurate genome-wide association methodologies
are of special relevance in the current genomics era,
where large amounts of sequence data are becoming
available. The composite GWA approach described
in this article focuses on the main idea of including
additional (i.e., competing) genetic markers when test-
ing for association effects inherent to a given SNP;
although it could be viewed as an over-parameteriza-
tion of the analytical model, this approach tries to
narrow the genomic region where QTL-associated
effects can be detected by appropriate SNPs in LD
with the causal mutation. Competing SNPs must
account for marginally associated effects as was
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Table 1. Percentage of simulated populations without any significant (p < 0-05/p < 0-0005/p < 0-00005) SN Ps
across the whole chromosome.

Additive allelic effect (@) for the mutant-type allele of the QTLs
(the wild-type allele was assumed with null effect)

Model® AW® (cM) LD range® a=0 a=025 a=0-5 a=1
GWASc 10 0-1-0-9 19/100/100 1/97/98 0/69/93 0/0/5
GWASc 10 0-1-0-5 19/100/100 0/88/96 0/36/60 0/0/2
GWASc 10 0-5-09 18/100/100 0/51/71 0/0/3 0/0/0
GWASc 30 0-1-0-9 22/100/100 3/98/100 0/70/95 0/2/7
GWASc 30 0-1-0-5 20/100/100 2/89/97 0/47/73 0/1/5
GWASc 30 0-5-09 18/100/100 0/54/74 0/1/7 0/0/0
GWASc 50 0-1-09 23/100/100 4/99/100 0/70/96 0/3/10
GWASc 50 0-1-0-5 22/100/100 2/92/98 0/49/77 0/2/7
GWASc 50 0-5-09 19/100/100 1/56/77 0/2/9 0/0/1
GWAS d d 0/94/100 0/8/23 0/0/0 0/0/0

4GWAS: standard genome-wide association analysis; GWASc: composite genome-wide association analysis.
®AW: width of the analytical window where competing SNPs were assessed.

°LD range: range of linkage disequilibrium between competing SNPs and the tested SNP.

9_: not applicable.
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Fig. 2. Average number of significant (p <0-0005) SNPs under standard genome-wide association studies (GWAS)
analysis and composite GWAS (GWASc) for small-effect QTLs (a), medium-effect QTLs (b) and large-effect QTLs (c);
the whiskers extend the range of the results. Columns are organized in four independent groups depending on the
analytical approach (GWAS vs. GWASc) and the linkage disequilibrium (+*) between competing SNPs and the QTL for
GWASc analyses; within-group colour differences identify the size of the genomic region where competing SNPs were
assessed, this being 10 cM (white), 30 cM (light grey) and 50 cM (dark grey) on each side of the tested SNP. The striped
bar corresponds to the standard GWAS approach.
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Fig. 3. Average absolute distance between significant (p <0-0005) SNPs and the QTL under standard genome-wide
association studies (GWAS) analysis and composite GWAS (GWASc) for small-effect QTLs (a), medium-effect QTLs (b)
and large-effect QTLs (c); the whiskers extend the range of the results. Columns are organized in four independent groups
depending on the analytical approach (GWAS vs. GWASc) and the linkage disequilibrium (%) between competing SNPs
and the QTL for GWASc analyses; within-group colour differences identify the size of the genomic region where
competing SNPs were assessed, this being 10 cM (white), 30 cM (light grey) and 50 cM (dark grey) on each side of the
tested SNP. The striped bar corresponds to the standard GWAS approach.

previously shown by Zeng (1994) and Jansen & Stam
(1994) within the context of QTLs mapping, this being
generalized to genome-wide markers by Bernardo
(2013).

The composite GWA approach was developed on
the basis of multiple regression; focusing on the
GWA scenario, various properties inherent to the
multiple regression methodology must be revisited
before discussing the results obtained under simula-
tion. As noted by Zeng (1993; 1994) and previously
demonstrated by Stam (1991), the expected partial
regression coefficient of the analysed trait on the ith
SNP depends only on those causal mutations that
are located on the interval between the neighbouring
SNPs i-1 and i+ 1, both of which are accounted for
in the analytical model (property 1). This is a very
desirable property that characterizes the composite
GWA approach as an interval test. Note that standard
GWA analyses focusing on SNP-by-SNP approaches
are less precise unconditional tests, in which we can
only check whether there is one or more causal muta-
tions on a chromosome (Jensen, 1993). Multiple
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regression analysis allows for conditioning on both
unlinked and linked markers, which reduces the sam-
pling variance of the test statistic (property 2) and the
chance of interference of possible multiple-linked
QTLs (property 3), respectively (Rodolphe & Lefort,
1993; Zeng, 1993; 1994). Property 2 derives from the
evidence that unlinked markers can account for
some residual genetic variation and, as a consequence,
increase the statistical power of the test. Nevertheless,
property 3 may counteract the increase in power
because of the increase in the sampling variance inher-
ent to conditional testing (Zeng, 1993). Finally, it has
been shown that partial regression coefficients on two
markers in a multiple regression analysis are generally
uncorrelated, unless the two markers are adjacent;
even in this case, correlation is usually very small
(Zeng, 1993).

As shown by the results obtained on simulated
populations, statistical properties of the composite
GWA characterized a compromise between precision
(properties 1 and 2) and power (property 3) of the
association test. Indeed, power loss was quite relevant
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Fig. 4. Average percentage of significant (p < 0-0005)
SNPs located not farther than 2-5 cM from the QTL
under standard genome-wide association studies (GWAS)
analysis and composite GWAS (GWASc) for large-effect
QTLs; the whiskers extend the range of the results.
Columns are organized in four independent groups
depending on the analytical approach (GWAS vs.
GWASc) and the linkage disequilibrium (%) between
competing SNP and the QTL for GWASc analyses;
within-group colour differences identify the size of the
genomic region where competing SNP were assessed, this
being 10 cM (white), 30 cM (light grey) and 50 cM (dark
grey) on each side of the tested SNP. The striped bar
corresponds to the standard GWAS approach.

as evidenced by the percentage of simulated popula-
tions where composite GWA failed to detect signifi-
cantly associated SNPs (Table 1). Differences
between standard and composite GWA analyses
were minimum when checking large-effect QTLs,
whereas power loss was faster for composite than for
standard GWA when the effect of the QTL decreased
(Fig. 5). This was not greater than the evidence that
the implementation of a composite GWA approach
implies the payment of a particularly high price in
terms of power, discouraging the systematic use of
composite GWA models if medium- to small-effect
QTLs could be anticipated. Indeed, composite GWA
studies must be viewed as a refining methodology
that must be implemented after confirming the pres-
ence of significantly associated SNPs by standard
GWA analysis. If not, genomic research could be
impaired by a massive incidence of false-negatives
due to an excessive zeal to refine the location of causal
QTLs before roughly identifying their presence and
approximating their additive genetic effect. Far from
discouraging the implementation of composite GWA
analyses, this conclusion warns future users about
the consequences of power loss when screening gen-
omic data for association effects.

The composite GWA model developed above
assumed two highly flexible model parameters when
selecting competing SNPs. Both the width of the ana-
Iytical window where competing SNPs were assessed
and the LD range between the tested SNPs and com-
peting SNPs could be modified and adapted to
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Fig. 5. Representative examples of Manhattan plots from
the standard genome-wide association analysis (upper
panel) and the composite genome-wide association
analysis (lower panel) for populations with small- (@),
medium- (b) and large-effect QTLs (¢). Competing SNPs
for composite genome-wide association analyses were
assessed in the whole chromosome and linkage
disequilibrium (+*) with the tested SNP was restricted to
01 < <09.

different scenarios. This allowed for the evaluation
of their impact on model performance as well as for
elucidation of preliminary recommendations for fur-
ther genomic analyses. The analytical window had a
small impact on the number of competing SNPs
(Fig. 1) as well as on the precision of the composite
GWA analysis (Fig. 2 to 4). This could be mainly
due to the relatively small extent of LD in mammalian
genomes (Tenesa et al., 2004; Sargolzaei et al., 2008),
which was mimicked in our simulated chromosomes.
Nevertheless, small advantages shown by wider win-
dows would suggest that, if not conflicting with com-
puting requirements, the wider the better. A similar
conclusion is derived from the preferable range of
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LD between the tested SNP and competing SNPs. As
suggested by properties 2 and 3, the inclusion of both
lowly and highly linked competing SNPs could con-
tribute remarkable advantages (and some disadvan-
tages mainly linked to power loss) to the composite
GWA. Nevertheless, and compared with remaining
composite GWA parameterizations, the wider interval
(0-1 < r? < 0.9) neither remarkably reduced the aver-
age absolute distance between significant SNPs and
the QTL (Fig. 3) nor increased the percentage of sign-
ificant SNPs located in the nearest 2-5 cM around the
QTL (Fig. 4), although this did suffer from larger
power loss. A similar pattern was shown by 0-1 <
< 0-5. Within this context, the LD interval character-
ized by 0-5 < r* < 0-9 could be viewed as an appeal-
ing alternative where the loss of statistical power was
attenuated.

The composite GWA model contributes a novel
point of view for GWA analyses where testing circum-
scribed to the genomic region flanking each SNP
(delimited by the nearest competing SNP) and condi-
tioning on linked markers increases the precision of
locating causal mutations, but possibly at the expense
of power.
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