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CREATION OF MASS PROCESSES AND PERTURBATION 
THEORY 

TALMA LEVIATAN 

1. Introduction. Creation of mass processes were treated lately by several 
authors. The idea was to find some generalized Markov process that will 
correspond to a semigroup of operators which are not necessarily contraction 
operators (or equivalently to a quasi transition function which is not sub 
markov). It was G. A. Hunt [6] who first suggested the idea of Markov 
processes in which both the starting time and the terminal time are random. 
Such processes were constructed by Helms [4] and treated also by Nagasawa 
[12] and the author [10]. Other approaches are possible, see for example 
Knight [9 and 7; 13]. Roughly speaking these processes can be described as 
follows. There exists a state - the precreation state - in which a particle 
remains until some random starting time /3 at which time it enters the state 
space E. Its motion in E is then controlled by some Markov transition func­
tion. Again at a random time 8 the particle is transferred to an annihilation 
state where it remains thereafter. Such processes are thus applicable to 
phenomenon which do not necessarily start at a fixed time but rather each 
particle can start its motion at a random time. It was noted already in 
[4; 10; 12] that there is a connection between creation of mass processes and 
perturbation theory for infinitesimal generators of Markov processes, and 
thus also to the theory of perturbations of partial differential equations. Thus 
the method will be applicable to finding probabilistic solutions (or proba­
bilistic interpretation) to a certain class of partial differential equations. 

In this paper we extend the above model to one with a countable number of 
precreation states, such that the starting time and the initial position of a 
particle in E both depend on the particular precreation state at which the 
particle starts. This will allow us, for example, to extend the class of differential 
equations for which we can find probabilistic solutions. There seem to be 
some similarities between these processes and branching processes and relations 
may be found. It may also be possible to extend this model to one with a 
continuum of precreation states. The approach here will be that of Hunt's 
potential theory [5], namely working with resolvent families and finding 
semigroups and processes corresponding to them. 

Section 2 defines the model, gives an existence proof and some regularity 
properties of it. Section 3 gives its applications to perturbations of Markov 
processes. Section 4 takes the well-known special case of perturbation by 
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U X I where U is some function on E, and indicates the way to apply the 
results to the Cauchy problem in partial differential equations. 

Acknowledgement. The author wishes to express her gratitude to Professor 
L. L. Helms for his advice and encouragement. 

2. The model. Consider the following objects: 
(a) Let E be a locally compact Hausdorff space having a countable basis 

for its topology. Let S be the o--algebra of its Borel subsets. Let V be a point 
not in E which is adjoined to E as a point of infinity of the Alexandroff com-
pactification if E is not compact, or as an isolated point if E is compact. 
Denote by Ev = E \J {V} and let # v be the o--algebra of subsets of E v 
generated by <o . Consider also a submarkov transition probability Pt(. , .), 
t ^ 0, defined on E X $. Extend P*(.,.) to a Markov transition probability 
on Ev X ^ v in the usual wav 

(P«(V,{V}) = 1,P,(*,{V}) = l-Pt(x,E)). 

Thus V is an annihilation state. Let {A^ : i ^ 1} be a countable collection of 
distinct points not in Ev and enlarge Ev by 

£ = £ v u ( u A i ) , 

At adjoined to Ev as isolated points. Let <o be the c-algebra on E generated 
by <§v and the A*, i ^ 1. 

(b) Let (12,^ ) be a measurable space with a distinguished point cov G 12. 
Let { ^ t • t > 0} be an increasing family of <r-subalgebras of &~ and let 
^"oo = <KU^ o^t) be the o--algebra generated by all of J S , / ^ 0. 

(c) For each / G [0, oo], let £* be a measurable map from (12,^,) to (E, S)) 
satisfying for each œ G 12: 

(Ci) £,(«) = V implies {,(«) = V for 5 ^ /; 
(C2) £*(co) = At for some i è 1 implies £5(o>) = A7: for 5 ^ £; 
( C 3 ) U " ) = V ; 
(C4) £o(«v) = V ; and 
(C5) &(«>(«) 6 Ev, £*(*)(«) = V where 

0(«) = inf{/ : {,(«) G Ev} , ô(co) = inf{/ : £,(«) = V} . 

(d) For each / Ç [0, oo] let Bt : 12 —> 12 be a map satisfying 0œ(co) = tov f° r 

all co G 12 and ^ o ^ = £s+t for s,* G [0, oo]. 
(e) For each x G E v let SPX be a c-finite measure on (12,Ĵ ~ ). 
Finally, let 12, = {œ : £,(«) G Ev} , * ^ 0. 

Definition 2.1. The collection ( 1 2 , ^ , ^ , ^ , 0 , , ^ ) is called a Markov 
process with a countable number of precreation states, denoted M.P.C.C., 
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with transi t ion function P t(. , . ) , t ^ 0, if for every x G £ v , A £ (f v, 
^, t Ç [0, oo] the following M a r k o v proper ty holds 

(2.1) 0>x{Ut € 4 | J*", n 0,) = Pa(£uA) a.e. ^ on Qf. 

The space (E, <f) is called the s ta te space, the functions 0t, t Ç [0, oo] are 
called the shift operators . T h e random variables /3 and b are called the creation 
t ime and annihilation t ime respectively. T h e points Au i ^ 1, are called the 
precreation s ta tes . 

Suppose we are given a t ransi t ion function Pt(. , . ) , t ^ 0, on E v X <^v 
as defined above. Denote by ^ the o--algebra of Borel subsets of (0, oo) . 
Suppose we are given, further, for each x Ç E v a sequence of measures 
<jyx*(. , .) i ^ 1, defined on ^ X <^v having the following propert ies: 

(2.2) (i) </>/'((0, /) X E v ) < oo for all x G E v , t > 0; 
(ii) For each M £ J^~ X <^v, 0Z*(M) is an of v-measurable function 

of x. 

We will now construct an M.P .C .C . having transit ion function Pt(. , .) 
for which each of the measures cj)x\ i ^ 1, determines the amoun t of t ime a 
particle s tar t ing a t the precreation s ta te At spends a t this s ta te and its initial 
position in E v once it leaves the s ta te A*. This construct ion will furnish us with 
an existence proof of M.P .C .C . Some regulari ty propert ies will be discussed 
later. In the construction we use the notion of Markov process with creation 
and annihilation defined in [4]. These processes can be regarded as a special 
case of M.P .C .C . if we take, for i > 1, the s tar t ing t ime of the ith. particle to 
be identically infinite. T h u s only the particle of s ta te Ai is re levant to this 
process. 

Construction of the process. Let 12° denote the set of all maps co from [0, oo ) 
to E v t h a t 

(1) are r ight continuous on [0, oo ) and have left limits on (0, oo ), 
(2) satisfy œ(s) = V implies œ(t) = V for t ^ s, 
(3) are bounded on compact subintervals of [0, oo ) and satisfy co(oo ) = V . 

Le t £i(co) = o>(0 and l e t ^ 0 = <r{£t : t ^ 0} and J ^ 0 = *(£, : s ^ t), t ^ 0. 
I t is well-known [3] t h a t the transi t ion function Pu t ^ 0, on E v X <^v 
determines probabil i ty measures é^r0, x £ E v , oni^~ ° for which 

^ x ° t t i € A) = Pt(x,A),A e <fv. 

For each i ^ 1 fixed consider the following objects: £2*, the set of all maps co 
from [0, oo] to EvU\Ai} with co(0) = A* and satisfying the following 
properties: 

(A) co is r ight continuous on [0, oo ) having left limits on (0, oo ) ; 
(B) <a{t) = V implies co(s) = V , s è t\ 
(C) œ(t) = At implies œ(s) = A*, s ^ t] 
(D) For each co the function £*(co) = œ(t) is bounded on compact sub­

intervals of f)S(co), 5(co)) where /3(co) = sup{/ : £*(co) = A*} ; and 
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(E) £ o (co) = V on [ô(co), oo ), £ o («) = A, on [0, 0(co)). 
Let J ^ ' = cr(^ : / ^ 0) on 12\ J S * = *(£<, : * ^ /) on 12*. Denote 12*-° = 
12' U 12° and l e t J ^ ' 0 = &* U#~* and JV'>° = J ^ 0 U J V on 120\ 

It is known [4] that the transition function P u t ^ 0, on £ v X <^v a n d 
the measures <£/', x Ç £v> on ̂  X ^v> determine a cr-finite measure SPx

l on 
(12*'°, J r i -° ) such that [iu^t* : ^ 0 ) is a Markov process with creation 
and annihilation on the space (12*'°, J^*'0, SPX

1}, having transition function 
Put = 0. SPx

l satisfies the relation 

(2.3) &,\%t £A)= Pt(x,A) + P f P*-t(y,A)4s\ds,dy) 

for i Ç <f v The measure <^V is a projective limit of a projective system 
of measures (0>

x
i'T, <^TV,A) (<^Tv,A-product o--field) but the expressions for 

&x
l'T are quite complicated. The idea of the construction is to make ^(ds, dy) 

determine the starting time ds and the initial position dy of a particle in Ev 
and make Pt be the transition function of a particle once it entered the state 
space Ev. 

Notice that the restriction of &\i to (fl*,^"*) satisfies (2.3) with the first 
term on the right omitted. 

Define for each x 6 Ev a measure space (12,Ĵ ~, &x) by letting 12 = US-o 12*, 
^ " = {A C Q : 4̂ H 12* G ^ i ^ 0} and for each A Ç #~ we let 

(2.4) <̂ G4) = ê ^ ' W HO'). 

Since the 12*, i ^ 0, are disjoint the measure space is well-defined. Let further 
J S = [A C 12 : 4 H 12* 6 J V , i ^ 0} for each J ̂  0. Define a map £* from 
12 to E by piecing together the maps %t on 12 \ Clearly £* is measurable from 
( 1 2 , ^ ) to (£, i). Further for each co 6 12 £,(co) = co(0- As a function of 
/, co(0 satisfies (A)-(E). Let 0* be the shift operator on 12. 6t satisfies condition 
(d) of the definition of M.P.C.C. 

LEMMA 2.2. The measure SPX defined by (2.4) is <r-finite. It is finite or infinite 
according as 

oo 

Z ^<((0,c»)X£v) 
z = l 

is finite or infinite. 

Proof. SPX is clearly cr-finite since by (i) and (2.4) it can be expressed as a 
countable sum of o--finite measures SP^, i ^ 0, with disjoined supports 
12*, i à 0, respectively. 

The first statement will follow if we prove that 

P«(0) = 1 + É ***(«>, o o ) X E V ) -
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Indeed SP£ is a probability measure on (12°, J ^ ) ; that is, 

(2.5) ^V>(12°) = 1. 

Let us fix i ^ 1; it is enough to show that ^V(U ' ) = 0*'((O, oo ) X Ev). 
indeed define a sequence 12/, 7 ^ 0, of subsets of 12* by 

120* = {co G 12* : co(0 = A,, / ^ 0} and 12/ = {co 6 12* : co(j) G £ v } , J ^ L 

Clearly <^V(£V) ^ ^ V & = A,) for each k è 0. But by (2.3) the right 
term equals <£/((&, x) X D v ) a n d so 

(2.6) ^V(SV) â lim ^ ( ( i , o o ) X Ev) = 0. 
&->oo 

As for 12/, j ^ 1 we have 

(2.7) ^ ' ( f l / ) = ^ V f t , € £ v ) = f f ^(ds^y) = 4>x
l((0,j) X £ v ) . 

Since 12* = UT-ofl/ and 12/, j ^ 1, increases with j , (2.5) and (2.6) imply 

^V(Q*) = lim <^'((0, j ) X £ v ) = *, f((0, oo) X £ v ) 
J->oo 

which proves the lemma. 

The following lemma follows easily by (2.3) and (2.4). 

LEMMA 2.3. The measure £PX satisfies 

oo cl C 
(2.8) ^ ( f , ÇA) =Pt(x,A)+J^ Pt_s(y,A)<j>x\ds,dy) 

/or .4 G <?v . 

Finally we may state the main theorem. 

THEOREM 2.4. Le/ P , ( . .), t ^ 0} be a transition function on Ev X <^v a w ^ 
Ze£ 0Z*, i ^ 1,/or eac/̂  x Ç £v> ^ a sequence of measures on Se X <^v satisfying 
conditions (i) aTza7 (ii) 0/ (2.2). 77£e?£ /&£re ms / s a Markov process with countable 
precreation states (12, # ~ , ^ u %u 6t, &x) having transition function Pt(. , .) and 
satisfying (2.8). The measure &]

xis o-finite. It is finite if SS=i 0x*((O, 00 ) X JE V ) 
is finite. The space 12 am &e chosen so that the sample paths £ • (co) are ng/^ 
continuous on [0, 00 ), having limits from the left on (0, 00 ), and are bounded on 
compact intervals of [#(co), ô(co)). 

Proof. It only remains to prove the Markov property (2.1). It is enough to 
show that (2.1) is satisfied on each of the subsets 121 P\ 12*'°, i ^ 1, of 121. But 
on 12*'°, gPx = SPx

l which indeed satisfies (2.1) since 

is a Markov process with creation and annihilation as defined in [4], 
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THEOREM 2.5. The process (fi,#~,&~u %u 6t, &x) satisfies the strong Markov 
property and is quasi left continuous. 

Proof. We only have to notice that (Î2*-0, J^ ' '0 , # 7 ' ° , £„ 0lf ^ V ) satisfies 
both properties for each i ^ 0, which was proved in [4]. The theorem then 
follows since it holds for the restrictions of £* and the stopping time r to each 
of the sets IT''0. 

Remark 2.6. It is important to note that contrary to what one might expect 
it is usually not possible to combine all the precreation states Aif i ^ 1 into 
one state A = US=i A* and all the measures (j)x\ i è 1, into one measure 
4>x = ]Cïï=i <t>xl in order to reduce the case of M.P.C.C. into the case of Markov 
process with creation and annihilation. The reason is that the measure &* 
constructed from the combined measure <j>x and the transition function P t(. , .) 
is in general not cr-finite, as the measure <t>x will not satisfy the condition 
required on the creation measure needed for the construction in [4], 

3. Application to perturbation theory of Marbov processes. In [10] 
we considered the problem of perturbation of Markov processes by an operator 
B satisfying some smallness conditions relative to the semigroup {Tt : t ^ 0} 
associated with the process. The perturbation resulted in a Markov process 
with creation and annihilation having the same transition function as the 
original process. Probabilistically, the process could be regarded as a small 
perturbation of the given process. Using this we can, for example, find a 
solution by probabilistic means to partial differential equations one obtains 
by small perturbations of equations for which we already know a probabilistic 
solutions. Now using the extended model of creation of mass processes we 
can extend the class of perturbing operators for the differential equation and 
thus extend the class of equations which we can solve by probabilistic methods. 

Let us describe briefly the definitions and results in [10] needed here. Let 
E, S* be as before. A kernel K{. , .) on E X $ is a mapping of E X $ into 
[0, oo] such that K(. ,A) is measurable for each A Ç <o , and K(x, .) is a 
measure on (E, (f) for each x Ç E. The kernel is submarkov if K(x, E) ^ 1 
for each x G E. 

Definition 3.1. 1. A family of kernels {St : t ^ 0} is called a semigroup if 
for each s, t ^ 0, Ss+t = SsSt. 

2. A family of kernels { V\ : X > X0} is called a resolvent family if V\V» = 
V^Vx and FM = (X - /x)FxFM for every X > /x > 0. 

If {St : / è 0} is a measurable semigroup (i.e., (/, x) —» Stf(x) is measurable 
3S X S for each / ^ 0, <o -measurable), then 

Vx = e-XtStdt,\> 0, 

constitutes a resolvent family of kernels. 
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Similarly to (1) and (2) one can define these notions for families of operators 
on some Banach space X. Such a family of bounded operators is called 
strongly continuous if \\Stx — x\\ approaches 0 as / tends to zero for each 
x G X, in case of semigroup, or if ||XF\X — x\\ approaches 0 as X goes to 
infinity for each x Ç X, in case of resolvent family. For the details and exact 
definitions of the above terms see [2; 11]. 

Let C0 be the Banach space of all bounded continuous functions f on E for 
which YiYnx-00f(x) = 0. Let { V\ : X > 0} be a strongly continuous submarkov 
resolvent family of operators on Co with associated semigroup of operators 
[Tt : t ^ 0} and a Markov process (Q, J^J^" t , Xt, dt, Px) having state space 
Ev and transition function Pt(. , .). We perturb this resolvent family by an 
operator B satisfying the regularity conditions below to get a family of 
operators 

CO 

defined for X > Xo. The problem then is to find a process having {H\ : X > X0} 
as its resolvent family, and to relate this process to the original one. The 
results proved in [10] were: 

Result 1. Let B be a closed operator on Co satisfying: (Ci) its domain 
£${B) contains the range of V\, (C2) for each t > 0 there exists a constant 
Nt < oo such that | |7\ .B/ | | ^ Nt\\f\\,f e@(B), and for which 

r Nsds 
Jo 

exists and is finite. Then there exist constants X0 > 0, 0 < e < 1 such that 
IITWII ^ (1 - 011/11, / G @(B), and {Hx : X > X0J is a resolvent family 
of operators on Co. There also exists a strongly continuous semigroup 
{St : t ^ 0} of bounded linear operators on Co satisfying 

/*co 

Hx = e^'Stdt, X > Xo. 
Jo 

Su t ^ 0, is given by 

CO f*t 

St = X) Snit) where S0(t) = T„ S»(f) = Sn-i(s)BTt_sds 
n=0 Jo 

the series being absolutely convergent uniformly with respect to t on each 
finite interval. 

Result 2. Under the above conditions A + B is the infinitesimal generator 
of the semigroup {St : t> 0}, where A is the infinitesimal generator of {Tt : t ^ 0 j . 

Result 3. Under (Ci), (C2) and if B is nonnegative (or satisfies a wider 
comparison criterion) there exists a Markov process wTith creation and anni-
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hilation (Çl,#~,#~t, Bu £„ & x) having the same transit ion function Pt(.,.) 
such t ha t for e a c h / G C 0 ( £ v ) , extended by / ( A ) = 0, «?*/(£«) = S,/(tf). 

In other words there exists a family of measures {f$s
k : fe ̂  1, 5 > 0} on 

^ X « ? v satisfying &*((0, /) X E v ) < oo for each ^> 0, so t ha t for each 4 Ç <f v 

^ * ( £ , € 4 ) = S i ( * , 4 ) = P , ( x , ^ ) + É f f Pt-,(y,A)08*(pc,dy)ds. 

Let us now extend these results. Denote by &0 the collection of all Borel 
measurable functions on JEV. 

Definition 3.2. Let Bui ^ 1, be a sequence of nonnegative closed operators 
on Co with a common domain 2f each satisfying condition (C2) of Result 1 
with some function Nt

l, t > 0. Let L be the class of linear maps B on Se § 
with domain containing Vx{0ef

0) and such t ha t for each / G &(B),f ^ 0, 

From the definition we get BVxf = JXi^iVxf for each B e L f £ &0
+, 

( / ^ 0 , / Ç ^ o ) . Thus , since each of the operators BtVx can be associated 
with a kernel on £ v X <% v, denoted again by JS^FX, the same is t rue abou t 
BV\. So we define the perturbed resolvent family of kernels Hx, X > 0, on 
Ev X ^ v a s before by letting 

(3.1) Hx = Vx + F x £ F x + Vx(BVxy + . . . 

L E M M A 3.3. {Hx : \ > 0} is a resolvent family of kernels on Ev X $ v. 

Proof. As a countable sum of kernels, Hx, X > 0, is clearly a kernel. Let us 
prove the resolvent equation. If we let Ak be an operator on C0 given by 
Ak = X^=ii?z, then Ak clearly satisfies conditions (Ci) , (C2) of Result 1 and 
further BVX = \imn^œAkVx on C0. Now for each k let \Hx

k : X > 0} be the 
resolvent family of kernels on Ev X <^v obtained by per turbat ion of 
{ Vx : X > 0} by the operator Ak. Then Hxf = l i m ^ 7JX*/ for each / G ^ o + . 
Indeed by definition 

w=l ( î ' i . . iruZLn 

while 
oo 

#x/ = Z E n B < 1 7 x . . . B f a 7 x / 
tt=0 ( z i . . i n ) € I ' n 

where Ln = {(ilt . . , in) : 1 ^ ij ^ k,j = 1, . . . , n}. Fur the r for each k ^ 0 
and / G ^ o + , #x*/ = #M*/ + (M ~ X)# X *#M*/ - Let t ing & go to infinity we get 

ifx*/ —> Hxf, H*f —» i ^ / . As for the last term the double sequence awA; = 
Hx

cHjlf{x) is increasing both in n for & fixed and in n for k fixed. T h u s the 
double and iterated limits exist and are equal and so 

hmlimHx*HÏÏ(x) = lim Hx
k (\im Hff) (x) = \im Hx

kH,f(x) = HxH,f(x). 
#->oo W-*x> Tc-^co w &->oo 

which proves the resolvent equation for Hx. 
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Our second problem, now, is to find a semigroup associated with [H\ : X > 0}. 
Let {Sk : t ^ 0} be the semigroup of operators C0 associated with {H\k : X > 0J 
given by Result 1. Again each Sk, t ^ 0, k ^ 1, being a bounded nonnegative 
operator on Co, corresponds to a kernel on Ev X <^v denoted again by Sk. 
Further, since Ak increases with k so does Skf(x) for each / £ ^ o + ; therefore 
we can define a kernel St by S J = l im^^ St

kf,f Ç ^ o + . 

LEMMA 3.4. 7*or mciî A Ç Ev , x f l v 

J»oo 

e'uSt(xfA)dt. 
0 

Proof. Indeed for each k, 

Hx(x,A) = P° <TXf5i*(*, 4)d/ 
«/o 

and both the left side and integrand are increasing with k. Thus the limits 
exist and are equal. 

LEMMA 3.5. {St : t ^ 0} is a semigroup of kernels on Ev X S v. 

Proof. Again for each fe, 5 s +^(x, ^4) = SkSk(x, A), x Ç Ev , 4̂ £ <#V. 
Let & go to infinity and use the same argument as in Lemma 3.3. 

Finally let us construct the process corresponding to the perturbed semi­
group {St : t è 0}. For each k ^ 1, the operator Ak satisfies conditions 
(Ci) and (C2) and thus there exists a family of kernels {/3s

i>k : s è 0, i ^ 1} 
on Ev X <§ v such that for each x £ Ev, A £ Sv 

(3.2) S , * ( * , 4 ) = - P . ( * , 4 ) + E P_,(y,.4)/9.<,*(*,<*y)<fc. 

By definition {f}s
i,k : k ^ 1} is an increasing sequence of kernels, hence we 

can define the kernels <t>s
Uk = £,*•* - £/•*, & ̂  1, OV'0 = 0). Re-order the 

family {<t>s
i,k : i, fe è 1} to get a family {<£/ : i ^ 1} and we have by (3.2). 

(3.3) St(x,A)=Pt(x,A)+'L Pt-s(y,A)<t>si(x,dy)ds. 

Clearly the sequence of measures ^(dSydy) = 4>s
i(x1 dy)ds on ^ X $v 

satisfy conditions (i) and (ii) of (2.2). Thus Pt, 4>x
i i ^ 1, determine an 

M.P.C.C. with transition function Pt. 

THEOREM 3.6. Let {V\ : X > 0} be a strongly continuous submarkov resolvent 
family of operators on Co. Let {P t : t ^ 0} be its associated semigroup of kernels. 
Let B be a linear map on 3)f

0 satisfying Definition 3.1. Then there exists a Markov 
process with countable precreation states ($l,&~,&~u ^u 6U &x) with transition 
function P t. The measure £PX satisfies the equation (2.8). Further for each 
f e &o+, if we let f (A^ = 0, i ^ 1, then 

(3.4) <f,/(£t) = Stf(x) 
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where S\ denotes expected value relative to SPX. The space 0 can be chosen so that 
each path of the process has the continuity and boundedness properties as in 
Theorems 2.4 and 2.5. 

Proof. To prove (3.4) let us notice that by (2.4), 

<*VG«) = É <*V/ft,) 

where SV denotes expected value relative to the measure &x\ i è 0. Also 
Ex°f(£t) = Ttf(x). Using (2.3) a standard argument shows that for each i ^ 1, 

<^' / f t i )= f f T^(y)4>8
i(x9dy)ds. 

do i /^v 

Adding and using (3.3) yields (3.4). 

Remark 3.7. In connection with Theorem 3.6 one may ask whether 
Stf(%) —»/(#) as £—>0. Let / G C0 (otherwise even Ttf(x) —>f(x) may not 
hold). For Stf(x) —»/(#) one needs the condition 

co Cl C 

E 7\_«f(y)* f ' (*,d:y)<k-*0as*-»0; 

i.e. that the creation rate is small for small time interval. It is enough to 
assume, for example, that the measure 4>s(xf .) = ]£ 0 / (# , .) satisfies 

J« J O 

0,(ar, Ev)ds < co 
o 

for some /0 > 0. 

4. Examples. An interesting special case of perturbing operator B is the 
operator B = u X 7. The case w G ^ o _ is classical and can be found in [3]. 
The case u £ ^ o + was considered by Helms in [4]. For a generalization of 
these results we refer the reader to [12]. The results of this paper allow us to 
extend those results. 

Let E = RN, N ^ 1, be the iV-dimensional Euclidian space. Let { V\ : X> 0} 
be the resolvent family of Brownian motion on R^ or of any subprocess of it. 
Let B = u X I where u £ ^ 0

+ on R^ and where linx^^ u(x) exists, finite or 
infinite. (One can consider, of course, more general u's like u = sin x + 1 for 
N = 1 etc.) Since we can write u = lim un where un = u A n and since the 
operators An on CoCR^) defined by Anf = un X / are bounded, they satisfy 
conditions (Ci) and (C2) of Result 1. 

Thus there exists an M.P.C.C. (Û,^" ,^« , £«, 0«, ̂ * ) resulting from per­
turbation of {V\ : X > 0} by B = u X I and satisfying the regularity con­
ditions mentioned in Theorem 3.5. Let us look into some more properties of 
this process. Using results of Nagasawa [12], we can obtain an explicit repre­
sentation of the semigroup {St : t ^ 0} and the creation measures {# / : i ^ 1}. 
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First let vn = un — un_i (u0 = 0) and let Bnf = vn X / . Then B = 22= i Bi 
and B £ L, i.e. J3 satisfies Definition 3.2. Since vn is bounded and continuous, 
Nagasawa's results clearly apply for each w ^ 1 to give 

and 

^ ( d s , dy) = Ej^exp J vn(Xr)drdy J vn(Xr)drJ ;XS £ dy Cl E \ 

where Ex denotes expected value relative the Brownian notion measure Px. 
Further for / G ^ o + , / ( A , ) = 0, i ^ 1 

5i7(«) = £*[/(**) exp J\(XS)^J , 

where X s is the path function of Brownian motion on R^. Letting n go to 
infinity we get the representation 

(4.1) <f ,/(£,) = Stf(x) = Ex [ / (* , ) exp £ w(X,)<fc] . 

This is the same representation one gets in the classical case of perturbation 
by B = u X I, u £ C0

+, u ^ 0, only in the latter case the resulting process is 
again a Markov process (which is a subprocess of the original one). 

Furthermore, using Remark 3.6 we can state a condition that will guarantee 
the continuity property lim t->Q Stf (x) = f(x) f o r / £ Co. One such condition 
is that for some to > 0 

(4.2) Ex\ exp J u(Xs)ds < oo. 

As we mentioned earlier the results of Section 3 can be applied, using the 
theory of infinitesimal generators of processes, to finding probabilistic solutions 
for a certain class of partial differential equations. Consider for example the 
following Cauchy problem, related to the example above. Given / £ Co, find 
a solution w(t, x), t G [0, T), x 6 R^ satisfying 

(4-3) "a = A^x7 + U Xw 

w|*-o = / 
where u is as above, thus not necessarily bounded or continuous on EN. It 
follows from the arguments above that a candidate for a solution to (4.3) is 
&xf(it) where { £ l f ^ t : ^ 0 ( is the M.P.C.C. we get by perturbing the 
Brownian motion by B = u X / . Let us take for example the unbounded 
function u(x) = |x|7, y < 2. Then it is known [8] that the expression on the 
right of (4.1) is indeed a solution of (4.3). Thus we have found a process 
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{%u^~t : ^ 0 ) on a (7-finite measure space (12, ̂ ~, SPx), x G £ v , having the 
Markov property (2.1) and for which <?%/(£*) yields a solution to (4.3). 
Recall that Exf(Xt) is the well-known probabilistic solution of 4.3 with 
u = 0 (i.e. of the unperturbed equation). Both processes have the same 
transition function and the M.P.C.C. can be regarded probabilistically as a 
perturbation of the second. 

If we consider the example u(x) = \x\2 then it is known [8] that the expres­
sion on the right side of (4.1) yields a solution to (4.3) as long as t < 7r/V2. 
Thus again w(t,x) = é'xfikt) is a probabilistic solution of (4.3) for any 
T < 7r/V2. Notice that Remark 2.6 applies to this case and the resulting 
process cannot be reduced to a process with one precreation state. We note 
that Nagasawa's results [12] can not be applied to this example since they 
assume (4.1) for each t0 > 0 to guarantee the cr-finiteness of the measure space. 
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