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1. Introduction

Spitzbart [1] has considered a generalization of Hermite's interpolation
formula in one variable and has obtained a polynomial p(x) of degree n + Y," = 0

 ry
in x which interpolates to the values of a function and its derivatives up to order
rs at Xj, j = 0,1, ••-,«. Ahlin [2] has considered a bivariate generalization of
Hermite's interpolation formula. He has developed a bivariate osculatory inter-
polation polynomial which agrees with f(x, y) and its partial and mixed partial
derivatives up to a specified order at each of the nodes of a Cartesian grid. However,
the above interpolation problem considered by Ahlin assumes that the values of
partial and mixed partial derivatives of the same fixed order k — 1 are available
at every point of the rectangular grid. It may also be observed that Ahlin's formula
is essentially a Cartesian product of a special case of Spitzbart's formula in one
variable.

In the present paper, we consider a bivariate generalization of Spitzbart's
formula. We discuss the bivariate interpolation problem in which at any point
(*<•,yj)> i = 0.1. •••,m and j = 0, l , - , n of a Cartesian grid, the maximum
order of the partial derivative with respect to x depends only on i and the maximum
order of the partial derivative with respect to y depends only on j . In other words,
we consider interpolation to the data

8k+i

k , f(Xi,yj) i = 0 , 1 , • • • , m , j = 0 , 1 , • • - , « ;
y fc = 0,l,-,r,, l = O,l,-,Sj.

The resulting interpolation formula might also be applicable in a situation where
only the function values might be available but no partial derivatives with respect
to x along some x = xt or no partial derivatives with respect to y along some
y = yj. Ahlin's interpolation formula becomes a particular case of our formula
when r, = s}- = k — 1 (fixed) for all i and /'.

402

https://doi.org/10.1017/S1446788700029074 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700029074


[2] Interpolation formula in two variables 403

2. The interpolation formula

We first state the generalized Hermite's interpolation formula considered
by Spitzbart [1].

T H E O R E M 1. Let there be given xh rit //*', i = 0 , 1 , •••, m ; k = 0, l,---,r,.
Let pt(x) and gt(x) be defined by

fU n(v\ — Cv — Y V o + 1 . . . C v _ Y V ' - ' + V v - r Vi + i + I .. /"v v \rm+l

(2) gix) = \_Pi(x)Yl.

Then the unique polynomial HM(x) of degree M = m + E7=o
 rt such that

(here, Hik\x) = (dk/dxk)H(x)) is given by

m r ,•

W nM\X) — ** ** Alk\X)Ji
i=O fc = 0

where

P ; ^ . t ^ ; — p\X) j ~ Z, -r gt (Xi)(X — X,) .

K. t = 0 I.

The fundamental polynomials Aik(x) satisfy

(6) A$(x,) = 8hiduk, iu i = 0 , 1 , •••, m ;

k = 0 ,1 , - ,^ , u = 0,l,-,r,,

wftere ^ir is I/ie Kronecker delta function.

Our main result is the following bivariate generalization of Theorem 1.
THEOREM 2. Let there be given a set of values

k = 0 , 1 , • • • , r / , / = 0 , l , - - - , s j .

Then the unique polynomial HMtN(x,y) of degree M = m+ Z?=0»"i '"« x and of
degree N = n + S" = 0Sj in y such that

(7) g^g , HM,N(xt, yj) = / j , ^ ' 0 , i = 0,1, • • •, m, j = 0,1, • • •, n;

k = 0,1, •••,/•;, / = 0,1, ••-,sJ-

is ^icen by
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(8) HM,»(xj) = X I E E Aik(x)BJl(y)f[y)

i=0 j = 0 k = 0 1=0

where Aik(x) are the same as in (5), and

where

(10) qj(y) = (y- y0) s o + 1 -(y - yj.iYJ-1 + \y - .vy+1)SJ + 1 + 1 -iy - JV>S"+1

and

(11) hj(y) = [qj(y)rl.

PROOF. We first observe that the total number of the given data flj" is
ET=o E" = o ('•; + D(sy + 1) which is equal to the number of (unknown) coefficients
in a polynomial of maximum degree N in x and N in y.

Now, the polynomials Aik(x) in (8) are the same as the fundamental poly-
nomials of Theorem 1 and satisfy (6), therefore, the polynomials Bn{y) which
have been defined in an analogous manner satisfy

(12) BjYiiyj) = &JLAI> J I . J = 0,1, •••,/!;
/ = 0 , 1 , • • • , s J i , v = 0 , 1 , • • ; s J .

We next verify that the polynomial HMiN{x,y) defined in (8) satisfies the inter-
polation conditions (7). Since

— H M,N\*i>yj) ~ ^ Li id Lu
8x"dy" ' ' , ,=o J I = O jt = o / = o

using (6) and (12) it follows that

d u+y m n rn *j<

v " M N\xhyj) =2* 2* 2d 2*
ox oy ' j , = o j , = o k = o i = o

M = 0 , 1 , • • • , r f , r = 0 , 1 , • • • , S y .

For the uniqueness of H M ^(x, y), suppose there exists another polynomial
f?MN(x,j) of maximum degree M i n x and of maximum degree N in y which
also satisfies the interpolation conditions (7). Then,

T(x,y) = Ht,,N(x,y) - HMtN(x,y)

is a polynomial of maximum degree M in x and of maximum degree N in y
such that
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Qk + l

(13) -JTT-TT(x>,yj) = Q, i = 0,1, -,m, j = 0,1, -,n;
y /c = 0 , l , - , r i , / = 0 , l , - , 5 J . .

Along any one of the mesh lines y = y}, T(x, yj) is a polynomial of maximum
degree M in x such that

T(xhyj) = ^T(xhyj) = - = -gLT(xt,yj) = 0.

Hence, (x — x,) r ' + 1 must be a factor of T(x, yj) for i = 0,1, •••,m. Thus,

T(x,yj) = K(x - x o r + I - ( X - xmY-+l

where X is a constant. Since the right side is a polynomial of degree M + 1 in x,
and T(x,yj) is of maximum degree M in x, comparing the coefficient of xN+1 on
either side, it follows that K = 0. Hence,

(14) r ( x , ^ ) = 0, 7 = 0 , 1 , ••-,„.

By a similar reasoning we obtain

(15) ~

Now choose any arbitrary line x = £. Using (14) and (15) it follows after a similar
argument that

(16) T(Z,y) = 0.

Since the choice of £ is arbitrary, we conclude that T(x, y) = 0, proving the
uniqueness of HMtl(x,y). This completes the proof of Theorem 2.

The Taylor two-point interpolation formula (Davis [3], page 37) is a parti-
cular case of Theorem 1.

COROLLARY 1. The unique polynomial H2n_l(x) in x of degree In — 1
which interpolates to the data /a

(t),f£k\ k = 0,1, •••, n — 1, is given by

(17) //2n_,(x) = (x - b)n "i hx - a)k + (x - a)a "^ f*(x - bf
k-0 K- k=0 K-

where

(19) Bk -

We note that, from Theorem 1,
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(20)
fc=O

t = 0 K - f =0 ' •

where D s d/dx. Simplifying the summations in the two terms of the right side
of (20) and with the help of Leibnitz theorem, we get

H2n-i(x) = (x-by X ^ ( x - a ) " + ( x - a ) " "l ^ ( x - bf,
k=0 fc! k=0 K-

where Ak and Bk are given by (18) and (19).

The following result is a particular case of our Theorem 2, and may be
regarded as a two-dimensional generalization of the above two-point Taylor
interpolation formula.

COROLLARY.2. The unique polynomial H2 n_l i 2n-i(x, y) of degree 2n — 1 in
x and of degree In — 1 in y which satisfies the interpolation conditions:

(21)
dxkdyl = A T " , » = 0 , 1 , ; = 0 , l ;

k,l = 0,1, —,n- 1;

= a, xx = = c, yx = rf, is

(22)

+ (x - a)"{y -

+ (x - b

+ (x - b)"(j> -

n - l n - l

E S
k=O 1=0

n - 1 n - 1

E S
k = O ( = 0n - 1 n - 1

- c)" I S Cw
k=0 1=0

/

(X

(X

(x

k\

-by
k\

-af
k\

- a y

(y

(y

{y

n
—

—
/!
—

cY

dY

cY
fc!

where

(23) A =
6,y = d

wi«/i similar expressions for Bkl,Ckl, and Dkl.

The above result can be established from Theorem 2 by proceeding the same
way as in Corollary 1.
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3. Illustration

Suppose that the values of a function f(x, y) as well as the values of df/dx
are known at the four corners ( + 1, ± 1) of a square. Then the unique polynomial
of degree 3 in x and of degree 1 in y which interpolates to these values is given by

- l)2(x + 2)(1 - y)f( - 1 , - 1 )
+ (x - l)2(x +2)(y + l)/( - 1,1) + (x + 1)2(2 - x)(l - y)f{\, - 1)

+ (x + 1)2(2 - x)0> + 1)/(1,1)
+ (x - l)2(x + 1)(1 - y)U - 1 , - 1 )
+ (x - l)2(x +l)(y + l)U - 1,1)

+ (x + l)2(x - 1)(1 - y)fx(l, - 1)+ (x + l)2(x - l)0> + \)fx(l, 1)]

where fx = df/dx.

For the particular function /(x, y) = 1/(16 + x2 + y), the interpolation
polynomial H3A(x,y) becomes

l)2(x + 2)(1 -y) + (l/18)(x - l)2(x + 2)(y + 1)
+ 1)2(2 - x)(l -y) + (l/18)(x + 1)2(2 - x)(l + y)
- l)2(x + 1)(1 - y)

- l)2(x + 1)0, + 1)
+ l)2(x - 1X1 - y)

+ l)2(x - l)(y + 1)].

Computing the values at the origin, we obtain /(0,0) = 1/16, while H3 i(0,0)
= 2593/41472. Thus, the approximation /(0,0) x //3>1(0,0) has an error of
1/41472 !

Next, consider the function f(x, y) = 1/(16 + x2 + j y) over 0 g x = 1,
0 ^ v = 1. The partial derivatives of / with respect to y do not exist along
y = 0. However, from Theorem 2 we can obtain an osculatory interpolation
polynomial interpolating to the values of / at (0,0),(0, l),(l,0),(l, 1), to the
values of the partial derivatives with respect to x (only) at (0,0) and (1,0), and
to the values of the partial and mixed partial derivatives up to any order at the
points (0,1) and (1,1).

This example distinguishes our interpolation formula (Theorem 2) from
that of Ahlin [2],

4. The error of interpolation

We next derive expressions for the error of the interpolation formula given
in Theorem 2 for the following two classes of functions:

(i) /(x, v) is continuous,
dxM+idyN+1
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(ii) f(x,y) can be continued analytically as a single valued and regular
function f(z,w) of two complex variables in a certain cross-product region
Dz x Dw.

5. Error in terms of partial derivatives

The error of the interpolation formula of Theorem 1 is given (Davis [3],
page 67) by

(24) R(x) = /(x) - HM(x)

v~ „„ v~ ~m, ( M + 1 ) !

where min(x;x0) ---.xj g £ ^ max(x;x0, - - - .x j ; that is,

fix) = tf M(x) + *(*)•

In the case of two variables, if we keep y fixed, we can write

05) fix y) = Z 2) -<4- (x) — fix- v) +
;= 0 * = 0 ox 1

where

(26) a(x) = (x - xo)
r°+' • • • (x - xm)r" +»

and min(x;x0, --- .x^ ^ ^ ^ max(x;x0, •••,xm). Similarly, if x is kept fixed,

(27) fix ) = f J 5 — /(x ) J- ^ ) Jl

where

(28)

and min(y; j 0 , •••,;;„) ^ // g max(y;yo» ••;yn)- From (25) and (27), it follows
that

m n ri sj p±k + /

(29) /(x,>0= I Z E Z Alk(x)BJI(y)-1-rTf(xhyj)
i=o j=o k=o 1=0 ox oy

0 / % m .-(
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that is,

f(x,y) = HMiN(x,y) + R{x,y).

Now, from (25),

(30)
m r,

and, from (27),

(31)

Substituting (31) and (30) into the second and third terms, respectively, of the
right side of (29), we obtain

(32) R(x'y) = (JSTH)! ^ m ' y ) + -WTw W^f{x>"}

(M + l)\(N + 1)! dxM+1dy

which gives the error of interpolation.

6. Error in terms of contour integrals

In the case of a single variable x, let C be a closed contour in the region D,
of analytic continuation of f(x) containing the points x0, •••,xm in its interior.
By applying the residue theorem to the contour integral

1 r f(z)dz
Ini Jc cc(z)(z -

f
2ni Jc a(z)(z - x)

with a(z) defined in (26), we obtain

03, n* = »^

where HM{x) is the interpolation polynomial of Theorem 1.
Applying (33) to a function f{x, y) of two variables, and keeping y fixed,

we obtain

(34) /(,,,) = £ i Aik(x} fkf(Xi,y) + f± f J^-
i = 0 k = 0 Sxk 2ni J C l a ( z ) ( z - x )

where C, is a simple closed contour in the region D, of analyticity of / ( z , >•)
(y fixed) and containing the points x0, •••,xm in its interior. Similarly, if x is
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fixed, we can write

where /J(w) is defined as in (28) and C2 is a simple closed contour in the region
Dw of analyticity of f(x, w) (x fixed) and containing the points y0, •••,ym in its
interior.

Now assume that / (z , w) is simultaneously analytic in Dz x Dw. From (34)
and (35) we obtain

(36) f{x, y) = HM,Nix, y) + R(x, y),

where HM>Nix,y) is the interpolation polynomial of Theorem 2, and R(x,y) is the
error of interpolation. Simplifying the expression for the error, we obtain

R(X ' W ~ 2JTI JC l oc(z)(z - x) + 27ri J C 2

f
Jc

f{z,w)dzdw

(z - x)(w - y)'
Again, with the help of Cauchy's integral formula for f(x, w) and /(z, j'), we can
write (37) as

(38) , , ) = (2*0-2 f f a(

J c J c2
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