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DENSITY OF RESONANCES 
FOR STRICTLY CONVEX ANALYTIC OBSTACLES 

JOHANNES SJOSTRAND 
with an appendix by 

M. ZWORSKI 

ABSTRACT. We estimate the density of resonances close to a critical curve, for 
strictly convex obstacles with analytic boundary. Contrary to the C°°-case, already 
treated with Zworski, the estimates are in terms of dynamical quantities. A new fea­
ture in the proof is a certain averaging procedure. 

RESUME. NOUS estimons la densite des resonances pres d'une courbe critique, 
pour des obstacles strictement convexes a bord analytique. Contrairement au cas C°°, 
deja traite avec Zworski, les estimations font appel aux quantites dynamiques. Une 
procedure de moyennisation est un aspect nouveau dans la demonstration. 

0. Introduction. Let O CC R", n > 2, be an open convex set with smooth (C°°) 
boundary. (In the main theorem below and its proof we will always assume that the 
boundary is analytic.) Assume that O is strictly convex in the sense that the second fun­
damental form, Q(y) on TOO is positive definite at every point of 30. We consider the 
Dirichlet Laplacian —A = — E Ĵ r on Rn \ O and recall that the scattering poles (also 

called resonances) in a sector Uk > 0,0 < — arg& < 0,0 < | , can be defined as the poles 
of the meromorphic extension of k i-> (-A-A2)"1: Llomp(R

n \ °) -> (Ho n#2)ioc(Rn \ O) 
from the upper half-plane across the positve real axis. 

In [SZ1] Zworski and the author showed by a method of complex scaling up to the 
boundary, that the number of scattering poles (counted with their natural multiplicity) in 
an angle 1 < |£| < r, 0 < - arg k < 9 is 0(1)05 A*, r > r(0). A little later, Harge-Lebeau 
[HaL], used this type of complex scaling up to the boundary for evolution equations and 
showed that there is a constant Co > 0, such that there are only finitely many resonances 
in a domain of the form: 1 < Uk < r, S£ > — Co(Uk)i. This result was previously 
known in the cases n = 2,3 (Filippov-Zayev [FZ], Babich-Grigoreva [BG]) and in the 
analytic case, where one can relax the strict convexity of the obstacle to non-trapping 
(Lebeau [L], Popov [P], Bardos-Lebeau-Rauch [BaLR]). In [SZ2] we returned to the 
question of estimating the density of resonances near the real axis for strictly convex 
obstacles and we also established an explicit result about the pole free region: If 

(0.1) Co,oo = 2-5(cos£)Ci inf Q(v)K 
V 6 / veSdO 
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398 JOHANNES SJOSTRAND 

where — 0 > — & > • • • are the zeros of the Airy function and SdO is the tangent sphere 
bundle, then there is a constant C> 0, such that there are no resonances in 

(0.2) {k E C ; Uk > 1,9* > -Q.oofliJt)* + C}. 

We also gave upper bounds on the number of resonances in regions of the form 

{k e C ; 1 < Uk < r, %k > -C0,oo(^ - CQRkf} 

with 0 < /? < 1, which permitted us to recover the result of [SZ1] as the special case 
when /? = 1 and C is small. When /? = \ this number of resonances is 0(r" - 1), and 
when in addition C becomes very small, it is possible to estimate the constant in the " 0 " 
by means of the volume of the set of v for which 2~5 (cos |Xi CO7)5 *s c l ° s e t 0 Q,oo- An 
explicit result of this type with /3 < \ is Theorem 2 in [SZ2]. 

The significance of these estimates with /? = | , C <<C 1 or with /? < \ is not clear 
in general, since the optimality of the pole free region result, is not known for many ob­
stacles and for genuinely non-analytic obstacles, it may be expected that the resonances 
closest to the real axis are generated by a mechanism which uses the non-analyticity in an 
essential way and hence is out of reach of "classical" WKB-methods. Before seriously 
attacking the questions of optimality it therefore seems of interest to have a closer look 
at the upper bounds on the density of resonances in the strictly convex analytic case, 
because we then have a pole free region result with a constant which in general is better 
than in the C°° case: Put 

(0.3) Co,a - 2-i (cos | )Ci Urn inf i f* Q{%t))h dt, 

where 7 varies in the set of boundary geodesies with speed 1. Notice that Co,a > Co,oo-
Then for every e > 0 there are at most finitely many resonances in a region of the form, 

(0.4) {k e C ; Uk > 1, SA: > -(C0 ,a - e)(»*)l}. 

This result appears to be implicit in [BaLR] and will in any case be proved below. 
Put 

(0.5) Cjiy)={2Q{v))\j. 

Let <£,: SdO —* SdO be the geodesic flow, and put 

( 0 ' 6 ) 

^ ) = ^ r C i ( * ^ ) ) * C2V) = CiV) + (2e(^))f(C2-Ci), C,>in = infC/. 

By BirkhofFs ergodic theorem, (%°(v) — limr_oo £f (v) exists almost everywhere on 
SdO. It is easy to see (Appendix A) that 

(0- 7) s u p C ^ = lim Clmin < ess inf C°-
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DENSITY OF RESONANCES 399 

Put 
1 

(0.8) WM = jj^ - (cos £)(?») \dv\ 

where S(dv) is the natural measure on SdO (defined in Section 5). (0.8) is a disguised 
phase space volume, as will be clear from the discussion in Section 4. We have 

T—KX> J—>oo veSdOK ' 

The main result of this work is: 

THEOREM. Let C0 > 0, r0 > 0. For 0 < /i W#/J 

C0S J r-^^min + 3 ( M " C0S J r^^min) - cos \ *feSf ̂ min ~ */C°' 
aj«/£o > ^o(C,ro) > 0, the number of"resonances k with S& >^, ro ,/i(^)» is < 

( ° - 9 ) ^ ^ ^ ( ^ ( c o s ^ l ^ C U + 3 ( , - c o s ^ lim < U ) ) +«( ! ) ) . 

as ko —» oo, uniformly with respect to /i. Heref^^ is the unique quadratic polynomial, 
i— -such that the parabola Qk = /^^(Stk) passes through the three points ko db yj^k^, 

ko-i^. 

It would be nice to be able to eliminate the factor 3 in (0.9), which would give the 
simpler and more natural term Woo(ii). That might however be as difficult as to prove 
that we also have a lower bound of the same (simplified) form. 

Using some other estimates from Section 4, we get a slightly different variant of the 
theorem: For a fixed C > 1 and for // > 0 with, 

Hm (CU)cos £ + ^ ( M - ^ ( C U ) c o s I) < lunmf«|;min)cos \ - i - , 

the number of resonances in 9A: >^,,r0>^(3iA;) is < 

L^ - 1 "* CfToo^im (CU)cos J + -£-x (M - Hm(Cf^cos J ) j + o(l) , 

when Ao —* oo. 
Large parts of the proof are as in [SZ2]; as there we make exterior complex scaling 

up to the boundary and we also employ many estimates of that paper. A new feature 
here is that we also use microlocal weights over the boundary of the form e^ 3G^^'\ 

Such weights are present, in many phase space approaches to Gevrey regularity ques­
tions. Suitable choices of G are obtained by a procedure of averaging along the bound­
ary geodesic flow. A price for this averaging procedure, is that some of the more refined 

https://doi.org/10.4153/CJM-1996-022-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1996-022-9


400 JOHANNES SJOSTRAND 

estimates of [SZ2] appear to be difficult to carry over, because of lack of good con­
trol over very long geodesies (the limit T —> oo). However, for surfaces of revolution, 
Zworski (Appendix C of this paper) notices that the full averaging is achieved already at 
finite time because of certain periodicity properties, and consequently he is able to obtain 
more precise results in that case. 

It might be possible to study in the same spirit general non-trapping analytic obstacles, 
using classical techniques for studying propagation in the non-diflractive region ([SI], 
[L]). 

The plan of the paper is the following: In Section 1, we adapt a machinery of global 
FBI-transforms from [HS] to the case of compact analytic manifolds, and define some 
spaces corresponding to the weights above. In Section 2, we apply such an FBI transform 
tangentially to the boundary and start the study of the transformed operator/3 = — /z2A|r, 
where 0 < h « 1 is an artificial but convenient small "semi-classical" parameter, and 
r C Cn is the deformation of R" \ O. In Section 3, we use this to get suitable a priori 
estimates on P which are used in Section 4, together with some results of Section 1, to 
get upper bounds on the number of resonances in certain discs. The remainder of the 
proof, carried out in Section 5, is then simply a work of translation. In Appendix A, 
we collect some easy facts about averaging along the trajectories of vectorfields, in Ap­
pendix B we explain why the averaging procedure improves the estimates. Appendix C 
by M. Zworski, establishes improved estimates in the case of surfaces of revolution. 

We thank M. Zworski for several stimulating discussions and for reading various ver­
sions of this work. 

1. Global FBI-transformation over a compact manifold. In this section we shall 
adapt the theory of [HS] to the case when R" is replaced by a compact analytic manifold 
X of dimension n. We equip X with some analytic Riemannian metric, so that we have 
a distance d and a volume density dy. Let (/>(oc9y) be an analytic function on {(a,y) £ 
T*X x X; d(ax,y) <l/C} (using the notation a = (ax, c^), ax eX9a^£ T*aX,) with 
the following two properties (A) and (B): 

(A) <j> has a holomorphic extension to a domain of the form: 

(1.1) {(a,y) ; | 3 a , | , | % | < ±,\Uax-Uy\ < ±, |9or{ | < ±|<a{>|} 

and satisfies |^| < 0(l) |(a^)| there. 

Here we write (a^) = I + ai and as below, we often give statements in local coor­

dinates whenever convenient and leave to the reader to check that the statements make 

sense globally. Notice that by the Cauchy inequalities, we get 

(i.2) ^8t
a^4> = ok,um^)\Hel 

in a set of the form (1.1) with an increased constant C. 
(B) 4>(a, ax) = 0, (dy4>X<x,«,) = -«« , »(^«A)(«, ax) ~ |<»or€)| • /. 
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By Taylor's formula we then have 

(1.3) <Ka,y) = ac • (ax - y) + 0 ( l ) ( ^ ) | a x -y\\ 

and on the real domain, for d(ax,y) < 1 / C with C sufficiently large: 

(1.4) ^(a,y)~(ai)(ax-yf. 

EXAMPLE*. Let expx: TXX —> Xbt the geodesic map and define a? invariantly as 
the dual quadratic form on 7^ X applied to the co-vector a$ • dx. Then we can take 

(1.5) (j>{a,y) = - a c • exp^O) + -(ac)d(aX9yf. 

Let X be a suitable complex neighborhood of X and let r*Xbe a complex neighbor­
hood of TX of the form {(JC,0 ; x e X, |S£| < £ | ( 0 | } . Let A C P X b e a closed 
7-Lagrangian manifold which is close to T*Xin the C°° sense and which coincides with 
this set outside a compact set. Recall that "I-Lagrangian" means Lagrangian for the real 
symplectic form —$sa, where a = £ doc^. A daXj is the standard complex symplectic 
form. By being close to T*Xin the C°° sense, we mean that for some choice of local co­
ordinates inX, A is of the form {(y, 77) + iHG(y, 77); (y, 77) G r*^} (in the corresponding 
canonical coordinates) for some real-valued function G which is sufficiently small in the 
C°°-sense. Here He denotes the Hamilton field of G. Since A is close to T*X, it is also 
R-symplectic, i.e. the restriction to A of Ua is non-degenerate. It follows that 

doc\K = daXl A docix • • • A daXn A da^A = —(a A • • • A <J)|A 

is a real non-vanishing In form on A, that we view as a positive density. 
We also need some symbol classes. A smooth function a(x, £ ; h) defined on A or on 

PXis said to be of class Sm'*, if 

(1.6) %cf];a=0(l)h-m(Z)k-M. 

In the case when T*Xis the domain of definition, we require a to be holomorphic in (x, £). 
We extend this definition to symbols of the form a(a,y ; h) in the natural way, and we 
say that a G ST* is elliptic if \a\ > £/rm |(£)|*. 

A formal classical symbol a G SJ* is of the form a ~ h~m(ao + ha\ + • • •), where a,-
is independent of h and is of class S0'*--7. Here and in the remainder of this work, we let 
0 < h < ho, for some sufficiently small ho > 0. When the domain of definition is real, 
we can find a realization of a in S"1**, so that a - h~m T,% riaj G ST<N+iy¥m*-^N+l\ ^ factj 

one verifies that a possible choice is £g° x(Xjh/'{^))hjaj(x, £)> when Ay —> 00 sufficiently 
fast, and \ G CQ°([0, OO[) is equal to 1 near 0. When the domain of definition is complex, 

* We owe this example to discussions with M. Zworski. 
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we say that a G S%f is a formal classical analytic symbol (a G S^£) if ay (which then by 
an earlier convention are holomorphic) satisfy: 

(1-7) \aj\<C0C{j\)\(O\k-j. 

It is then standard to find a realization a such that 

(1.8) &Ah£fl = Ow(l)e~KOI/CA 

a • /Tm J ] hfaA = 0(l)e-\WClh, 
0</<|(0|/CbA 

where in the last estimate Co > 0 is sufficiently large and C, Ci > 0 depend on Co. We 
will denote by S^,k and S%£ also the classes of realizations of classical symbols. We say 
that a classical (analytic) symbol a ~ h~m{ao + ha\ + • • •) is elliptic, if ao is elliptic. Take 

3« n 

such an elliptic a(a, y ; h) G S^ and put 

(1.9) Tu(a ; h) = f <?«a*Vha(a,y ; h)x(aX9y}u<y)dy9 

where x is smooth with support close to the diagonal and equal to one in a (sufficiently 
small) neighborhood of the diagonal. 

3/i n 

We claim that there is b(a,x ; h) G S*Y*, such that if 

(1.10) Sv(x) = J e'^^^bia.x ; A)x(aJC,jc)v(or) Ja, 

then 

(1.11) STu = u + Ru, 

where i£ has a distribution kernel R(x,y ; /i) satisfying 

(1.12) \%dl
yR\ < CKle-x^K 

Here we denote in general by/*, the holomorphic extension of the complex conjugate of 

/:A*)=7®. 
We now prove the claim: Let So be of the form (1.10), where b is replaced by some 

elliptic bo in the same symbol class. Then, 

S0Tu(x) = / ^ ^ ^ ^ ^ ^ ^ X ^ ^ ) ^ ^ ^ ; h)a(a,y ; h)X(ax,y)u(y)dyda. 

Since, 

3(-**(a,jc) + #a , j0) ~ (ar{)((a, - x ) 2 + (a, - j)2) > <ac)^</(*,j)2, 

we see that the distribution kernel of this operator is exponentially decaying with all its 
derivatives outside any neighborhood of the diagonal. For (x,y) in a small neighborhood 
of the diagonal, we can apply analytic stationary phase [S2] to the ax integration and 
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obtain in local coordinates (and using the same symbol for an operator and its distribution 
kernel): 

S0T(x,y ; h) = J eL^{x^a^c(x9y9 a € ; h)da^ + exponentially small error, 

where c e S%£ is elliptic and i^(x9y9a^) = v.c.ax(—(i>*(a9x) + </>(<*,>>)), where v.c.a, 
indicates critical value with respect to ax, and ip(x9y9 a{) = (x —y) • a^ + 0((a^ )(x —y)2\ 
Qxj) ~ (oc^)(x — y)2. A standard change of variables in c^ (a complex version of the 
Kuranishi trick) reduces t/> to (x — y) • c^, and shows that SoT is formally a /z-pseudor 
(our short word for A-pseudodifferential operator) of the form 

^Je^^c(x9y90;h)d69 
(Inky* 

where c G *S^ is elliptic. At least formally, we can first eliminate the y variable and then 
write a parametrix D. The formal composition S = D o S0 is then of the form (1.10) and 
one can verify first that SoT acts as the identity operator on oscillatory functions, and 
then by applying S o T to a resolution of the identity, that we have (1.11), (1.12). • 

Put 

(1.13) TAu=Tu{A9 

and define SAv by (1.10) but with T*X replaced by A. Then, 

(1.14) SATAu = u + RAu9 

where RA satisfies (1.12) (with a slightly larger Co and under the assumption that A is 
sufficiently close to T*X). In fact, using Stokes' formula and the exponential decrease of 
d of the symbols involved, we see that SATA coincides up to an exponentially small error 
with S0T. 

Since A is I-Lagrangian, we can find locally a real smooth function H(a) on A such 
that 

(1.15) dH=-$s(ctrdax)lA. 

Indeed, we have d(a^ • dax) = a, so d(—3(a^ • dax)\A^ = — $s(T\A = 0. We assume: 

(1.16) The equation (1.15) has a global solution// € C°°(A ; R). 

Then His well defined up to a constant (assuming of course that X is connected). 

EXAMPLE. Let G e C°°(f*X; R) with uniformly compact support in a^. Let HG = 
ifg7 be the Hamilton field of G with respect to So\ Then for t real with \t\ small enough, 
we can consider the I-Lagrangian manifold, A, = Q\p(tHc)(Ao)9 where Ao = T*X. On 
Ao we can take Ho = 0 (satisfying (1.15)) and on A,, we then try: 

(1.17) Ht = ^(exp(5 - t)HGy((HG9uj) + G)ds + exp(-tf/G)*(#o), 
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where u = — 9(a^ • dax). More precisely, we first extend Ho to a neighborhood of Ao 
and then define Ht near A, by the above expression. We have 

d((HG,u)) = d(HG\u) = JC^O; - HG\du> = LHGUJ + /fej»<r = LHGU - dG, 

where HG\ denotes the adjoint of left exterior multiplication, HGA, so d((HG, w) + G) = 
LHGU, and 

dHt = jT(exp(j - t)HG)\LHGtJ)ds + (exp(-t)HGy(dH0) 

= j f ^ ( e x P ( * - t)HG)*uds + (exp(-t)HG)\dH0) 

= u + (&xp(-t)HGyX-UJ + <///0). 

Restricting the relation to A,, we get, 

(<ffli)|A, = o;,A, + (exp(-0//G)*((-a; + rf//o)|A0) = <J|V 

From (1.17) we get since HQ — 0: 

(1.18) Ht = t(G- (#g a ,S(a c • dax))) + Otf). 

The function /7 appears naturally in connection with TA. We have da<j> = c^ • da* + 
0(|ax ~y\\ so {da(j>){pc, ax) = c^ • c/a* and 

(1.19) -Z(daMa,ax)]A=daH 

It may therefore be natural to consider the space of distributions u (depending on h) such 
that TAu = 0(ePlh) for instance in the I? sense. 

DEFINITION 1.1. For m e R, put 

//(A ; (at)m) = {u ; TAW G I2(A ; e - ^ K a ^ l 2 " ' </<*)}. 

When A = T*Xwe get the usual /j-Sobolev spaces with uniformly equivalent norm 
with respect to h. For general A we also get the same spaces but the norm now depends 
in a more crucial way on h. 

We shall next show that the Definition 1.1 does not depend on the choice of the phase 
and the amplitude in TA. This will also be the opportunity to introduce certain projections 
on the transform side. Recall first that SATA = / + R\, where the distribution kernel 
of RA and all its derivatives are 0(e~llCoh) for some fixed Co > 0. Then for h small 
enough, (/+i?A)_1 = ^ + ^ A > where ^A has the same properties. We have the left inverse 
7 ^ = (7 + ^ ) - % . Let 

TAu(a) = JeWaM<x,y \ h)x(<*x,y)u(y)dy 

have the same general properties as TA. Consider, 

(1.20) tATXl = TASA + TARASA. 
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Write fAT^lu(a) = JAk(a9(3 ; h)v(J3)dfi and consider first the contribution to k from 
TASA: 

(1.21) kx(a9p ; h) = JeWa^-+*^a(a,y ; h)b(p9y ; /Ox(<W)x(/W)<fy. 

This expression vanishes when d(aX9fix) > 1/C, so we may restrict the attention to 
d(ax,/3x) < 1/C. When \a^ — fo\ > ^\(P^)\ and d(aX9fjx) is small enough, we have 
\dy(cj)(a,y) — <t>*(J3,yj)\ ~ |(a^)| + |(/?^)|, and we can make integrations by parts plus a 
contour deformation in>> and get 

(1.22) kx(a,p ; h) = ^ ( l K ^ ^ ^ ^ ' ^ ^ X m a ^ K a ^ U ^ ) ! ) ) " ^ . 

This is valid also without the assumption that d(aX9/3x) is small enough. Since H(a) 
has compact support and is small, we then have the same estimate for the reduced ker­
nel: e(-HW+Hwyhki(a9(l ; h). Now look at the region: d(aX9/3x) < 1/C, \a^ - /%| < 
| (/?£) | / C. If d(aX9 f3x)> 1 / Const, we can use the Gaussian behaviour of $,—<£*, to see 
that k\ satisfies (1.22) in this region also. Here min(|(a^)|, |(/3^)|) ~ max(|(a^)|, |(/J$)|), 
so we make contour deformation as in the method of steepest descent and obtain: 

(1.23) *!((*,/3; h) = c{a9(3 ; h)eWa>®9 

where modulo 0(l)hN max(\(a^)\9 \(/3^)\)~N
9 c is of class S%£ and where 

(1.24) V(«, P) = v. c.y(4>(a,y) - <p(/},yj). 

For a = (39 the critical point is y = aX9 -0 = 0 and 

dai) = (da<j>)(a9 ax) = a^ • daX9 d$ = -/% • d/3X9 

and taking the imaginary parts, we get for a = f3: 

It follows that 

-H(a) - 9V(«,/3) + F0?) = 0(lXK«c)| K - A|2 + Kot)!"1!^ - &|2). 

Considering first the case A = 7*Xand making a small perturbation argument, we obtain 
more precisely: 

(1.25) -H(a) - $hKa,P) + H(j3) ~ - ( | (a ? ) | |o , - ft|2 + \{a^)\-1 |ac - &|2). 

The second term of the RHS of (1.20) has a kernel ki(pc9P ; A) satisfying, 

(1.26) k2(a,p ; A) = av(lK^max(|(ac)|,|(/3c>|)-^, 

for every AT. Again, it is clear that the reduced kernel, e(~H(<**+H^/hk2(a9 P \ h) satisfies 
the same estimates. 
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In conclusion, 7A TA
 l has a kernel, 

(1.27) x(ax,t3xM~M ~ PM<*>P ; h)eWa^ + *3(a,/? ; A), 

where k3(a, (3 ; A) and e^~H{fx)¥Hmh(a9 /? ; A) satisfy (1.26). (Here and in the following 
we become sloppy with the use of the symbol \ which denotes a standard cut off func­
tion, equal to one near the diagonal or near 0, depending on the context.) Using this and 
(1.25), we see that TATXl = 0(1) as an operator: L2(A ; \{a{i\me-Hlh da) -> L2(A ; 

We pause for some general considerations: Let <t>(x9y) be a smooth real (or holomor-
phic) function, defined near (JCO,J>O) ^ ^n+k (C1**) with k < n. Assume that $£, is of 
maximal rank, so that J = {(*, <l>'x(x9yf) ; y G neigh(yo)} is a smooth n + ^-dimensional 
manifold. J is involutive since it is a union of Lagrangian manifolds, and can be given 
by P\(x, £ ) = • • • = pn-k(x9 £) = 0, where rf/?y are independent and the Poisson brackets 
{#/,/?*} vanish on J. Let a(jc,j/ ; A) ~ ao(x9y) + Aai(jc,j>) + • • • be a formal classical 
elliptic symbol, defined near (xo,yo). It is then straight forward to construct formal sym­
bols Pj(x,£ ; A) ~ pj(x,0 + hp)(x9Q + • • • near (r0,£o), Co = (j>x(x09y0)9 such that 
Pj(x9hDx ; h)(<#W>lha(x9y ; A)) ~ 0 in the sense of formal asymptotic expansions. In 
general, if .P(JC,£ ; K) ~ p°(x9Q + hpl(x,Q + — - is a formal classical symbol defined 
near (JCO, £o), and P(x9 hDx ; h)(ei(l>(x^/ha(x9y ; A)) ~ 0, then we see by an easy itera­
tion procedure, that P = YLAVPV for some A-pseudors Av of order 0, (whose symbols 
are formal classical symbols of order 0). In particular, we have the Lie algebra property: 
[Pj9Pk] = hEA^kPu. 

The manifold J = {(a,</a<^(a,j>))} is a complex involutive manifold of complex 
codimension n and we can construct a Lie algebra L of formal analytic /z-pseudors on 
T*X9 which for every choice of local coordinates in X has n generators 

Ci (a, hDa ; A),.. . , £, (a, hDa ; A), 

such that 

(1.28) £(a, AZ)a ; A)rA ^ 0 in the formal asymptotic sense. 

To be more precise, let a* = (a*, a p denote the dual variables to a. Then, by expressing 
>> as a function of a, c^ by the implicit function theorem: 

0(a, a* ; A) - <£(a, a*) + K){a9 a*)+•• • 

and 
^ = < - ^ + 0((a4)a*) 

is 0((a^)) in polydiscs of the form: ax — a$, a^ — a£" = 0(1), a* — oP*9 a^ — a° = 
0((a|?)). After a natural dilation in the ^-variables, we see that the effective Planck's 
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constant is h/(a^}9 so <̂  = O((a0^)l~k) in the same polydiscs. The Lie algebra property 
is expressed by: 

(1-29) [$,&] = EAG&&. 

where Q-k is a formal A-pseudor of order 0 in h (and a standard h/(a0^) pseudor in the 
variables aXif3^, where a^ — a°^ = (aj?)/^). 

We next recall the construction of an appropriate version BA of the orthogonal pro­
jection: I2(A ; e~2Hlh da) -+ I2(A ; e~2Hlh da) n Image of (7A) (in the spirit of [BoS] 
as in [HS]). We then want BA to be self-adjoint in I2(A ; e - 2 ^ rfa) and to satisfy 

(1.30) $(a,hDa;h}BAM0, 

in a sense to be specified. We then also get 

(1.31) BAotW>*nO, 

where &**>* denotes the complex adjoint of (, in L2(A ; e~7Hlh da). We get 

where <̂ A'* is the adjoint of Q in I2(A, da) and has the leading symbol (^(a, a*), (a, a*) G 
r*A. (Here r*A is viewed as a subspace of the complex cotangent space of T*X in the 
natural way.) These adjoints are not necessarily analytic pseudors, unless A is analytic. 
The symbol of ̂ A>* belongs to S%{1. 

We now look for BA of the form: 

BAu(a) = f k(a,(l; h)u(^)e-m^lh dji. 

Then we want 

(1.32) $(a,hDa;h)k(a,(3;h)~0, 

and 
0 ~ B^'u = f k(a,/3 ; h)e?Hlh&\e-wlhu)e-7Hlh dfl 

J JA J 

= jf k(atp \hyt**(e-wlhu)dp 

= jK%f'*(p,hD0)){Ka,(i ; h))e-2H'hudp. 

Here *(& '*) = r ° 0 ° ^ = C/Ha> hDa ; h), where T is the operator of complex conjugation. 
J def J 

The symbol of this operator is CJ\T*A(<*>— «*) = (^(<x9a*). Though we finally avoided 
the problem of studying adjoints of /z-pseudors in this setting, we still dropped out of the 
frame work of analytic /z-pseudors, but we can still think of the symbol (^ as defined 
near T*A by means of almost analytic extensions. 
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In [HS], 5A was constructed with 

(1.33) k(a, P ; h) = eWa-®a(a, 0 ; h), 

with kQ3,a;h) = k(a, 0 ; h), i/>(/?, or) = -ifta, /?), a(j3, or; A) = a(a, 0;h),a€ %?, 

leading to the eikonal equations involving the leading symbols: 

(1.35) £W«VO = 0, §(0,dptl>) = 0, 

that should be satisfied to infinite order on diag(A x A) and a sequence of transport equa­
tions. (Actually, this is in essence the construction in [BoS].) From this we get t/> uniquely 
up to a term vanishing to infinite order on the diagonal, if we add the requirement, 

(1.36) V(<*>«) = -2iH(a), (<W)(a, a) = ar dax\A. 

Notice that the second equation and the anti Hermitian property of ̂  imply (dpijj)(a, a) = 
—(*£ • dax>A, so t/(i/>(a> a)) = 2/3a^ • dax\A = —2idH, and we see that the first con­
dition in (1.36) only determines an integration constant in ijj. Also (da^)(a,a) = 
9(c*£ • dax)\A — —daH, (dp$sip)(a, a) = —daH9 so if we take into account scaling 
properties: 

(1.37) -9Wa,/J) - H(a) -/ /(/J) = o ( ^ | a ^ - & | 2 + | < a € } | | a , - & | 2 ) , 

restricting the attention to | ax—(3X |, | a^—fa \ / \ (a^) | < 1 / C. By a perturbation argument, 
starting with the case A = T*X, and using (1.55) (below) in that case, we see that actually, 

(1.38) -$hKa9P)-H(a)-H(0) ~ " j ^ K " ftf ~ K )̂I K ~ P*\2-

The amplitude a = h~n E/>o <*j(oc9 (3)hf is determined in the following way: We need 
that ao(a, a) > 0. Examining the condition that B2

A — BA by stationary phase, we get 
ao(a9 a). Then we get ao(a9 /?) to infinite order on a = /J, by solving the transport equa­
tions (to infinite order on a = ji). The conditionB\ — BA now gives a\ (a, a) and solving 
the transport equations, we get a\(a, /3) and so on. Notice that |ao| ~ 1 • We define BA by 
introducing a cut off near the diagonal as in (1.27). 

PROPOSITION 1.1. (i) B2
A = BA+ RA, where 

RA = 0(h°°):L2(A ; K a ^ - ^ - ^ d c O ^ L ^ A ; \(ai)\
me-2Hfhda) 

for allmeR. 

(U) | | 7 A « — ̂ A7A«IL2(A,|<cr€>|-^-2»/**/cr) ^ 0 ( ^ ) l l w l l ^ ( - ) - M ) / ° r al1 m' 

PROOF OF (ii). Put n A = TAT^ (with T^1 = (/ + ^ A ) _ 1 5 A ) and notice that n A 

is a projection from L2(A ; e~2Hlh da) onto the subspace L = TA(L2). Since n A is 
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bounded, this space is closed. Using this projection we shall construct the corresponding 
orthogonal projection and show that it is very close to BA. We have already studied the 
asymptotics of the kernel of nA . (Notice that the phase appearing there may be different 
from the one appearing in BA.) 

For/ € *S°0,/ > 1 /C, consider Yl/JTrA, where the adjoint is taken in the L2 sense, 
with respect to the measure e'211^ da. For u G L, we have 

(rvn^ito^...) = (/n^in^a,...) > (inf/)||n>||2. 

Here 

(n>|«) = («|nA«) = ||«||2, 

so ||w|| < ||IIAM||. Consequently, 

(IWTI>|«) > (inf/)||n;«||2, and (infj0||«|| < Wilful u G L. 

Also notice that Il/J1TA: Z, —• Z,. We conclude that the spectrum a(Tl/JTl^) is contained 
in [0, oo[ and has 0 as an isolated point. L is the spectral subspace corresponding to the 
non-vanishing part of the spectrum. Let 7 be a closed positively oriented loop around the 
non-vanishing part of the spectrum which has 0 at its exterior. We then get the orthogonal 
projection PA onto L by the formula 

(i. 39) pA = ̂  jf (z - r v n x r 1 dz. 

Using the earlier results on the structure of n A and the operators Q above plus stationary 
phase, we see that 

(1.40) UjJUXu = jkf(a,0 ; h}u(P)e'2im'k dji + Ru, 

where R = 0(h°°):L2(A ; e-2H/h\(a^)\m da) -> L2(A ; e-2////,|(a^)|m da), and where 

(1.41) kf(a,(3 ; h) = el^afap ; h) 

with ip as in (1.33) and with a/ having the same properties as a there (same symbol class 
and same transport equations). It is then an easy exercise to construct/ so that a/ — a in 
(1.33) and we have then found A = IljJTV^ so that 

(1.42) A=BA+R 

with R as in (1.40). In particular 

(1.43) A-A2 = O ^ ^ i L ^ A ^ - ^ ^ K a ^ l ^ ^ ^ l V ^ ' ^ l ^ ^ r ^ ) 

We have the same estimates on the derivatives of the kernel of A — A2 so (1.43) also 
holds in the sense of trace class operators. 
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Now return to the formula (1.39). As an approximate inverse of (z — A), we try j + 
xpx)A (for z G 7) and get 

(z-Wl + —L— )̂ = i + —1—(^-^). 
Vz z(z— 1) / z(z — 1) 

Hence 

(i44) ^-^"i=(i+^i)^)(i+iFi)^-^r-
For z G 7, we have in view of (1.43), that 

(1.45) ( 1 + _i_(W))" = 1 + * , 

where R has the same properties as A — A2 in (1.43). (We let 7 be /z-independent and 
choose h > 0 sufficiently small.) Combining (1.44), (1.45) with (1.39) and (1.42), we 
get 

(1.46) PA=A+R{=BA+R2, 

where R\, R2 are as in (1.43) also in the sense of trace class operators. Since PATA = TA, 
we get (ii) of Proposition 1.3. • 

We next discuss the action of /*-diffors (short word for A-differential operators) in the 
//(A)-spaces. By definition, an analytic A-diffor of order m is an operator of the form: 

(1.47) P(x, hD;h) = £ ak(x ; h)(hDx)\ 
\k\<m 

with ak holomorphic and 0(1) in X The corresponding symbol (invariantly defined 
mod 0(l)h(Om-1) is then P(x, £ ; h) = £ w < m ak{x ; h)£k. 

PROPOSITION 1.2. Let P be as above. Then, 

\\TAPU - PlATAu\\L2(A.e-2H/Hda) < CA1/2|MU(A;(a€>»). 

A very similar result was obtained in [HS] and we omit the proof. For scalar products, 
we have an improved result: 

PROPOSITION 1.3. LetPh P2 be analytic h-diffors of order mh m2. Then 

(P\u\P2v)H(A) = (Pi\ATAu\P2]ATAv)L2{A;e-2H/Hda) + 0(h)\\u\\H{AA y ^ H I ^ }*2), 

ifm\ + m2 = fh\ + rh2. 

PROOF. Start with, 

{P\u\P2v)H{A) = {TAPxT^TAux\TAP2T^TAu2)L2y 
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where the L2 scalar product is with respect to e~2Hlh da. Inserting BA here and there, and 
using (ii) of Proposition 1.1, we get modulo 0(A)||M||^(A,()*I)HVIU(A,()*2)> if m\ + mi — 
rh\ +/W2: 

(1.48) (Piu\P2v) = (BATAPX TA
xBATAu\BATAP2TllBATAV). 

Using stationary phase and the general arguments in the construction of BA, we get 

(1.49) BATAPJTXiBA = BA(PjlA)BA + 0(h) in 

L(L2(A ; \(ai)\
me-2H'hda),L2{A ; \{ai)\

m-m'e-
wlhda)), 

and (1.48) then gives 

(1.50) (Piu\P2v) = (BA^flA5A(P,|A)BArAii|rAv). 

To complete the proof it then suffices to verify (by stationary phase) the Toeplitz calculus 
property: 

(1.51) BAP^BABA(PnA)BA = BAP2]A~(PnA)BA + 0(h) in 

L(L\K ; \(ai)\
me-2H!hda),L\A ; \{ai)\

m'm^m'e-2H'h da)) 

In fact, from (1.50) we then get 

(1.52) (P,«|P2v) = ((Pl]A)BATAUl \(P2lA)BATAu2) = ((P„A)rA«, \(P2\A)TAu2). 

The arguments above work equally well, if we use the exact orthogonal projection PA 

instead of BA. m 
We end this section, by considering finite rank approximations of certain Toeplitzors 

(short word for Toeplitz operators). Let q G CQ°(A ; R). Then we have 

(1.53) (qTAu\TAu)L2A.e-2H/hda) = (PAqPATAu\TAu). 

The method of stationary phase and the fact that BAqBA also satisfies (1.30), (1.31) 
imply that PAqPA = BM + 0(h°°) in L(l?{A. ; e-m/h da)), where BM has the same 
form as BA except that a(a, j3 ; h) is now replaced by a(a, (3 ; /*), satisfying the same 
transport equations, and with <3(a, a ; h) = q(a ; h)a(a, a ; h% q(a ; h) ~ qo(a) + 
hqi(a) + • •., q0(a) = q(a). Then 

(1.54) tr£A,? = h~n f q(a)a0(a,a)da + 0{hx~n). 

It is now useful to recall a different way of getting PA (cf. [HS]): Since 

TA. H(A) -> L2(A ; e-m/h da), 

and since the natural dual space of H(A) for the standard L2 product is //(A), we have 

rA: I2(A ; e~2Hlh da) -> H(A\ 
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when H(A) is viewed as a Banach space while L2(A ; e~2Hlh da) is viewed as a Hilbert 
space. Then T*ATA: //(A) —> i/(A) turns out to be a kind of elliptic Fourior (in short for 
Fourier integral operator) with inverse (T\TA)~l: H(A) —> //(A). Then we get, 

(i.55) pA = TA(rATAylrA. 

In the special case when A = Ao = T*JT, then 7^rA and its inverse are pseudors and 
we may write BAo = T^lfiT^, where U is an elliptic pseudor with U2 = (T^TA)~l. 
The Toeplitzor BA^ is then well approximated mod 0(h°°) in trace class, by TAo UqUT^ 
where q is a A-pseudor with leading symbol q. Now 

HT^UqUrj = tx{Ur^TAoUq) = tT(UU~2Uq) = 

* * = ( 2 ^ / ^ M a + 0("1_W) = ( 2 ^ / ^ M a + °(/zl"W)-

Combining this with (1.54), we see that 

(1.56) <*>(<*, a) = T^yT, when A = TX. 

If A = A/ depends smoothly on a parameter t9 with Ao = r*.Y, then for the corresponding 
Bergman amplitude, we get 

0.57) ao/a9a) = -^— + O(0-
(27T)" 

Now let q G C£°(A ; [0,1]) be equal to 1 on K C £ CC A and have support in 
K with vol(£ \ K) < e. Put Q = PAqPA. Then g 2 = P A ? 2 P A - R, where tr£ = 
Oe(h

l~"). In view of the special properties of q, we then see that Q2 = Q — R, where 
tri? = (Oe(l)h + 0(e))/Tn. Now 0 < Q < 1 in the sense of selfadjoint operators, so 
R = Q—Q2 > 0. Let Ai,A2,... be the decreasing sequence of non-vanishing eigenvalues 
of 0 , so that 0 < Ay < 1. Since ticR = (Oe(l)h + 0(e))/*-", we get 

(1.58) £ Ay - A2 = (a(A) + 0(c))*-". 

The graph of the function/(A) = A — A2 is a vertical parabola crossing the horizontal 
axis at (0,0), (1,0) and with a strictly positive maximum at A = 1/2. It follows from 
(1.58) that 

#{Ay ; yfe < Xj < 1 - yfe} = ( ^ + 0(V~e))h-\ 

Consequently, using (1.54) and the fact that #{Ay > 1 - y/e} < j ^ tr(Q): 

(1.59) # { A y ; A y > ^ } < ^ ^ ( ^ f l o ( a , a ) r f a + 0 ( ^ ) ) ^ h<h(e). 

From the spectral decomposition of Q9 it follows that 

(1.60) Q<K + R, \\R\\<& 
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where A'is of rank 

(1.61) ^ ( ^ ( i f l o ( a ' a ) r f a + 0 ( ^ ) ) ' * ^ * W " 

Actually, below we shall need a refinement of this with an /^-dependent symbol q (of 
uniformly compact support) satisfying &q = Oe(h~k/3) and with vol(^ + B(09 A

1/3)) = 
O^1/3), vo\(K \ K) = O^/*1/3). Then stationary phase still works and we get Q1 = 

Phq2Ph ~ R, where 

trtf = Ot(\)h
x-2^h-n+x^ = Ot(\)h

xl*h~n+xl\ 

so g2 = ( ? - # with tr(#) = (Oe(l)h
x/3 + 0(e))A"n+1/3 (actually for 0 < h < h(e) > 0). 

Letting again Ai, A2,... E ]0,1] be the decreasing sequence of non-vanishing eigenval­
ues of Q, we get 

(1.62) £ A, - Xj = 0(l)(e/**-"), h < A(e), 

and 

(1.63) #{\j ; yfe < Ay < 1 - y/l} = 0 ( l ) v ^ ~ w , A < *(c). 

We then have (1.60) with 

(1.64) rank(£) < ^ 1 ^ j ^ f l b ( a , a ) r f a+ 0 ( l ) v ^ * K 

2. Transformation of the operator. Let O C R" be strictly convex, X = 3 0 ana­
lytic. We shall perform the same scaling up to the boundary as in [SZ2] and in addition, 
we shall apply a global FBI-transform tangentially to the boundary, when we are near 
the boundary. 

To start with, we need some further geometric preliminaries, valid for arbitrary com­
pact analytic manifolds X. Let G G C^{T*X; R) and choose a real valued extension to 
C^{T*X), that we also denote by G. One possibility is to take G = 3?G, where G is an 
almost analytic extension of G. In that case, we have 

(2.1) dG(p)]JTp(rX) = 0, 

for every p £ T*X. In general, we assume (2.1). Here J: TP(T*X) —• TP(T*X) is the map 
induced by "multiplication by i". In general, iff is a function on T*X and HJ, H&9 /*£?, 
# | £ , / / | ? , denote the various Hamilton fields that can be formed with respect to a, Ua, 
Sex, then at any point where df exists and is C-linear: 

(2.2) Mf - MUf — / i c y , 

(2.3) JHf — Mif — —rlo$f — MUf. 

Here Wf is considered as real vector. See [S2] for more details. 
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With G as above (satisfying (2.1)), we put for t G R, \t\ small: 

(2.4) A, = exp(/^)(Ao), A0 = TX. 

Then, as we saw in Section 1, A, is an I-Lagrangian manifold such that — S(£ • dx\At) 
admits a global primitive H = Ht and which coincides with Ao outside a compact set. 
Let/? be a holomorphic function on T*X. For p G Ao, we get, 

pfad&Q,)) = p(p) + t{dp(j>),I%a(p)} + Git1). 

Here 

(dp,f4") = < ^ A ^ > + !•< ^ , ^ > 

= ~{I%,dG) - i(l4^dG) = -(J(H°p),dG) - i(H°p,dG). 

Ifp is real-valued, then (J(Hp),dG) vanishes at real points (by (2.1)) and we get for 
pG A0: 

(2.5) /7(exp a&ip)) = /Kp) - //</£, </G)(p) + Oit2). 

We now return to the boundary problem case and work in geodesic coordinates x = 
(x',xn), x' G X = dO, xn>0(cf. [SZ2], Section 2). Let t(x„) be a smooth non-increasing 
function with support close to xn = 0, equal to h2/3 in a small neighborhood of that 
point, and such that h~2l3t(xn) is independent of h. Choose G as above and let Ht be the 
corresponding primitive for — &(£' • dxiA ), chosen according to the recipe (1.17). For u 
with support close to the boundary, we define the norm: 

(2.6) \\\uf = f lir^iKsxi,)!^^^,,^*,, = j f N ^ l l S ^ f c , 

The function TAt(xn)u on {(a,x„) ; a G A ^ ) } will be considered as a function on 
Ao x [0, oo[, by means of the parametrization, 

(2.7) Ao 3 a0 h-> a f e ) = exp(*(xw)/*ga)(a0). 

Using that 7A,w = 7w|Ar with T independent off, we then obtain, 

hDxn{TKKxn)u{',xn))(at{Xn))) = TAt(xn)(hDXnu)(at) 

(2.8) dt da, 
+ —^- hDa(T)u(,xn)(at), 

oxn ot 

where (as well in the following), we sometimes write / instead of t{xn). Denote the last 
term by Sf£* u. ^ has compact support in a and ® is 0(h2/3) and has compact support 
in xn, away from the boundary. It follows as in Section 1 that 

We rewrite (2.8) as 

(2-10) Wn)(hDx„u) = hDXn(TKMu) - Sfjtju, 
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and recall that our transformed functions are considered on Ao x [0, oo[ by means of 
(2.7). 

Differentiating (2.8) once more, we get 

(2.11) (hDjV^u) = T^{hDXnfu) + 2^JhDXnu) + ^ u , 

where 5*2* satisfies (2.9) with /*2/3 replaced by A4/3, and has the same support properties 
as Sf-l\ and we rewrite this as 

(2.12) Wn)((hDXnfu) = (hDj(T^n)u) - 2^JhDXnu) - %lu. 

Let P = £|£|<2 ak(x)(hDx)
k be a second order A-diffor and consider for u with support 

close to xn = 0: 

(2.13) \\\Pu\f = f 1 1 7 * ^ 1 1 ^ ^ ^ * , 

From the results of Section 1 and the above discussion about transforms of hDx u and 
{hDXn)

2u, we get: 
(2.14) 

e-2H,/kda) 

= WPix^^hDJT^uWl^ 

+ O C 0 E \\(iy(hDXnfTAMu\\h.) 
j+k<2 

+ ̂ 2 / 3 ) E ll(^J'rVii)«||L2(...)||(/Iz)JCn)*rA^)«||i2(...), 
j<2Jt<2j+k<i 

where the last term has to be present only on the support of ^-. In fact, 
(2.15) 

2m^MhD)at'\W„MhDfu)iH^...) 
= 2K(aa(y,^X'a>A<,„X^Ja"«l(^(^^»)^>A^ )(^/"«) i2 (A.,.. ) 

+ ^)||(^0|aVA^)(^rM||i2(...)||(e')^|rA^(/IoJ[/"«|U2(...) 

Here we use (2.10), (2.12) which imply that for k < 2: 

= \m(hDxj
kTAKxii)u\\LH...)+ E W^-^T^hD^yuy^, 

v<k-\ 

and using this identity once more on its own last term, we see that the last sum here can 
be replaced by 

E OQi^k^)\\(hDxJT^n)u\\L,(...y 
v<k-\ 
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using this in (2.15), we get 
(2.16) 

= 2U(aa(x',xn)e\hDXiir T^afc'^e'ihDj" TK^u) 

+ £ 0(h^»-i-»)\\(hDjThMu\\ \\{hDx„)kTKlMu\\ 
j<a„,k<0n, 

j+k<a„+0„-l 

+ 0(h)(\\(Z')W(hDx„rTAKxn)u\\+ E Oih^'^UhDjT^uW) 
V j<a„ ' 

x (W(ti')l0\hDx„f*T^)u\\+ E O C ^ ^ ^ I K ^ J ^ ^ H l ) , 
k<(3, 

which can also be written as, 

2^aa(x\x„X'a\hDxJ"T^)u\a0(x\xn)^\hDx^TAiMu) 

j<«n*<0n 

+ 00') E | | (^„yrA^ ) M | | | | (AD,„)*.-- | | . 
j<<*n,k<0n, 

j+k<a„+l3„-l 

Here the last term, as well as all other terms containing powers of /*2/3 can be suppressed 
outside the support of J - . From this (2.14) follows. 

Writing 

A,(*„) 3 (*',£') = exp(/(xw)i/G)0/,r/), 

we introduce the Jacobian: 
dx'di' 

J 
dy'dr]'' 

so that J— 1 = 0(h2/3), and similarly for all derivatives of J— 1. Clearly, Ĵ - vanishes 
outside the support of ^ - . In (2.14), we want to make a modification, namely in the 
RHS, we want to express everything in terms of operators acting on Jl/2e~Ht/hTAtu, 
(t = t(xn)) and then take the corresponding ordinary 1? norm over Ao for the standard 
measure dy'dr]'. The only problem (essentially similar to one already treated) is then the 
action of hDXn. Continuing to use the parametrization (2.7), (so that •£- denotes the partial 
derivative for the coordinates ( / , f]',xn)) we notice that (with t = t(x„)): 

fl2e-H'lhhDXn{TKlu) = (J{l2e-H-lhhDXnJ-xl2eH'lh){Jxl2e-H'lhTKlu\ 

and that 

(2.17) fl2e-H-lhhDxJ-ll2eH'lh = hDXn + S<3>, 

where *Ŝ 3) and all its derivatives are 0(/z2/3). Moreover S*3) has uniformly compact sup­
port in (y\ rj') and vanishes outside the support of ^- . It is then clear that (2.14) can be 

https://doi.org/10.4153/CJM-1996-022-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1996-022-9


DENSITY OF RESONANCES 417 

rewritten as 
(2.18) 

II ̂ /"WLH^e-2"**)/* dx> di>) 

= \\P{x,i\hDxXJXl2e-H^hTKMu)\\l(^d^ 

0(h) £ \m{hDjflh-H^lhT^n)u\\lK^d^ 
j+k<2 

Oih2^) £ \\(.U)J(Jif2e-H^kTAlMu)y | | (AD^( idem- . ) |b , 
j<2*<2, 

j+k<3 

dt where the last term can be suppressed for x„ outside the support of -f^-

3. A priori estimates near the boundary. Let O C R", n > 2, be bounded, strictly 
convex with smooth boundary. In [SZ2] we constructed and injective smooth map with 
injective differential, 7: R" \ O —> C", such that: 

If x = x' + xnn(x'\ is in a neighborhood of 50, where x' G 30, xn > 0, and n(xf) is 
the exterior unit normal at x'9 then 7(x) = x' + ^^xnn(x'^. 

If |*| » 1, then J(x) = (1 + i6)x, where 9 > 0 is small. 
The image T = 7(R" \ O) is totally real and the scaled operator — A|r has a principal 

symbol, whose values avoid some conic neighborhood of ]0,oo[, when we restrict the 
attention to points away from some given neighborhood of SO. 

The resonances of—A in a conic neighborhood of [0, oo[ are then the values kj, where 
kj is an eigenvalue of — A|r. (The multiplicities can also be properly identified.) 

From now on, we identify T with Rn \ O, by means of 7. We recall from [SZ2] that 
the scaled operator near the boundary is of the form, 

P=-h2A]r = e-^^hD^f+lXnQix'ihD,,)) + *(*', ADy) 
( 3 . 1 ) def ' V ' 

+ 0(x1
n(hDxf)

2) + 0(h)hDx + 0(h2\ 

where all the diffors have analytic coefficients. Here Q andR are positive elliptic opera­
tors of degree 2, homogeneous in the sense that Q(xf, hDx>) = h2Q(x',Dxr) and similarly 
for R. We have R = —h2A\d(j and the ellipticity of Q results from the strict convexity of 
the boundary. Here T is the deformed contour, which in the following will be identified 
with Rw \ O. 

From (2.5) it follows that the operator P(x, £', hDXn ; h) appearing in (2.18) can be 
represented in the following form, where we write (*', £') = exp(^(x„)//§a)(y/, 77'): 

P(x,Z',hDXn ; h) = e-2^{(hDXnf^2xnQ(y\n')) +R(y',rJ') 

(3.2) - it(xn)HRG + 0(?£(T,')2) + OQitf)) + 0{h)hDXn 

+ 0(xnh
2^ + 0(/*4/3). 

Here the last two O terms can be absorbed into the first two, when applying to a function 
and taking L2 norms. We do not want to consider the x„ dependence in t(xn), so we write 
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this as 

P(x, i',hDXn ; h) = e-2-f{{hDXnf + 2x„Q(y',r,')) + R(y', r,') 

(3.3) - ih2/'HRG(y', r,') + O ^ f t ' ) 2 + % ' » + 0{h)hDXn 

+ 0(x„h2/i)+0(h4/3). 

The third term of the RHS represents the effect of the FBI-distortion. We decompose it 
into a real term and one of argument — 2-7r/3: 
(3.4) 

2 • / A 2 / 3 \ 
P(x, £', hDx„ ; h) = e~? [{hDXnf + 2xnQ(y', i,*) + —rHsG(y>, r,')) 

+ 

+ 0(A)AD^ + 0(x„/i2/3) + 0(/i4/3). 

Let — (j,j — 1,2,... with 0 < £i < (j. < •• • be the zeros of the Airy function, and put 

(3.5) Q(y',v') = {2Q(y',v'))k-

Then the eigenvalues of 

h2/3 

(hDXnf + 2x„e(y', r/') + —THRG(y', rj') 
cos6 

on [0, oof with Dirichlet boundary condition at 0, are of the form h2/3Cj(y', T/), where 

(3.6) 00 / , rft = Q(y', rj') + ~^HRG(y', r,'). 
cos6 

When passing to (P(x, £', hDXn ; h) — UQ) as in Section 5 in [SZ2], we may consider 
these modifications as a small modification in UJQ. More precisely, for our new operator 
P9 we have the estimate (5.2) of [SZ2] (when SCJO > 0, 3JCJO close to R(y\ r/)), provided 
that we replace UOQ to the right by UJQ = UJO + ih2/3HRG(y', 7/). Then, if we choose ft — 
£>(/, 7]')h2/3 in that lemma, we get for v G Cg°([0, ^ [ ) , v(0) = 0: 
(3.7) 

| ( P ( y , / , ^ A ) - o ; o ) v | 2 

> (|a3b - ^ ( y , , 7 7
/ ) - e - " < 2 ( y , ^ > f I2 - 0(i)VIh)\\v\\2 

- 2 » ( e - ^ (i?(/, r/) - <*>))(&(y', r/) - Ci(/, *»')) A* IK/ , t j> |2 

+ i| |((/.A)2+2/e(y /,r7
7))v||2 + §| |H|2 , 
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where (cf. [SZ2], Section 6): 

(3.8) 7()/, *?')v = ^ v{Xn)eyrf{xn)dxn, 

with eyrf being the first normalized (Dirichlet) eigenfunction of QiDt)
2 + 2tQ(y', r]'). In 

(3.7), we can get rid of c2>o, by using R, Q,j =1,2: 
(3.9) 

\(Ptf,t,£'tf>t)-<»o)v( 

> (la* -«o/,ij')-«-*6(y','j')*il2 - O(1)VZA)||V||2 

- 2»(e"* (%', r,') - Q0)){W, V) - <i0>', i/O)** frC, »?>|2 

+ i|((/IA)2 + 2^(y',J,'))v||2 + | | |H|2 , 

where we put ̂ (y7, r/;) = R(y\ r]') + (tan|)/i2/3//flG(y, r/;), and where we also notice that 
a term 0(/*4/3)|7(y,»7>|2, which appears, can be absorbed into —0(l)\/i/i||v||2. 

We recall that 

\LJ0-R-e-™&hi|2 = |ub -f l | 2 + 23?(e-^C2(^-a>0))A' + 0{h^) 

= (UUJO -Rf + r1
0 + 2^St(e^(R - u>0j)h$ + OQiI), 

where 7-0 = Su>o, and similarly with £ replaced by &. (3.9) can therefore be rewritten 
as: 
(3.10) 

\\(P(x',t,e,hDt)-LJ0)vf 

> (\Uw0 -R\2 + ri + 2&R(e-™(R - a*))A* - OOWl^j ||v||2 

- 2(6-Ci>* l*(e"¥(R - w0))|7(y',r,>|2 

+ i||((/!A)2+2^(y,,V))v||2 + ̂ ||HI2 

- (|3?a,0 -,R|2 + ̂  + 2A^K(e"¥(^ - cD0)))(||v||2 - \liy',»/)v|2) 

+ (|8o* - ^ | 2 + / ^ + 2A*Ci»(*_¥(* - <*>))) M/.r/)v|2 

+ ^((M),)2 +2*20/, T/))V||2 + |||/v||2 - CXDVZ^IIVII2. 

Here we use that R = R + OQi2^) and that 

= 0(hi +n(e-t?(R-Q0)) = 0(hi)+0(\R-$lu)o\) + $l(e-2-?iro)) 

= 0(h%) + 0(\R - &4>|) + (cos|)r0, 
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and we get from (3.10): 
(3.11) 

\\(P(x',t,S',hD<)-wo)v( 

> [\R - &wo\2+ri + 2h2i (cos^roCz) (||v||2 - \l(y', v')v\2) 

+ [\R - Uu0\
2 + d + 20 (cos^)r0Ci) W, r)')v\2 

+ -\\{(hD,y + 2tQ(y',r1'))Vl- + ^ 2 

-0(l)(VLh + hl\R-$lu;o\)\\v\\2. 

Notice here that |7(/,»?>| < ||v||. 
For (y', T;') outside any fixed neighborhood of the energy surface R(y', j/') = 3Ja;o, we 

obtain from Lemma 5.2 of [SZ2]: 
(3.12) 

2 
2 \{P(x', t, i', hDt) - wo)vf > (r0 + ^ ] ||v|| 

whenv€q°([0,l[),v(0) = 0. 
We now combine the ODE-estimates above with the results of Section 2 (more pre­

cisely (2.18)) and obtain for u 6 (H2 n.#J)(R" \ O) with support within the distance 1 /L 
from the boundary: 

J0 \\W^p-^HLHAM;e^n)/^d^dx„ 

> JJ l Ay', v')(\R(y', n1) - ^0 |2 + d + iti (cos ̂ )r<&(y',i/)) 

x ( j f \Ae-"^l"T^u\2dxn - W,ri'^2e-H^hTA^u\2) dy'd^' 

+ / / 1 v(y', v')[\R(y', v') -Uw0\
2+r2+2hi (cos |)r0CiO', *?')) 

(3.13) x \l(y', r,'yl/2e~H^hTAl(xr)U\2 dy'dr,' 

+ (^ + o b ) IK1 ' W^r^e-H^hT^u\2dx„dy'dV' 

+ W)H^ " W ^ T f V ^ , h T - « \ 2 dxndy'dj 
+ W) Iff \x»e~H**J"ji T**A d*n dy' dV' 

-OLQI) E [fr\Wy(hDXn)
kjie-H^hTAMu\2dxndy'dr1' 

j+k=2 * 
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0(hb £ {jj^\{hDj(jh-H™lhT^n)ufdxndy'dn^ 
j<2Jc<2 
j+k<3 

x(.. .(AD^...)5 

- O(^)///0°° lr(/, V)l*(/,r/') - to*>\ \jie-^/hTj^}u\2dxmd/dri'. 

Here V is some arbitrarily small but fixed neighborhood of the energy surface. Moreover 
in the O term we can restrict the j^-integrals to the region (away from xn = 0) where 
t^ h2/3, so this term can clearly be estimated by the 4-th, 5-th and 6-th terms of the RHS. 
We have also used Lemma 4.3 of [SZ2]. We next try to eliminate as much as possible 
from the third term from the end. First of all the contribution with k — 1 (J = 1), can be 
eliminated by interpolation. Secondly, the contribution with k = 2 can be absorbed by 
the fourth term. It then only remains the contribution with k = 0. From this contribution, 
we can absorb the integral over the complement of V. We then get the slightly simplified 
version of (3.13): 

> / / 1 y(y', r,')[\R(y',r}') - ^ 0 | 2 + ̂  + 2h% (cos|)n£(>/,r/')j 

x (jT \jh-»^hTK^dxn - W,riV/2e-H^hT^u\2) tf*l' 

+ J J1 v(y', rf){W, l') ~ ^ o | 2 + ri + 2/J5 (cos^jr^iy', t/*)] 

(3.14) x \l(y',r)')Ji/2e~HM/''T\Kx„M2 <&'dri 

+ fa + O^Tj) / / 0 " W > ^ r \J^H*JhWAd*»dy'dn' 

+ o[i) I i r \(hDXnMe-H^/hTAMu)\2dxndy'dV' 

+ W) JJf \x"e~H^/hj' WA A** ̂  *>' 
- 0L(h)jJlv(y',r,')\Jie-"*>"/hTAlixn)u\2dxndy,dr]' 

- 0&bJJ£° W,n')\R(y',il')-®uo\ iJie-^/T^Xdxndy'dv'. 

In this estimate we may replace Q by Q o n , where II: V —> S is a smooth map with 
Ilis = id. Here £ = {{y1, t]') ; R(y', i)') = %tu)0}. The two last terms of the RHS will be 
incorporated into the first two terms. 

For n > 0 bounded, it will be of interest to estimate from above the volume of the set 
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of all (y', 7/) such that 

(Rtf,77') - ^ o ) 2 + ^ + 2/|i (cosJ)r0(Ci oU)(y\i,') 
(3.15) V ' V 6 ; 

- 0(A) - 0(hi)\R - Uu0\ < rg + 2r0fih^ 

In other words, we wish to estimate the volume of 

(nO/,117) — aitud)2 — OCA^I/fO/,^) — Kt*| < 2n,*iT/x + 0(A*) — (bos^)Ci on) . 

Here with t = R(y', rf) - Uu0: 

?-2Chi\t\ >{\-h^-C2K 

so it is enough to estimate the volume of the larger set: 

(1 - hi){R(y', V) - 3tao)2 < 2r0A* L + 0(A*) - (cos^)Ci o n ) , 

which is contained in a set of the form 

(R(y\r)') - Uu0)
2 < 2r0/p (/x + 0(**) - (cos^Ki o n ) , 

or equivalently 

1 

(3.16) \R(y',v') ~Kwbl < v^ni*1 L + 0 (A*) - (cosj)f i o n Y . 

Let SRJ; be the Liouville measure on 2 with respect to R, so that dy'drj' — 

(1 + OQR - Uu;o\))dRSRX(dn(y',V')) near S, where we parametrize points by 
(#0/ , r/0, n ( / , T?')) G R x I . Then the volume of the set (3.16) is of the form 

i 

(3.17) 2(1 + Oihh)V2Fohi J^i + Oihh-(cos^)CiySRx{d(yf,rt')). 

In particular, (3.17) is an upper bound for the volume of the set defined by (3.15). For 
every e > 0, we can now find q G S%/3 (in the sense that (rfdftq = 0(/H(la'l+l£'l))) with 
values in [0,1], equal to 1 on the set (3.16) and such that the volume of suppg minus this 
set is < eh1^3. 

Now choose 0 < \i < ^min cos | — ^Wr, where 4\min = inf̂  Q. Then the sum of the 
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first two and the last two terms of the RHS of (3.14) can be bounded from below by: 

JJW,v') 
(\R(y',v')~3k>o|2 + ii + 2fc5(cos^jr0(^ ° n) - 0(hh\R-9M - 0(h)\ 

x ( jT \Ae-HlhTKu\2dxn - \l(y',r,')jie-^hTAu\2) dy'drj' 

+ jjW,n') 
(\R(y',i/) - Kwop + r\ + 2$(cos^jr0(Ci o II) - 0(hb\R - 5tao| - 0(/j)l 

x|7(y',r,v^-H/ArAM|2jyjr,' 
>JfW,v')(ri + 2hhoLi) 

(£° \Ae-H/hT/iu\2dx„ - W,n'yh-Hlhnu\2) dy'dr,' 

+ Jf 1 v(y', r/)(^ + 2hh<>ii)\lJie-HthTxu\2 dy' dV' 

- J J OQi^W, r/OlT^e-^TAMl2 dy'dj 

= / / 1 M + 2hlro^)£° \J'e-H'hTAu\2 dx„ dy' dr( 

- Jf Oi^)q(y',v')W,ri'yie~H/hTAu\2dy'df1'. 

Let 7(x', /iZ)̂ ): L2(R" \ 0) —> L2(dO) be a suitable realization of the operator valued 
symbol x(y', rfYliy1, f]'), where x € Cg° has its support near E and is equal to 1 near that 
set. Then (cf. Proposition 1.2 and [HS]): 

WxKy'^yie-"^ - <^e-Jf/V=o7A7(x', WVX'III^A.J^JW 

= (Kti){Jj£\J*e-"l'>nu\2dxndy'dr1')\ 

From (3.14) and the estimates above, we get: 
(3.18) 

:(^+2roA^)/o
0°||rA^)M||22{...)^„ 

+ W)^C^ ~ ^'^VV'e-^WAdXndy'dri' 

> l 
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According to Section 1, in particular (1.64), and (3.17), we have for 0 < h < h{e) > 
0 : 

JJq(y\n'Vl=0e-"m/hnmi(x'>hDxl)u\2dy'dn' 

(3-19) < ^JJ\jl=0e-H^hTAml(x',hDM2dy'drl' 

+ (KTAml(x\hD'MTAml(x\hD'x)u)LHe.WK0)/Wdril), 

where K is of rank < 
i i 

(3.20) ^ y - i ^ v ^ J^+Oihh-^os^y^diy^^ + Oil)^-". 

So far, we have assumed that u is supported near the boundary, and we have to remove 
that assumption. We notice that if the supports of u and of t{xn) are disjoint, then the 
(squared) norm 

j f l l ^ H i * . . ) * . 
is equivalent (uniformly with respect to h) to ||w||^2.Let^(jc„) G CQ°([0,OO[ ; [0, l])have 
small support and be equal to 1 near the support of t(xn). The global norm (equivalent 
to the standard L2 norm for every fixed h, but not uniformly with respect to h) is then 
defined by 

For u supported away from some fixed neighborhood of the boundary, we have (by 
the very idea of complex scaling): 

(3.22) | | ( F - u,o)«||2 > (r0 + -^fhf + ^ £ W(hDfu\\2, 

where all norms are the standard ones in L2. We notice that the sum of the last three 
terms in (3.18) is also equivalent (uniformly with respect to h) to E|a|<2 ||(A£0a«||2, for 
u supported away from supp/(x„). It is easy to absorb the cut-off errors due to ip(xn) and 
get from (3.18), (3.22): 
(3.23) 

| | | ( / ' - ^ )« | | | 2 >(^o + 2M''-o)|||«|||2 

- OQihjjqiy', ^ i J ^ e - ^ ^ T ^ A c O " ! 2 dy'drj' 

Here we use (3.19), with K satisfying (3.20) and get for 0 < h < h(e) > 0: 
(3.24) 
IIKP-^III2 > {ro + in-VtrffWWf - Oihh{KTAmHx>,hDx,)u\TK,IS)l(x',hD],)u). 

REMARK. When n < Ci,min(cos|), we get by the same proof: 

(3.25) \\\(P - uo)u\\\2 > (r0 + ^) 2 | | | t / | | | 2 , 

for h small enough. 
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4. Estimates on the resonances. We shall proceed very much as in [SZ2] (and in 
earlier works cited there), but we shall pay more attention to the choice of some constants. 
In (3.24) we are free to choose e > 0 arbitrarily small and independent of h. From (3.25), 
we get 

(4.1) |||(P - a;0)W|||2 > (r0 + (Ci,mincos^ - 0(1))**J ||M||2, h - 0. 

For r<rv + (C2,mincosf - -^)hi9 we define: 

(4.2) N(r) = # of eigenvalues of P — UJQ of modulus < r, 

(4.3) M(r) = # of characteristic values of P — u0 of modulus < r. 

(4.1) shows that N(r) = M(r) = 0 for r < r0 + (Ci,mincosf - o{\j)h^ and (3.24) shows 
that 

M(r0 + QJL - ^)h2i) < rank(iT), 

where rank(£) is bounded as in (3.20). Since we can let e —• 0, we get the following 
uniform estimate, for 0 < /i < (2,minCOs| — QTJTI 

(4.4) M(r0 + /zA*) < V(ji) + o(l)h^n-l\ A —• 0, 

where 

«-5> •*>-^jt("-K)4)S(*'^)-
Put rj = r0 + (cos|^>min/i5 and let n <r<R<r2- -rffahi. If N(r) < M(R) we do 
nothing. If N(r) > M(R\ let Ai, . . . , A#, N > N(r), be the eigenvalues of P — UJQ with 
IA/| < |A/+i | (counted with their algebraic multiplicity) and let /ii < //2 < • • • < HN be 
the first N characteristic values of P — UJO i.e. eigenvalues of y/(P — uo)*(P — u>o). 

2 

As noticed above, /i/ > r\ — o(l)hi, and also by definition, /i/ > R, forj > M(R) +1 . 
The Weyl inequality, 

(4.6) Mi HN< |AI| \\N\, 

then implies that 

(n - o{\)h^)MRN-M < j * JV = Af(r), M = M{R\ 

2 

j.e. with f\ = r\ — o(l)/n: 

or: 

log(£) 
(4.7) N{r)<^-^M(R). 
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It is not clear in general what is the optimal choice of R for a given r > n , but the 
situation can be clarified a little bit: Write 

log(f) ' 

and assume 

(4-8) 1 + ^ < C < 0 ( 1 ) . 

Then R = (f-^r, and (4.7) can be rewritten as, 

(4.9) N(r) < CM( (^-) ^A. 

Write r = r0 + //A* and recall that f\ = r0 + (Ci,min(cosf)-o(l))/zf.Then 

(^) C ~ 1 ^ = ^0+fM + ^ 3 ^ ( / i - 0 , m i n C O S ^ + o ( l ) J / 2 ^ 

so (4.9) reads, 

(4.10) N(ro + »h*) < CMl r 0 + f/x+ ^ - y ( / i -Ci,minCOS^) +0(1)1/*M, 

uniformly in /i, C, as long as 

( 4 . H ) Cl,minCOS^ < /i < C2,minCOS^ - — - , 1 + — < C < 0 ( 1 ) , 

1 / ~ 7T\ ^ ~ 
M +

 c _ j \̂ M - Cl,minCOS-J < <2,minCOS 
7T 1 

6 0(1)' 

Combining this with (4.4), we get 

(4.12) N(r0 + ^ ) < CKĴ /i + ^ - ^ (/i - Ci,mincos J ) j + o(l)h^n~l\ h — 0. 

Notice that (4.12) still holds, if we drop the lower bound on /x in (4.11). Later we shall 
sometimes use that 

1 / ~ 7T\ ~ 7T C / ~ 7T\ 
M + ^ " Y [V> ~ Cl,minCOS-J = Cl,minCOS~ + -^—j ^ - Cl,minCOS-J. 

HR preserves the Liouville measure on E, so Appendix A shows that G can be chosen 
in (3.6), so that 

(4.13) C, = \ A , ° exp(tffo) A = <f on S, 
1 JO def 
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for any T > 0. Let <J = £f + (2Q(y\ //))5 (& - 0) be the corresponding & (not obtained 
by averaging £ as in (4.13)) and notice that £j — £f is independent of T. For every fixed 
T> 0,(4.12) reads: 

(4.14) N(r0 + fihh< CVT[n + ̂ y (M - C U ^ ) ] + o(l)/*H»-D, 

under the now T-dependent restriction (4.11), where the lower bound on \i may be 

cr dropped, and with Vj defined by (4.5), with & = £f 
Consider 

(4.15) I<ji,T) = J^-$(p)cos^)%j((dp), 

which appears in the definition of Vj. The functions /i»—> (/x — £f (p)cos|)J defined on 
any fixed compact interval, are uniformly continuous for p G S, T G [0, oo[, so it follows 
that the functions /i»—> 7(/x, T), (defined on some fixed compact interval) are uniformly 
continuous for T G [0, oo[. On the other hand, by BirkhofTs ergodic theorem, we know 
that £f(p) —* < °̂(p) a.e., so by dominated convergence, 

(4.16) /(/i,7)^/<M,oo) = j ( ^ ^ 7->oo. 

Because of the uniform continuity of the functions /(•, T)9 it follows that the convergence 
in (4.16) is uniform on any bounded interval and that the limiting function 7(/x, oo) is 
continuous. In Appendix A, we see that 

(4-17) lim CUB = sup<U < ess inf <f\ 

We want to pass to the limit T —• oo in (4.14) so we replace the 7-dependent assump­
tion (4.11) (without the lower bound on /i), by 

(4.18) I + _ L < C < 0 ( 1 X 0 < M , 

"+c^i (M - hi) &&*) - (cosD ! K f ^ S2,min ^ j y 

In view of (3.5), (3.6), we have 

liminfCz în - lim Cumin > 0. 

so (4.18) is non-empty. If /i satisfies (4.18), then it also satisfies (4.11) (without the lower 
bound) for T large enough. Let 

(4.19) VU») = - ^ p r J (M - Ccos-)+5,,E(rfp) = ^ j p - i C M , oo), 
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so that according to the earlier discussion, Foo(/x) — Fr(/x) = o(\)h^~^n~l\ T —-» oo, 
uniformly with respect to /x for fi in any compact interval. We then get, 

N(r0 + ^)< CFooU + ^ i - j . ( M - (cos^) Mm C^m] J + <*l)ftH»-» 

(4-20) / / 7T\ r C ( 7T , ^\ 

+ 0(l)/l3-("-1), 

when h —> 0. 

A SLIGHTLY MORE SOPHISTICATED APPROACH. We shall make a more systematic 
use of (4.6) and as before, we will only work in a region where /x, = ro + 0{h J), |A/| = 
r0 + OQiH Then, 

tog My = logro + ^ — - + 00*) , log |A,| = logr0 + IhlLlIl + 0( / , t ) 
ro ro 

Taking the logarithm of (4.6), we then get, 

(4.21) /i, + • • • + ,xN < |Ai| + • • • + |AJV| + OQthi) < (\\N\ + 0(A*))/V. 

Recalling that M(f) is the number ofay's that are < r, we put 

M(f) = I* pdM(p). 
J—OO 

Then from (4.21), we get 

(4.22) M{r) < (A + 0(h^))N(X), wheneverM(r) < N{\\ 

and still under the assumption, r, X = ro + 0(h 5). 
Let W(p) = V{ji) + o(/z3~(w_1)) be a non-negative continuous function vanishing for 

^ < Ci,min(cos | ) — #(1), strictly increasing when positive, and with the property that 

(4.23) M(r0 + /x*i) < JF(/x), /x < &,min(cos J ) - ^ - . 

Since M{^) > j , we have W(^p-) > j , /x, > (r0 + A? ^ - 1 ( / ) ) , provided that /x, 

satisfies the last estimate in (4.23). Hence (4.21) implies, 

(4.24) E f a + ^JT-1*/)) <^-(|Ajv| + 0(Ai)). 
vV 

I 
j= 

Comparing the LHS with an integral, we get, 

pN 
(4.25) Jo (r0 + hZiW-\T))dT<N.(\\N\ + O(h4i)). 
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1 Introduce v = W (T) < £,min cos | — ^Wr as a new integration variable, so that T = 
W(y): 

£iN)(r0 + hh)dW(u) < N• (|A*| + 0(A*)), W(v(NJ) = N. 

Here we may replace |A^|by any larger number A = 0(1), so we get 

(4.26) £ ( A V o + hiv)dW(y) < N(\ + 0 ( / P ) ) , W(y{N)) = N, N < N(\), 

as long as W l(N) < ̂ min cos £ — -^j. We now want to return to the more explicit 

function V. We have V(i/(NJ) = JV+ o(\)h^n-x\ so 

(4.27) v(N) = V-l(N + o(l)h^n-l)). 

After an integration by parts, the LHS of (4.26) becomes, 

pu(N) 

W(y)d 

2 fV{N) 

[(r0 + hh)W(v)YW - tfi f W(y)du 
(4.28) J~°° 

= (rQ + hh(NJ)N-hi f ^ V(i/)dv + o(\)hl-(n-l\ 

Using this in (4.26), we get for N < N(X): 

(4.29) (r0 + hh(N))N - A* f ^ V(v)dv < N • A + o(l)hl-{n-l). 

Here we also used that N = 0( 1 )h i "(w_ 1} ([SZ2]). To get explicit bounds on AT from this, 
we need some convenient upper bounds on the integral in (4.29). From the definition of 
V, we see that for 0 < k < 1, t > 0: 

(4. 30) K(Cl,minCOS^ + fe) < ki K(Cl,min COS ̂  + f). 

Hence, 

l o o V{y)dV = L ^(Cl,minCOS-+fjA 

/ \ M^O-Cl^nin COS £ tl 

(4.31) (K^V)- Cl,min COS I)1 

= ^(KiV))(KA0-Cl,minCOS^) 

= \N(V(N) - Ci,min cos ^ ) + o(l)/*H»-D. 

Using this in (4.29), we get 

:2/ / A A ~ 7T\ ^(l)/!1-^-1) 
(4.31) r0 + A5i/(AT)-/i5-(i/(^)-Ci,minCOS^) < A + -

JV 
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If we write A = ro + /x/*2/3 with 

(4.32) 0 < /i < 6,min cos ^ - — , 

we get: 

KAO - 3 {"(N) ~ Cl,min COS - J < /i + - ^ - ^ , 

7T oCDAi-C"-1) 
K^V) < 3/X - 2Cl,minCOS - + -^-jj . 

Applying V and using (4.27), we get 

N < F ^ , m i n COS £ + 3 (/i - Cl,min COS £ ) + uj(h)^— j + ^ H " " 1 ) , 

where 0 < u{h) —* 0, A —* 0. Distinguishing the two cases N < V / ^ ( / 0 / P - ( ' I - 1 ) and 
N > y/u(h)h*~(n~l\ we get in both cases: 

(4.34) N < K^i,mi„ cos J + 3 (/x - Ci,min cos J ) j + o(l)/*H«-D. 

By induction over N, we see that 7V(>o + /i/z*) is bounded by the RHS of (4.34), provided 
that 

Cl,min COS - + 3 i / i - Cl,min COS - 1 < ^ m i n - — — . 

As before, we can take Ci = <f, & = Ci = <f + (2(?(>>', *?')) 5 «2 ~ 0 ) and let T tend to 
infinity. Then under the assumption: 
(4.35) 

V- ± °> r!*5,<U C°S I + 3 ( " * ̂ m i n C0S I) * (C0S D I?E£f &-• - WY 
we get 
(4.36) 

N(ro + nhi)<vj (cos | ) Km C U + 3[/i - (cos J ) Hm ^ m i n j J + o(l)*H*-'>. 

Let us now compare (4.12) with (4.34) (or the corresponding limiting estimates for 
T = +00). Of particular interest is the case -^ = 3, i.e. when C = | . For 1 < C < 3/2, 
we have C/(C — 1) > 3, and since there is no prefactor, it is clear that (4.34) is sharper 
than (4.12) for these values of C. It cannot be excluded however, that (4.12) is sometimes 
sharper, when O 3/2. 

Let us compare the two estimates (or the corresponding analogues for T = +00) in the 
possibly theoretical case, when V(Qymin cos f +0 = Q ^ , for some a > 0. For simplicity, 
we skip the remainder terms in the following discussion. With t= // — £i,min cos f, the 
RHS of (4.12) is Ci^fCof1, so the loss factor is C(-^)a. It attains its infimum for 
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C = 1 + a: (1 + a)(\ + ^)a < (a + \)e. For a large enough, this is clearly smaller than 
the corresponding loss factor 3 a resulting from (4.34), so in this case (4.12) is sharper 
than (4.34). However, if we examine the proof of (4.34) in this special case, we see that 
(4.31) improves to 

f{N) V{v)dv < -±—N(V(N) - Ci,mi„ cos \) + o(l)/*H»-i), 
J-oo a + 1 V 6 / 

and then the factor 3 in (4.34) can be replaced by (1 + ^). We then get a loss factor in 
(4.34) of the form (1 + ±)a which is smaller than (1 + a)(l + £) a . 

In Appendix B, explain why (4.29) gives improved estimates on N9 when we replace 
Ci,byCfandletr—>oo. 

5. End of the proof. We start from (4.36), where N(ro + /IA* ) is the number of 
eigenvalues of — h2A\r in the disc \z — LJO\ < ro + ///*5, wo = ULJO + /ro, 3£o;o,ro > 0. 
Choose Jfojo = 1 from now on. For ko >>> 1, put ko = 1/A, z = fth2 = C2> C = **> 
Wc > 0. Then — h2A\ru = zu is equivalent to — Ajrw = Â w, so z is an eigenvalue of 
—A2Ajr iff A: is a resonance, and there is no problem to identify the multiplicities (see 
[SZ1,2] and the references cited there). Consider the image of \z — uo\ < ro + jite, 
Sz < 0 in the (-plane. Since &z = (MQ2 - (SQ2, Sz = 238£3C, this image is given by 
SC < 0 and 

(($Q2 - (30 2 - l ) 2 + ( 2 3 ^ C - ro)2 < r$> + 2/ir0A* + 0(A*). 

Using that QC= 0(A*),»C- 1 = 0(A*),weget 

((3«C)2 - l)2 + (29C- r0)2 < r2 + 2 ^ + 0(A), 

4(?RC- l)2 - 4r03C < 2/zr0A* + 0(A), 

so the image in the (-plane becomes 

(5.1) -0K~ l)2 - i(/z + (Khl))h* < 3< < 0, 
ro z 

and modulo the O-term this is the region below the real axis and above the parabola, 
symmetric around UC, = 1, which passes through 1 - if A*, 1 ± sj^fh?. The image in 
the &-plane then becomes 

(Uk-kp)2 (M + Q ( V ) ) ; 

&or0 2 
( 5 . 2 ) V"-^ _ V — v o ^ < a* < o, 

which modulo the O-term is precisely the region described in the theorem. It is also clear 
that the region in the theorem has an image in the z-plane which is contained in 

\z-uo\ < r 0 + (//+O(A5))A*, S z < 0 . 
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We can then apply (4.36) since a substitution, //1—• /i + 0(h 3) does not change the right 
hand side there, nor the validity of the condition (4.35). 

To identity the other quantities, we make explicit computations at some fixed point 
of the boundary (as in [SZ2]). After a Euclidean change of coordinates, we may assume 
that the fixed point is y = 0 and that the exterior unit normal is (0,1). Then DO is of the 
fornix + / ( / ) = °> where/()/) = \{Fy\y') + 0(y/3), and where ( F / , / ) is the second 
fundamental form at 0, if we identify the/-plane with T^dO. The exterior unit normal 
at a neighboring point (*', —/(x')) G 3 0 is given by 

(v/(Ai) , „ 

7(W)) +1 
so the geodesic coordinates (x',x„) (with x' parametrizing the boundary) are given by 

/ = x' + x„Fx' + Ofr72), >>„ = x„ + O^72). 

Hence 

and the principal symbol of —Ay becomes 

V2 = ('( |)^)2 = fi + ¥ - T*n(Fi',O + OM + W2)|£|2. 

At the point x' = 0 we recognize (f1 = R(0, £') as the symbol of the tangential Laplacian, 
and 0(0, £') = (F£', £') as the second fundamental form, after identifying 7^50 with 
TodO by means of the induced Riemannian metric. Finally the Liouville measure S^j 
associated to £ becomes under the same identification, the Liouville measure on SdO ~ 
{g = 1} associated to the metric g and the natural volume density on TdO, obtained by 
pulling over the symplectic volume. This is \ times the natural measure on SdO. The 
theorem follows. 

Appendix A. We collect here some simple facts concerning averaging along inte­
gral curves of a vector field. 

Consider first on R the problem, for a given v G L°°(R), to find a bounded function 
w, such that 4j£ = v+ a slowly varying function. We solve this by putting u = kj * v, 
where kj{f) = k{j) and where A: is a fixed function with compact support and uniformly 
Lipschitz, except for a jump discontinuity of height 1 at 0. More precisely: 

(A. 1) k[±t>Q G Lipcomp([0, ±oo[), *(+0) - *(-0) = 1. 
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Then § = «S0 - £, where I G Z£mp, J I dt = 1, and with w = £ r * v, we get, 

(A.2) ^ = v _ I j r # v , frfO ='(£)• 

If we choose &(f) = — 1 — / f o r — l < f < 0 and 0 elsewhere, we get I = l[-i,o] and 
(A.2) becomes, 

(A. 3) _ = v - - l [ _ r , o ] * v . 

Now let Z be a compact smooth manifold, equipped with a strictly positive smooth 
density u9 and let v be a smooth real vectorfield on I which preserves LJ: L^LJ = 0, where 
Ly denotes the Lie derivation with respect to v. Let q be a realvalued smooth function 
on Z. Consider 

(A. 4) GT = ~ I kT(-s)l ° expfti/) * € C°°(E). 

By a change of variables, we see that this is a convolution of q and — kj along the trajec­
tories: 

GT O exp(ft/) = — / &7-(f — ,s)<7 o exp(5i/)tfa, 

and consequently, 

(A. 5) v{GT) = ~q+-J lii-syq o exp(sz/) &. 

Choose k as prior to (A.3). Then 

1 rT T 

(A. 6) q + i/(Gr) = - Jfo ? o exp(5i/) <fc == q1, 

so up to an element of the image of the diffor z/, we may replace q by its time average qT. 
Put 

(A. 7) qT = rnfqT. 

LEMMA A. 1. sup r>0 q
T = lim^oo qT. 

PROOF. Adding a constant to q, we may assume that q > 0. For T > 0, let k £ 
{1,2,. . .}, 0 e [0,1[, and consider 

(*=! 1 K/+i)r , x f A 1 KA^r 
{jtb(k + 8)TJjT H VK ' J (k+l)TJkT H FV ' 

>—qT. 
~ k + 0^ 
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Taking the infimum over I , we get 

(k+8)T > _±__ T 
1 -k + 01 

Letting S — (k + 0)T tend to infinity, we see that 

l i m i n f V > / , 
S—KX> — — 

for every T > 0. It follows that 

supqT < liminf (f < limsup^5 < supqT, 
T - S->oo - ^^oo - j -

where the last two inequalities are obvious. Hence, we have equality everywhere, and 
the lemma follows. • 

According to BirkhofFs ergodic theorem, (and here is where we use that v is measure 
preserving), the limit 

(A. 8) q°° = \imqT 

exists almost everywhere. We have clearly, 

(A. 9) l i m / < t f ° ° , a.e. 
T—+oo — 

Appendix B. Let M be a smooth compact manifold equipped with some smooth 
density dm > 0, which is i/-invariant, where v is some smooth vectorfield. It will be 
more convenient to average by means of the heat kernel along the trajectories. Put 

E(T,s) = -TL=*r/2/2r, T > o, t e R, 
V27TT 

so that E(T+S) = E(T)*E(S), where * indicates ordinary convolution. Let u be a smooth 
realvalued function on M, and put 

uT = / E(T, —s)u o exp(si/)ds. 

As in Appendix A, this is a convolution along trajectories: 

uT o exp(ft/) = / E(T, t — s)u o exp(sz/) ds. 

Noticing that E(l,s) can be approximated in Z,1 by linear combinations with positive 
coefficients of functions of the form 1[-RJI]9 we see that uT —+ w°° a.e. where w°° is the 
same Birkhoff limit as in the preceding section. For simplicity, we shall assume, 

(B.l) JuT=cdm = 09 VT,C 

or in other words that all the level surfaces of all the functions uT are of zero measure. 
Put 

MT(ii) = M(T, /x) = / dm, Mr(M) = M(r, M) = / uT dm. 

Thanks to (B. 1), the inverse Mjl is defined: [0, m(M)] —»• [inf uT, supuT]. 
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PROPOSITION B. 1. The function Mj ° Mjl increases when T increases. 

PROOF. We first examine the properties of p,(T,N) = MjX{N). Let N e [0,m(M)]9 

and fix 7b. Then for T close to To, we have the implications 

uT(p) < KTo,N) - \\ — \\L„\T- T0\ - C\T- 7b|2 => u\p) 

duT° 
< ii(T0,N) => uT(p) < M(7b,iV)+ 11-^11^17- - 7b| + C\T- T0\

2. 

It follows that, 

KTo,N) - f^f\LjT- T0\ - C\T- r0|2 < fi(T,N) < (i(T0,N) 

+ \\^\\L~\T-TO\+C\T-TO\2. 

Hence T >—» p>(T,N) is locally Lipschitz and the corresponding a.e. defined derivative 
satisfies: 

m | ( r ,N) | < 
srlli«" 

We shall next see that T i—• MT o M^1 = F(7, N) is locally Lipschitz in 7, and that the 
def 

corresponding (a.e. defined) derivative is > 0. Indeed, we have F(T,N) = JnT uTdm, 
where Q r = Q(r,/i(r,JV)) (with N fixed) is the set defined by uT < p,(T9N). With 
/xr = /i(r,iV),weget 

F(T + 6,N)-F(T,N) = J u™dm-J u1dm 

(B.2) = fn(u™ - uT)dm + JU™(1QT+6 - \QT)dm 

= JQT(U™ - uT)dm + | ( I I ™ - /xrXlo™ - 1^) A i , 

where we used that J ( l n m — laT)dm = 0. On the support of I Q ^ — l a r there are two 
possibilities: 

1) U™(p)<liT+8,UT(p)>HT-

2) U™(p)>llT+6,U
T(p)<liT-

Using that fiT+s = \ij + 0(5), wr+5 = uT+ 0(S), we see in each case that w™(p) — \ij = 
0(5). Hence 

/ ( I I ™ - MrXlciw " ^T)dm = 0(S)\\1QT+6 - I Q J * = 0(5), 

locally uniformly in T. Hence F(9N) is locally Lipschitz. For every fixed T, we also have 

(B.3) | | lQ™-lnr | |L.->0, 5 - 0 , 

by (B.l), and the fact that p,T+8 —»• P>T- Then, 

(5.4) J(u™-»T)(laM-laT)dm = o(5), 8^0, 
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for every fixed T. We now look at the sign of J(uT+8 — uT) dm when S > 0. Since the heat 
kernels form a convolution semi-group, we have uT+b = (uT)b. Put 

m = iuT(P) if PeaT 

Using that SMj^dm = JM/JM and that u8 — fir = (ii — HT)3 < 0, we get 

f uT+5dm> f tfdm = f it dm- [ it6 dm 
JnT ~ JQT JM JM\QT 

= udm— u6 dm 
JM JM\nT 

= / uTdm — (u5 — Lir)dm > / uTdm. 
JQT JM\QT ~ JnT 

Combining this with (B.2) and (B.4), we get 

F(T + 8,N)-F(T,N) > oT(8), <5 \ 0. 

Combining this with the local Lipschitz property, we see that T *—> F(T, N) is an increas­
ing function. • 

We now return to (4.27), (4.29) (leading to (4.36)). From these equations, we get 

(B.5) / (r0 +frv)dV(y) <N\XN\ + o(l)hl-(n-l), 
J—oo 

(B.6) V(i/(N)) = N, 

where we have changed the definition of i/(N) by a term o( l ) . In these relations, we take 
Ci = Cf°' r> tne n e a t kernel regularization along the //^-trajectories with parameter T, of 
Cjr° , the latter being defined as in Section 4. Notice that if we pass to the limit T = oo, 
we get Cf0'00 = CT a.e. on I . Put /x = r0 + /***/, M(/x, F) = F(i/), with 0 = Cf0,T, 

&Qi9T) = I" (r0 + hh)dV(P)= r (idM((i,T). 
J—oo J—oo 

We shall check that M(/x, 7), M(/x, r ) can also be defined as in this appendix, so that 
Proposition B. 1 applies. Then for a fixed N the integral to the left in (B.5) increases with 
7, and consequently (B.5,6) becomes a more severe restriction on N when we keep | A#| 
fixed and increase T. This then justifies the averaging procedure. 

To see that the earlier discussion applies, we work on M = X x R equipped with the 
def 

measure 

On I x R, we consider 

m(dM) = (2irhr-iSRx(dp)dS' 

u(p,s) = r0 + A?Cir° cos ̂  + s2 , i/ = i//?, 

so that 5 is constant along the integral curves of v and with the notation of the present 
appendix: 

6 
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MQi,T) = f^m(d(p,s)), 

M(ji,r) = JuT<iiU
Tm(d(p,sj), 

as in Proposition B. 1. The assumption (B. 1) is obviously satisfied. M is not compact but 
I is and it is easy to see that Proposition B.l applies. 

- ^ = C o ^ ( ^ C ) 1 / 3 - C 1 

-%<;=coAml/3+c(5iQi/i-* 

FIGURE C. 1. Counting poles in a neighbourhood of the pole free region. 

Appendix C (by Maciej Zworski). The purpose of this appendix is to present a 
simple application of the proof of the main theorem stated in the introduction to scattering 
by obstacles of revolution in IR3. Thus we let dO be a strictly convex analytic surface of 
revolution in R3 which we normalize so that the jC3-axis is its axis of revolution and the 
maximal radius of an orbit of the rotation action is one. With that normalization dO can 
be parametrized as follows 
(C.l) 
DO = {(x\,X2,xz) : JCI = sinrcos0,*2 = sinrsin0,jt3 = z(r),0 < r < 7r,0 < 9 < 2-K}. 

THEOREM C. Let 0 C R3 be strictly convex and such that dO is an analytic surface 
of revolution. If for the parametrization (C.l) of the normalized dO, |z/(7r/2)| ^ I, then 
for any 0 < e < | and C> 0 there exists a > 0 such that 
(C.2) 

#{C : C is a scattering pole ofO, |$g < r, - 9 C < C0>a|3?Cl * + C|9*C| *~c} = CKr2'0"), 
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where Co,fl is as (0.3). 

The geometric definition of a is given by (C.21) below and in some cases a can be 
easily computed—see Example C.2. 

Before proceeding with the proof we shall make a few remarks. For an arbitrary C°° 
strictly convex obstacle an upper bound for the left hand side in (C.2) is Oir2) (see Corol­
lary 1.1 of [SZ2]) and it cannot be improved for the sphere. It is very likely that the im­
proved estimate (C.2) holds for any non-spherical analytic surface of revolution and its 
validity depends only on a simple geometric statement which we suspect to be true for 
any such surface (see Proposition C.l). In particular, as we will point out in the discus­
sion of the geometry, (C.2) also holds when the meridians (0 = const) are assumed to 
have the same length as the equator (r = ir/2) (so in particular for any strictly convex 
analytic Zoll surface of revolution). That provides many examples where z'(7r/2) = 1. 
However it seems unlikely that (C.2) holds for any non-spherical strictly convex analytic 
surface. 

We start the proof of Theorem C by recalling some simple facts about convex surfaces 
of revolution (see [Be], Section 4B from where we borrow some notation). If we put 
h(cos r)2 = cos2 r + z'(r)2 then 80 is strictly convex and analytic if and only if 
(C.3) 

h e C([-l, 1]), h(±l) = 1, h(xf > x2, h(x) - xh\x) > 0, x G [-1,1]. 

The first inequality for h guarantees embeddability in R3 and the second one the strict 
convexity. In the coordinates (r,0), the metric on dO is given by g = /z(cosr)2 dr2 + 
sin2 rdfi and the second fundamental form is 

(
hjcos r) sin r—ft'(cos r) cos r sin r r\ 

jhjcosr)2-cos2r)2 
r\ (hjcos r)2—cos2 r) 2 sinr 
U h(cosr) 

To study the geodesies flow we use (C. 1) to write 
(C.5) r(dO\ { (0 ,0 ,Z (0 ) ) , (0 ,0 ,Z (TT) )} ) ~ r((0,7r) r x Si). 

The dual form to the metric is R(r, 8 ; p,i) = h(cos r)~2p2 + (sin r) -2*2 and the geodesies 
are the integral curves of the Hamilton vector field H\R. Thus on S*80 = {R = 1} we 
obtain, withe = ± 1 , 
(C.6) / = const, p = eh(cosr)(l - (sinr)-2*2)2" 

0 = (sin r)~2t, r = h(cos r)~2p = eh(cos r)"1 (1 - (sin r)'2^. 

This is of course a well known example of a completely integrable system with the in­
variant tori given by R = const and t = const. Geometrically, the torus for a given t 
(and R = 1, say) consists of geodesies contained between and intersecting tangentially 
the parallels sinr = \t\91 G (— 1,1) \ 0 with the sign of/ determining the orientation. In 
(C.6) the sign of e changes at each contact with a limiting parallel. For t — 0 the parallels 
degenerate into the two poles and we obtain a family of meridians. The cases of t = ±1 
are degenerate and correspond to the equator r — ir/2 with two different orientations. 

We will be interested in functions which are invariant under the flow and the action 
of rotations. For that case the discussion above is summarized in 
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LEMMA C. 1. Letf € C°°(T*dO\0) be homogeneous of degree 0 and invariant under 
the geodesic flow and the Sl rotational action. Thenf can be identified with a smooth 
function on the circle which is the fibre ofSFdO over a point on the equator. If that circle 
is parametrized by tj\fk in the coordinates (C.5) then 

(C7) / ( r , 0 ; / M ) = g ( - ^ ) , g€C°°([-l,l]). 

Iff does not depend on the orientation of geodesies then g is even and iff is analytic 
then so is g. 

The specific function we want to study is discussed in greater generality in Appen­
dix A: 

(C. 8) S*dO 3 m *->fT(m) = - J Q? o expsHR(m)ds. 

Here Q is a quadratic form on T*dO dual to the second fundamental form. From the 
expression for the second fundamental form (C.4) (or simply from the obvious rotational 
invariance properties) and from the discussion of the flow we note that the behaviour as 
T —> oo is very simple in this case: 

( 1 \ 1 fd(m) 2 / \ 

where d(m) is the distance covered by a geodesic through m as it moves between the two 
limiting parallels (or poles when t(m) = 0) and s(m) is chosen so that 7r(exp s(m)H\R(m)) 
lies on a limiting parallel. We should note here that this is an explicit description off(m) 
which could also be defined as the integral of Q? over the invariant torus containing m. 
When t(m) = ±1 then any choice of d(m) in (C.9) gives the same answer/(/w) = 1 (dO 
is normalized as in (C. 1)). 

We will now describe Q o QxpsH\R(m) explicitly. To do that we observe that if we 

put y(s) = ir(expsHiR(mf) then Q o expsHiR(m) = ly(s)(y(s)>Ks))' ^ fact> under the 
identification of cotangent and tangent bundles using the metric, the fibre variable, 77, of 
QxpsHiR goes to >>(*?)• Ks) = 5<V?, (r]9y(s)) = R(y, 77). Hence using (C.4) and (C.6) we 
obtain at expsHiR = (r,0 ; p, t) 

Q oexp sH^R(m) 

(/z(cos r) sin r — h'(cos r) cos r sin r)(sin2 r — f) (/z(cos r)2 — cos2 r)2 sin rt2 

(h(cos rf - cos2 r) * A(cos r)2 sin2 r h(cos r> s i n 4 r 

When t G (— 1,1) we parametrize the geodesic between the limiting parallels by 

r E (sin-1 |f|, 7r - sin-11/|), sin-1: [-1,1] —»[-7r/2,7r/2], 
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with ds = r~l dr = sin rh(cos r)(sin2 r — f)~2 dr. Hence with t = t(m\ m E S*dO 

/-Tr-sin"11*| sinrA(cosr) , n/T1? h(x) 
dim) = / , r r dr = . 

(CIO) •/rin M (sin2r-r2)5 ./-VT^ (i _ ,2 _ x 2) 
rfx 

(C.ll) 

where I\(h,8) is analytic (respectively C°°) in 8 for analytic (respectively C°°) A. We 
conclude that d is an analytic function on 5*50. We note that the geometric definition 
after (C.9) did not specify the value of d(m) for t(m) = ± 1 which is now given by (C. 10) 
and is not related in general to the length of the equator. 

Similarly we obtain 

r (m) 2 / \ 

Q} o exp(s + s(m))HiR(m) ds 

J=fi f (h(x) - xh'(xj)(l - t 2 - J^XI - JC2) + (h(x)2 - ^)h(x)f 2 

(h{x)2-x2)\\-x2)lh{xf 

where again for analytic (respectively C°°) h, h{K8) is analytic (respectively C°°) in S. 
A straightforward but tedious computation gives 

LEMMA C.2. If for x near 0,h = ho + h\x + h2x
2 + 0(x?) then for 8 near 0 

(C.12) Ix(h96) = 7r(h0 + \h28 + 0{82)) 

h(h,5) = Il(h,8)+^(hol - ho)s + 0(82). 

This lemma gives one half of the following 

PROPOSITION C.l. Let dO be a strictly convex C°° surface of revolution andf G 
C°°(S*dO) be defined by (C.9). If in the parametrization (C.l), |Z/(TT/2)| ^ 1 or if the 
equator has the same length as the meridians and 60 is not a sphere, thenf is not iden­
tically constant. 

PROOF. The first part is immediate from Lemma C.2: f(m) = 
I2(h, 1 - t(m)2)/Ii(h, 1 - t(m)2) and |Z'(TT/2)| = h0. For the second one we use the 

following elementary observation': if 7 is a closed convex planar curve of length d and 
K(S) is the curvature of 7 with s the length parameter then 

,C13, JjCV**®' 

I owe it to a conversation with Bernard Helffer and Bernard Shiftman. 
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with equality only if 7 is a circle. To see this we parametrize 7 by the angle 0 made by 
the tangent to 7 with a fixed axis. Then K = dO/ds, 0 < 0 < 2ir and (C. 13) follows from 
Holder's inequality, with equality only if K = const. The meridians are planar curves 
and if they have the same length as the equator and iff is constant then the value of the 
left hand side of (C.13) for them is the same as for the circle of the same length. Hence 
they have to be circles and the surface a sphere. • 

In view of Lemma C. 1 / can be considered as a function on a circle and if it is analytic 
then its minima cannot be flat. A nice case where the minima are actually non-degenerate 
and can be easily described is given in the following 

EXAMPLE C. 1. Put z(f) = /? cos r in (C. 1). This gives a family of spheroids (ellip­
soids of revolution): for /? = 1 we get the sphere, for /3 < 1 oblate spheroids and for 
j3 > 1 prolate spheroids—see Figure C.2. As suggested by the picture the minimum of 
/ is achieved on the meridians (a codimension one submanifold of 5*30) for /? > 1 and 
on the equator (a codimension two submanifold of S*dO) for /? < 1. This is supported 
by an explicit computation based on (CIO) and (C. 11): 

/ (W) = /H[(1-/32)(1-/V/3V ^(o-^xi-r2)) 
£ ( ( l - f 2 ) ( l - / ? - * ) ) ' 

where K and E are the elliptic integrals of the first and second type: 

E(0 = j^O - s2)-*(1 - fr2)* ds, K(Q = ^ ( 1 - s2rkl - &T 2 ds. 

Km) 
1 Km) 

FIGURE C.2. The function/ in a simple case; for G given by (C. 14), Ci (m) = 2 5 <i/(/n). 

1 t{m) 

We can now apply this geometric discussion to the results of Section 4. The main 
observation is that by choosing G in a more specific way than in Appendix A we can 
obtain Co,fl as a minimum of a fixed function of S*dO (without taking the supremum 
over T for T dependent functions as is needed in the general case). To construct G we 
use the notation of Appendix A and in (A.4) we put X = 5*50, v = (cos IT/6)~1HR and 
q = (205 . We then define 

(C. 14) G(m)^Gcos] d(m)/2(m)> 
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where, since d(m) is constant on geodesies, the definition makes sense and G G 
C°°(S*dO). Using the invariance of d(m) again we apply (A.5) and (A.6) to obtain 

(2Q)Hm)+-^—HRGcoslT/2 = 2*/r(m), 
cos 6 

(2Q)km) + -^HRG = 2if(m), 
COSg 

where Gj is defined as in (A.4) and/r and / are given by (C.8) and (C.9) respectively. 

Hence in the notation of Section 4, C[(m) — 2 J £1/277 cos * a n d in the notation of Section 3 

(with G given by (C.14)), &(m) = 2^if(m). By (C.9) 

lim dr(m) = 0(/n), 
7 — • O O 

_ i 7T 1 Z*̂  2 
Cna = 2 3 c o s - lim min — / Q1 oQxpsHR(m)ds 

(Cl5, ' 6T^oomes*dOTJo * F KK J 

= 2~5 cos - min ^(/w) = 2~* cos 7Ci,min. 
6 meS*dO 6 

The semi-classical and local version of Theorem C is given by 

PROPOSITION C .2. Let Obea strictly convex analytic surface of revolution for which 
f given by (C.9) is not identically constant. IfN(r) is defined by (4.2) andC\ andC\^XXi 

are given by (C.15) then for any 0 < e < 1/3 and C > 0 there exists a > 0 (given by 
(C.21) below) such that 

(C.16) Ar(Vo+(Ci,minCos T + C A € ) A O = 0(l)he2+hea-\ ash->0. 

PROOF. We will apply the estimates of Section 3 in a way similar to that in Section 6 
of [SZ2]. We start by observing that (3.14) and the discussion following (3.15) give a 
slightly stronger version of (3.23): 

| | | ( P - M ) r f > ( r o + M A 2 / 3 ) « 

(C 17) - C0/i2/3 (M +Ahx'i - cos ^Ci,min) J qo(y', vf) 

\J* \^e-H^hThml{x', hDM2 dy' dvl, 

where qo G Z££mp(Ao) is the characteristic function of the set (3.16) and Co > 0. 
The last term in (C.17) can be written as —{QT/^ml(x',hDx'), rAl(0)7(x', hDxi)) where 

Q = C0h
2/' (/X +Ahl/i - COS ^ . m i n ^ A ^ O ^ o , 

withPA<(0) defined by(1.55). We now apply a variant of Lemma 6.1 of[SZ2]: i f g > 0 is 
a trace class operator then for every e > 0 there exists a finite rank operator ATe such that 
\\Q — Kt\\ < e a n d rank^e < txQ/e. As in the proof of Lemma 6.2 of [SZ2] this gives 

(C. 18) | | | ( / > - ^ ) K | | | 2 > ((r0+^2 / 3)2-^2 /3( / i -Ci,mi„cos~0(h))\ \ \u\ \ \2-{Kgu,u), 
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with 

rank K8 < ; - 7 r tr O. 
-6(li+Ah^-{hmincos(ir/6)) 

From (1.46),(1.33) and (1.38) we conclude that 

t r g < Ch-{n~l)Coh2^^+Ah1/3 - cos^Ci^nm) fA qo(a)da, 

which by (3.17) then gives 

(C. 19) taokKs < jh-^1^ Jjp + O01/3) - C, cos(7r/6))lSRX(d(y', if)). 

We now specialize to the case n = 3 and use (C. 19) to obtain (see Section 7 of [SZ2] 
or Section 4 above): 
(C.20) 

^ 0 +(Cl ,min COS £+CA e )Ai) = 0(1)/**-2 j£ (CA e - (Cl(w)-Cl^n) COS £ ) ' dS^l f l ) , 

where, as in (C.19), dS^m) is the Liouville measure on S = {/w : /?(/w) = 3£o;o} ~ 
5*50. 

The function £i (AW) = 2 3 (i/(m) is not constant and by Lemma C. 1 it can be identified 
with an analytic function, g, on Sl ~ S%dO, r(z) = TT/2. We will denote the finite set 
of the necessarily non-flat absolute minima of g by (j)\,..., </>y. If cos </>7 ^ 0 then the 
minimum is achieved on an embedded submanifold of codimension one (corresponding 
to the non-degenerate invariant torus) and if cos </>y = 0 then on an embedded submani­
fold of codimension two (corresponding to the equator). These submanifolds are clearly 
isolated. Let us denote them by Mj C X. Then near Mj we can parametrize Z by (z', z"), 
z' G Mj, z" E Rk, k = 1,2 (depending on codimension) and with Mj given by z" = 0. 
Since £1 is not flat, we can use Lemma C. 1 to see that £1 (z', z") — £1 

min ^ WI for some 
TV. 

In fact, when k = 1 this is clear from rotational symmetry. When k = 2 we consider 
the coordinates (r, 0 ; p,t) on J*90 \ 0 near the homogeneous extension of Mj which is 
given by r = ir/29 p = 0 and t/y/R = ± 1 , say +1. Then 

^>^>^-O"~F(^K)T~'''' IN 

Hence the first term on the right hand side of (C.20) is bounded by C\(he)i+™hsh 2. 
We can now put 
(C.21) 

1 codim(Y) 
a = min 2N 

: Ya submanifold of S*dO,C\(m) - Ci,min = 0(dist(7,mf") \, 
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which gives (C. 16). • 

, 1 \ )\\ 1 , 1 
Swo X ix^y J 

\ ^ i ^ L / i i : U^'^ v ^ 1 y 
"" ^ 1 ^ 1 

~g{hfl2hlA ^g(h)l>2/3 

FIGURE C.3. The covering argument with g(h) = Che. 

The estimate (C.16) is uniform with respect to UJQ if SCJO = ro is fixed and 1/2 < 
UUJO < 5/2. Hence by covering the rectangle 1 < $lz < 2, —9z < (i>min cos(7r/6) + Che 

by C2/i-5+f discs (see Figure C.3) we obtain from (C.16) 

#{z : z is an eigenvalue of P, 1 < 3iz < 2, - 9 z < Ci,min COS(TT/6) + Che} = 0(l)/*a6~2. 

The scaling and covering argument as in the proof of Theorem 2 in [SZ2] give Theo­
rem C. 

EXAMPLE C.2. We can apply Theorem C with a given by (C.21) to the surfaces in 
Example C.l (see Figure C.2). Hence for oblate spheroids, (3 < 1, a = 1 and for the 
prolate ones, / ? > l , a = l / 2 . Hence in O(3J(05~£) neighbourhoods of the critical 
curve (as in (C.2)) we obtain the bounds (^(r2-6) and (^(r2- 5) respectively. 

Appendix D (with M. Zworski). In this appendix we will apply some of the meth­
ods of Sections 1 and 4 to restate and slightly improve the results of [SZ2]. We start by 
recalling briefly the notation used in that paper (some of which appeared already in Sec­
tion 3). We put Cj(x\ £') = (2Q(x\ £'))2/30> where - & < —Ci < 0 are the first two zeros 
of the Airy function and Q is the dual second fundamental form on T*dO. For a coordi­
nate patch Q of SO, identified with a subset of R"-1, we let 7(x', hDx>): L2 (Q X [0, oo)) —> 
L2(Rn~l) be an A-pseudodifferential operator (of class 5Q 0) corresponding to the projec­
tion onto the first eigenspace of (hDt)

2+2tQ(xf
9 £') with the fibre variables, £', cut-off to a 

compact region. We denote by T the standard FBI transform from L2 (Rn~l) —> L%(€n~l), 
with the phase i(z—x)2 /2,0(z) = |Sz|2 / 2 (in Section 6 of [SZ2], by a slight abuse of no­
tation, T is used also for 7® T: L2 ([0, oo) x W~x) -> L2([0, oo),L%(Cn~l)))9 z = x' - j£', 

(x\z')erdO. 
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The bound (6.3) of [SZ2] gave the local C°° analogue of (3.23) above: for u e 
Cg°([0, oo) x Q), u\80 = 0 and n < minZcjo & cos(7r/6) -l/C, 

\\(P- ^o)«||2 > ((ro + ^ 2 / 3 ) 2 - (\h))\\u\\2 

- /nxR„_, q(x',i')\T%x',hDM2e-^lhdx'di', 

q(x', i') = 2x2(^)2^((^(^, £') - u*)<T2m/3) 

where I 0 = {<* G TSO : R(a) = Uu0}9 \2 e C^(Rtt~l
9[09l])9 with support in 

1/(2Q < |£'| < 2C and equal to 1 in l / C < |£'| < C, and where we used (6.7) of 
[SZ2]. 

Replacing T by a global FBI-transformation given by (1.9) with the phase (1.5), map­
ping L2(dO) to L2(T*dO)9 and 7 by an A-pseudodifferential operator in *¥% 0(dO) obtained 
from using the globally defined symbol 7(x', £')> produces an error 0(/*)||w||2. Thus we 
obtain a global version of (D.l) which is the needed analogue of (3.23): 

(D.2) \\(P-u0)u\\2 > {(r^h2l'f-0(h))\\uf 

Proceeding in the spirit of Section 4 above but still by the methods of [SZ2] we obtain a 
more precise version of the estimate (7.8) there: 
(D.3) 

#{z : z an eigenvalue of/5, ]- < &z < -, - 3 z < 2C0,oo(3k)2/3/i2/3 + ^(Jtz)2/3/!2/3) 

< CA-C-i) J ^ i _ cosfr/Qp-i^ -CUmiD)f+ dS, 

A1/3 < \i < cos(7r/6)(^min - Ci,min) - l /C, and where £,min = mms.80Q and dS 
the Liouville measure on S*dO. To see (D.3) we use Lemma 6.1 and (D.l) (formula 
(6.3) of that paper) as in the proof of Lemma 6.2 of [SZ2] to obtain, for A1/3 -C p, — 
Ci,minCOs(7r/6)(^0)

2/3,/i <6,mincos(7r/6)(&u;o)2/3 - l /C, 

\\(P- LJO)U\\2 > ((r0 + AA2/3)2 + 5(A -Ci,mi„^0)2 / 3 cos(7r/6))/i2/3 - 0(h)) 
(D.4) v ' 

\\uf-{Qbu,u), 

rank(&) < S-C-' ) + 1 / 3 [ (fi - 0 cos(7r/6))y2 dSRX 

where CISR^ is the Liouville measure on S^ as defined before (3.17). This gives an 
estimate for the number of eigenvalues of P in the region 

\Z ~ CJ0\ < r0 +Cl ,min(^0) 2 / 3 COS(TT/6) /* 2 / 3 + - ( / i 

- Ci,min(^0)
2/3 COS(TT/6))/*2/3, r0 < ^Uu0, 
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A - 0 , m i n ( ^ 0 ) 2 / 3 COS(7T/6) > hX'\ fl < < a m i n ( W / 3 COS(TT/6) - I , 

by 
(D.5) 

CA-C-^H (A _ d ^ C ^ o ) 2 / 3 cos(7r/6))1/2 / 

x C l - C l , m i n ( ^ 0 ) 2 / 3 

jtl/ COS(7r/6) - Cl ,min(^0) 2 / : 
dSi? Y . 

The estimate (D.3) follows by putting p, — Ci,min(5tao)2/3 cos(7r/6)+(9£a;o)2/3/i, a cover­
ing argument (see Figure 2 of [SZ2] and Figure C.3 above) and noticing that 3ftuo scales 
out of the integral in (D.5). We can now state a generalization of Theorem 2 of [SZ2]: 

THEOREM D. 1. The number of scattering poles ofdO in 

,_ \l<$K<r 
(D. 6) | _ Q C < Co.oo^)1/3 (1 + c(m~0), 0 < 0 < I 

w bounded by 

(D. 7) C fCr [ (l- x^iQ - m i n 0 ) * JS*""2 <fe, 
v ' Jo Js*dO\ v^ ^ao ; + 

mm( 

w/iere g is f/ie rfwa/ second fundamental form on T*dO and C depends only on O. 

PROOF. We apply the dyadic decomposition argument of the proof of Theorem 2 in 
[SZ2] and the estimate (D.5). Then (D.7) follows as for m > 0, K = [log2 r] we have 

Zto(2~kr)n~l{l -{2~krfm)l < CJ5(1 - ^ m ) ! * " - 2 dx and g2 /3 - m i n ^ o g2 /3 -
0 - min^ao Q. • 

We can also use (D.2) exactly as in Section 4 above and that gives 

THEOREM D.2. Let C0 > 0, r0 > 0. For /i > 0 with 

7T / 7T \ 7T 
COS -Cl,min + 3 ( [i - COS —Cl̂ nin ) < COS - & , m i n — 1 / C o , 

anrf &o > &o(C, ro) > 0, f/*e number of resonances k with SA: > fi^^^^k), is less than 
or equal to 
(D.8) 

( 2 ^ ^ 1 _ l ^ 3 0 ( 3 ( M - cos ^ , m i l l ) - (cos ^C. - cos ^ , m i n ) ^ dS+ o ( l ) j , 

as &o —* oo, uniformly with respect to fi andf^^ is the unique quadratic polynomial, 
. 2 

such that the parabola $sk = f^^^^Stk) passes through the three points ko ± y^f-k^, 

ko-i^. 
The estimate (D.8) is much more accurate than (D.7) when \x is independent of ko. 
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