
Political Analysis (2017)
vol. 25:122–130
DOI: 10.1017/pan.2016.15

Published
21 February 2017

Corresponding author
Daniel M. Butler

Edited by
Jens Hainmueller

c© The Author(s) 2017. Published
by Cambridge University Press
on behalf of the Society for
Political Methodology.

An Empirical Justification for the Use of Racially

Distinctive Names to Signal Race in Experiments

Daniel M. Butler and Jonathan Homola

Washington University in St. Louis, Department of Political Science, Campus Box 1063, One Brookings Drive, St. Louis,

Missouri, MO 63130-4899, USA. Email: daniel.butler@wustl.edu

Abstract
Researchers studying discrimination and bias frequently conduct experiments that use racially distinctive

names to signal race. The ability of these experiments to speak to racial discrimination depends on the

excludability assumption that subjects’ responses to these names are driven by their reaction to the

individual’s putative race and not some other factor. We use results from an audit study with a large number

of aliases anddata fromdetailedpublic records to empirically test the excludability assumptionundergirding

the use of racially distinctive names. The detailed public records allow us to measure the signals about

socioeconomic status and political resources that each name used in the study possibly could send. We

then reanalyze the audit study to see whether these signals predict legislators’ likelihood of responding. We

find no evidence that politicians respond to this other information, thus providing empirical support for the

excludability assumption.

1 Introduction
Racial discrimination affects numerous aspects of social and political life (DeSante 2013;

Hutchings andPiston 2011; Pager 2007). Social scientists interested in understanding and reducing

this bias frequently use experiments because doing so allows them to hold other factors constant

when measuring racial bias (e.g., Hutchings and Piston 2011). While these experiments take a

variety of forms, and are conducted on surveys, in the lab, and in the field, researchers will often

use racially distinctive names (i.e., names that are muchmore likely to be associated with a given

racial group) as a key tool to measure racial bias (e.g., Bertrand and Mullainathan 2004). For

example, surveyswill often present respondentswith a vignette about an individual, randomizing

whether the individual has a name that is distinctively black or distinctively white, and then

ask them to evaluate that individual (e.g., DeSante 2013). Similarly, field experiments will ask

politicians for help, using the name of the individual to signal the putative race of the one sending

the email (e.g., Broockman 2013; McClendon 2016; Mendez and Grose 2014; White, Faller and

Nathan 2015). The researchers then use the differences in respondents’ reactions to the putatively

white individuals versus the putative minorities as a measure of racial bias.

The ability of these experiments to inform us about racial discrimination depends in large part

on the excludability assumption (Gerber and Green 2012). In the majority of studies using names

to signal the race of a subject, the excludability assumption is that the research subjects’ response

to the name is driven solely by the signal that the name provides about race. In other words,

these studies assume (at least implicitly) that the research subjects are not responding to some

other relevant information that might be signaled with racially distinctive names. In economics,
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the validity of using names to measure the effect of ethnic/racial bias has been a matter of active

debate because of concerns about excludability. Most prominently, Fryer and Levitt (2004) argue

that racially distinctive names are also strong signals about socioeconomics. The issue is not just

that black and Latino individuals have lower incomes thanwhite individuals. But that even among

black and Latino individuals, those with distinctively black and Latino names tend to be different

than others of their race. Fryer and Levitt argue that once you control for the initial differences

at birth, names do not have an impact on a wide range of outcomes (see also Heckman and

Siegelman 1992; Heckman 1998). However, several recent studies have taken extensive steps to

control for such background characteristics and find that names can have very sizable effects

on outcomes (Abramitzky, Boustan and Eriksson 2016; Biavaschi, Giulietti and Siddique 2013;

Goldstein and Stecklov 2016).

Concerns about excludability are equally important for political science because racially

distinctive names can also signal politically relevant information. For example, Latinos and blacks

in the United States, especially those with racially distinctive names, are more likely to have a

lower SES (Fryer and Levitt 2004). Similarly, and very important formany political science studies,

Latinos and blacks are much more likely than whites to vote for a Democratic candidate. The

concern is that the signal about race is confounded with these other signals and that people are

responding to these other pieces of information and not the race of the individual. Of course, in

some projects, researchers’ conceptualization of the race treatment will include these differences

(see discussion in Sen andWasow 2016). However, many projects using racially distinctive names

are interested in identifying how race, separate from signals about partisanship and political

resources, affects subjects’ responses to the individual with the racially distinctive name.

One approach for mitigating concerns about confounding the effect of race with these other

factors is to convey additional information to the research subjects about the individuals with

racially distinctive names. If the experiment is a survey vignette, researchers can incorporate the

relevant pieces of information into the vignette (e.g., Hainmueller, Hopkins and Yamamoto 2014).

If one includes the relevant pieces of information, this can be effective at mitigating confounding

concerns (Dafoe, ZhangandCaughey2015).However, it is not alwayspossible to conveyadditional

information to the research subject in the study. There may be time and space constraints which

make it difficult to convey the necessary information. For example, in audit studies it may be hard

or impossible to also convey the additional information in the communication using the racially

distinctive name. Thankfully, it may not be necessary to convey additional information. The key

assumption is that race is the only signal associated with the racially distinctive name that the

research subjects are responding to. Even if a racially distinctive name signals other information,

research subjectsmaynot respond to this information. Inotherwords, if research subjects areonly

responding to the signal about race, then the excludability assumption still holds.

We evaluate the excludability assumption undergirding the use of racially distinctive names

in experiments by reanalyzing data from an audit study of how public officials respond to email

requests fromputative Latino, black, andwhite constituents (Butler 2014). In the audit study, state

legislative offices were sent emails requesting information with the alias used in the email being

randomly chosen from a set of over 100 different names. Each of these names signals information

not only about race, but also about other factors. For our study, we merged the results from the

audit studywith detailed information frompublic records on individuals who share the first name

with the aliases in the email experiment (as a robustness check we also run the analysis using

full names). We thus have information about the specific signals that each name sends about the

political resources and the partisan preferences of the putative individual sending the request.

We focus onpolitical resources (in the formof turnout andone’s SES) andpartisanship because

these are likely to be particularly important for most political science studies. Elections are
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decided by votes and the financial contributions used to seek after votes. Thus actors in the

political arena are likely to care about individuals’ partisan preferences (because it affects who

they vote for) as well as their political resources (i.e., their likelihood of voting and their ability

to donate financial resources to candidates). In the study we reanalyze, the state legislators are

deciding whether to give help to a constituent who contacts them. The original study concludes

that white state legislators are less responsive to minorities because they are minorities. The

concern is that this conclusion may be misplaced. Instead, officials may have used the names

to make inferences about the political resources of the individual contacting them and then

responded according to those inferences. If they are doing so, then what looks like racial bias

would in fact be driven by their concerns for these other relevant factors.

In this letter we conduct two tests. First, we calculate the bivariate correlations between

legislative responsiveness and signals that each name sends about political resources and

partisan preferences. If officials are actually responding to these factors when they decide

whether to respond to an email, then these factors should also be correlated with the levels

of responsiveness observed within race. However, we find that these factors are uncorrelated

with responsiveness. Second, we replicate the original analysis and then add in the information

about the political resource and partisan preferences signals as additional controls. Adding in

these controls has no effect on how the aliases are treated. We thus find no evidence that the

political resource and partisan preference signals drove the elected officials’ responses. This in

turn provides empirical support for the exclusion restriction with regard to the most important

confounders for studies of politics.

2 Data
We use results from a previously conducted audit study (Butler 2014) and information on

voters from a large-scale nationwide database to empirically test key parts of the excludability

assumption in experiments with racially distinctive names.1 In the original study, a total of

6,951 emails requesting information were sent to state legislators during the summer of 2010.

Importantly, the experiment used a total of 123 different email aliases: 35 of themhad a putatively

black name, 42 had Latino names, and 46 had white names. Each alias was used to send

between 51 and 66 different emails.2 In line with other studies (Butler and Broockman 2011),

the audit found that state legislators were more likely to respond to individuals from their own

racial group. In order to analyze whether these effects could be driven by confounding factors

such as socioeconomic status or political characteristics, we calculated the average response

rate for each email alias’ first name used in the audit study and then merged this information

with socioeconomic and political data of individuals who actually have that name. We also

examined the results when matching based on each email alias’ exact full name. The results of

this robustness check confirm the findings reported below and can be found in Tables SA.1 and

SA.2 in the Appendix.

Our information on voters’ socioeconomic status and political characteristics comes from the

companyL2.3 L2’sdatabasecontainsover 166million regularlyupdatedvoter recordsand includes

data from state and county level registered voter files, current U.S. Census Data, telephone source

files, election returndatawith results fromevery county in theU.S., andL2’s own lifestyle and issue

1 Oneadvantageof studyingpublic officials’ behavior is that theyhave thepossibility to access the typeof informationabout

voters that we use in this study. Thus if anyone was in a position to respond to other signals associated with these racially

distinctive names, it would be elected officials.

2 A full list of all aliases used in the study, the number of emails that was sent from each alias, and their respective response

rates can be found in Table SA.15 in the Appendix.

3 http://www.l2political.com
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data.4 For our analysis, we received information on almost 9.3million individuals in L2’s database

that have matching first names with the 123 aliases used in the audit study.5

For the analysis we used information from the L2 database to get estimates of each alias’

partisanship and political resources. For partisanship we use the percent of individuals in the

sample who belong to each respective party. For political resources, we use data from L2 on

income, education, housing and turnout to compute a Political Resources factor score for each

first name.6 This score refers to the first dimension extracted froma factor analysis including these

variables and reflects the idea that the concept of political resources is multidimensional. Using a

factor score also increases the power of our test and reduces the danger of a Type II error.7

3 Analysis
Webegin by confirming the original results in Butler (2014) regarding legislators’ average response

rates.8 In particular, the first row of Table 1 looks at the correlation between the response rates

and putative race of the alias for white legislators.9 The correlation coefficient is positive and

significant, confirming themain finding fromButler (2014): white legislators are significantlymore

likely to respond to emails fromwhite constituents than from nonwhite constituents.

The original interpretation assumes that email aliases experience different response rates

because of the respective aliases’ putative race. Thus the excludability assumption would be

violated if the legislators in the experiment inferred some kind of information from the email

aliases that is distinct from race (i.e., socioeconomic or political characteristics) and based

their behavior on that additional information. For example, this would be the case if legislators

responded less to a Precious or a DeAndre in the experiment, because they assumed that they

were less likely to donate money than an Emily or a Luke.

If socioeconomic andpolitical informationwere thedrivingdeterminant ofwhether a legislator

responds to constituents with racially distinctive names, we would expect there to also be large

correlations between the variables capturing these characteristics and response rates in the audit

study. Further, the correlations with political resources should be positive because individuals

4 Because the dataset only includes registered voters, it is likely that ourmeasures of income and educationmight be higher

for this sample than for the population as a whole. This is unlikely to be a problem for our analysis, however, because if

public officials were to access such data when deciding how to treat constituents, this would be the very information they

would have access to.

5 Naturally, there is quite some variation regarding the number ofmatches for each alias. Themedian number ofmatches is

37,580; the mean is 91,060. The name with the highest number of matches is Matthew (718,729). The main analysis below

will be based on all names that had any matches. However, all analyses are also robust to limiting them to those aliases

that hadmore than 2,000matches in the database. These results are presented in Tables SA.3 and SA.4 in the Appendix.

6 Income is measured on a 12-point scale that ranges from $1,000–14,999 to $250,000+. Education captures an individual’s
number of education years and ranges from 5 to 18 in our sample. Housing indicates the estimated home value and is a

continuous variable ranging from $5,000 to $9,999,999+ in our sample. The median estimated home value is $212,000,
the mean $280,600. Finally, turnout is a 9-point scale ranging from 0 to 8 and reflects in how many general elections

between2000and2014 each voter turnedout to cast their ballot. Correlationsbetween the factor score and its constituting

indicators are reported in Table SA.14.

7 L2’s consumer data uses high-quality third party sources such as Experian to provide both known and modeled income,

education, and housing (as well as other data). Because some of the data is modeled, the variables relating to the SES

portion of our political resources measure include some noise (as is true of all databases on the market). Despite that

caveat, we think that the L2 databaseworks very well for our purposes becausewe care about the signal that these names

send about an individual’s political resources. One of the advantages of using the L2 database is that politicians have the

opportunity to use very similar databases. In other words, if politicians are using such data, they are getting the same

information we are using. Thus our tests are using the same (or at least a very similar) signal that the politicians are

potentially receiving. As a result, the uncertainty associated with modeled data is less of a concern for us than it might

be for other projects. However, to further mitigate concerns about uncertainty we use these variables to create a political

resources factor, thus decreasing the noise of this measure. In the Appendix, we also present an additional analysis, in

which we create weights based on the number of matches for each alias with the idea that there is more certainty about

the information/signal each name is sending if L2’s database contains more people with that name (see Table SA.5).

8 We focus on whether legislators responded to emails, but our results are also robust to using the audit study’s other

outcome variables: responding in a timely manner, and answering the original question. These results are presented in

Tables SA.6 to SA.9 in the Appendix.

9 This analysis, and all those in Table 1, use a dataset where each alias represents 1 observation.
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Table 1. Correlation results for political resources and partisanship.

Correlation All aliases

All White Legislators

Responded/White Alias 0.33

[0.14, 0.49]

N (aliases) 101

Correlation White aliases Black aliases Latino aliases

All White Legislators

Responded/ −0.05 −0.31 −0.01
Political Resources [−0.33, 0.25] [−0.61, 0.06] [−0.39, 0.38]
White Democratic Legislators

Responded/Democrat 0.15 −0.27 0.12

[−0.15, 0.42] [−0.58, 0.10] [−0.28, 0.48]
Responded/Republican −0.02 −0.12 −0.04

[−0.31, 0.27] [−0.47, 0.25] [−0.42, 0.35]
White Republican Legislators

Responded/Democrat −0.10 −0.11 −0.14
[−0.38, 0.20] [−0.46, 0.27] [−0.50, 0.26]

Responded/Republican 0.01 0.01 0.02

[−0.28, 0.30] [−0.36, 0.37] [−0.37, 0.41]
N (aliases) 46 29 26

N (matches) 6,165,604 404,943 2,717,874

Note: The table reports Pearson’s correlation coefficients for a two-sided test. 95% confidence intervals

in square brackets. Significant correlations are highlighted in bold. Political Resources refers to the first

dimension extracted from a factor analysis including the variables for income, education, housing, and

turnout. The eigenvalue of the first factor is 2.73.

with better financial resources would be able to donate more money and legislators have

incentives to provide more help to individuals with higher turnout rates (Verba, Schlozman and

Brady 1995). Similarly, individuals who share the legislators’ partisanship should bemore likely to

receiveanswersbecause theyaremore likely tovoteandsupport thecandidateat thepolls. If these

confounding characteristics explain thedifferences inhowracial groupsare treated, thendifferences

in these characteristics shouldalsopredict howdifferent individualswithin racial groupsare treated.

To test whether this is the case, we computed a series of correlation coefficients to test for these

potential effects. The tests aredonewithin racial categoriesand the results aredisplayed inTable 1.

Weanalyze correlationswithin racial categoriesbecause comparingacross racial categorieswould

confound these characteristics with race.10

The different columns in the bottomportion of Table 1 report the correlations between average

response rates and political resources as well as partisanship respectively for different subsets of

our data. The first results column reports the correlations for the white aliases in the study, the

next column for black aliases, and the third results column for Latino aliases.11

The results show that all 15 of these correlations are statistically insignificant. In fact, the

two correlation coefficients that come closest to being statistically significant and that have the

highest absolute value are negative – a finding in the opposite direction of what a violation of the

10 The estimation strategy of this first part of our analysis follows Bertrand and Mullainathan (2004).

11 Table SA.10 in the Appendix also reports the bivariate correlations for each constituting variable of the political resources

factor score separately.
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excludability assumptionwould predict. And given thatwe are testing 15 different correlations,we

would almost expect to observe at least one correlation to be significant at the 95% confidence

level just by chance.

Of course this is a small dataset sowemight not expect the results to be statistically significant;

however, the results are also substantively small. To get an idea of the substantive meaning of

these correlations, we can also interpret themas the square root of the R 2 values of the respective

bivariate regressions. In other words, if we were to regress the average response rate among

white aliases on the political resources factor score, the R 2 value for that regression would be

−0.052 = 0.0025, indicating that the variance in political resources would only manage to explain

0.25% of the variation in response rates. It turns out that the mean (absolute) value for the 15

correlations is 0.099 (and the median is 0.1). Accordingly, the average amount of response rate

variationexplainedby the socioeconomicandpolitical variables is less thanonepercentagepoint.

By contrast, the amount of variation explained by race is 0.332 = 0.109, which is 10.9% or more

than 10 times the amount explained by the mean correlation across the potential confounders.

Also, of the 15 correlation coefficients, none is larger in magnitude than the correlation between

response rate and race.

The results in Table 1 provide support for the notion that the potential socioeconomic and

political confounders are not related to response rates among the legislators. However, an even

more directway to testwhether these potential confounderswould affect this finding is to directly

control for them in the analysis. In Table 2 we therefore present a series of logit regressions that

first replicate theoriginal analysis byButler (2014), and thenalsoadd in thenew informationabout

political resources and partisan signals of the aliases as additional controls.

More specifically, we used the original dataset of sent emails, and merged in the new

information about the aliases’ political resources and partisanship. For the latter, we created a

new variable called Copartisan which indicates the probability that email sender and recipient

share the same partisan identification. For example, 59% of all Alfonsos in our voter file data are

Democrats. For an email received by a Democratic legislator and sent by the Alfonso alias, the

Copartisan variable would therefore take on the value of 0.59.12

Model 1 of Table 2 only includes dummy variables to indicate emails sent using a black

or Latino alias. Model 2 adds the Political Resources factor score for each name, Model 3 the

Copartisan variable, andModel 4 bothof thesepotential confounders. The results across allmodel

specifications are very consistent. Both the black and Latino dummy variables have negative

and statistically significant coefficient estimates in all four models, confirming the finding of the

original study and suggesting that black and Latino aliases were less likely to receive an email

response. At the same time, both the Political Resources and Copartisan variables fail to reach

statistical significance and are relatively close to zero, regardless of whether they are included

separately or jointly.

The results in Table 2 thus confirm the findings reported in Table 1. Together, these two

analysesprovide strong support for theexcludability assumptionas they suggest that thedifferent

response rates between white and nonwhite aliases are indeed driven by the putative race, and

not by their putative political resources or partisanship.

Figure 1 illustrates the findings graphically by showing the relationship between the political

resources factor scores and the average response rates among white legislators for each group of

aliases. Overall, there is not a strong relationship between political resources and the likelihood

of receiving a response from the state legislators. The three respective regression lines are

12 Only 15% of the Alfonsos in our dataset are Republicans. For emails received by Republican legislators and sent by the

Alfonso alias, the Copartisan variable would therefore take on the value of 0.15.
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Table 2. Pooled effects of race, political resources, and partisanship.

Outcome Variable: Responded Yes/No

(1) (2) (3) (4)

Black Alias −0.293 −0.360 −0.292 −0.356
(0.064) (0.086) (0.064) (0.087)

Latino Alias −0.252 −0.263 −0.248 −0.260
(0.064) (0.065) (0.064) (0.065)

Political Resources −0.038 −0.036
(0.032) (0.032)

Copartisan −0.079 −0.064
(0.128) (0.129)

Constant 0.307 0.330 0.332 0.349

(0.046) (0.049) (0.061) (0.063)

N (emails) 5,880 5,880 5,880 5,880

N (aliases) 101 101 101 101

N (matches) 9,288,421 9,288,421 9,288,421 9,288,421

Log Likelihood −4,051.865 −4,051.174 −4,051.677 −4,051.052
Akaike Inf. Crit. 8,109.730 8,110.349 8,111.354 8,112.104

Note: Table entries are logit regression coefficientswith standarderrors inparentheses.Onlywhite legislators

are included in the analysis. Political Resources refers to the first dimension extracted from a factor analysis

including the variables for income, education, housing, and turnout. The eigenvalue of the first factor is 2.73.

Significance at the 95% level is highlighted in bold, one-tailed tests.

Figure 1.Relationshipbetweenaverage response rates (white legislators) andpolitical resources factor score.

all relatively flat indicating no substantive associations.13 And to the extent that there is a

relationship, it is in the wrong direction.

13 Figure SA.1 in the Appendix shows a similar plot including the 95% confidence intervals for each regression line—all three

of which overlap substantially.
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Finally, the patterns reported in Tables 1 and 2 are robust to limiting the analysis to voter

information based on full name matches (see Tables SA.1 and SA.2 in the Appendix), or to

aliases that had more than 2,000 matches in the voter database (see Tables SA.3 and SA.4

in the Appendix). The results are also robust when analyzing the audit study’s other outcome

variables: responding in a timely manner, and answering the original question (see Tables SA.6

to SA.9 in the Appendix). We also control for the possibility that examining the average levels of a

characteristic for eachnamecouldmask important variation. For example, agivenalias couldhave

the same average income as another name, but also include a larger share of relatively poor and

relatively rich people. In Table SA.11 in the Appendix, we therefore also include standard deviation

measures of each indicator, and arrive at the same conclusions reported above.14 All these results

provide strong empirical evidence that the exclusion restriction (with regard to important political

confounders) is not violated in experiments with racially distinct names.

4 Conclusion
Excludability is a key assumption in all experimental work (Gerber and Green 2012). In the context

of studies using racially distinctive names, excludability is the assumption that subjects are

responding to the putative race of the individual and not to something else. We tested this

assumption with data from an audit study of state legislators. While the names used in the audit

study signal race, they could also signal information about the individuals’ socioeconomic and

political characteristics. We used the L2 company’s voter database to learn what signals each

name might send. We first looked within each of the three racial groups of aliases whether these

other pieces of information predicted legislators’ likelihood of responding in the original audit

study. If the public officials were responding less to blacks because they were using race as a

shortcut for other characteristics, then we should have observed that they were also treating

aliases differentially based on those characteristics within each group. However, the evidence

we present suggests that politicians are not responding to these characteristics when deciding

how to respond to constituents. We also showed that the original results were similar when

directly controlling for these potential confounders. Our findings are robust to a number of

alternativemodel specifications andassumptions, and thus support the excludability assumption

that politicians are not using racially distinctive names as a signal of potentially confounding

factors. Most importantly, our results provide empirical support for the use of racially distinctive

names as a way of signaling race. Knowing that racially distinctive names can be used as a

tool to measure racial bias will allow researchers to continue to focus on other aspects of the

experimental design in order to contribute to measuring, understanding and minimizing racial

bias.

Supplementarymaterial
For supplementary material accompanying this paper, please visit

https://doi.org/10.1017/pan.2016.15.
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