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We are delighted to present the Special Issue on NLP Approaches to Offensive Content Online
published in the Journal of Natural Language Engineering issue 29.6. We are happy to have
received a total of 26 submissions to the special issue evidencing the interest of the NLP com-
munity in this topic. Our guest editorial board comprised of international experts in the field
has worked hard to review all submissions over multiple rounds of peer review. Ultimately, we
accepted nine articles to appear in this special issue.

The papers in this special issue deal with the application of computational models to automat-
ically identify and further understand offensive content in social media. A wide variety of topics
are covered here such as the identification of offensive spans in text, the variability and intrin-
sic subjectivity of data annotation, machine translation of offensive content, to name a few. The
majority of papers included in this special issue describe research on English, while some deal with
other languages such as Arabic, German, Hindi, and Italian.

Offensive content is pervasive in social media, and it comes in various forms. This special issue
contains papers dealing with abusive language, aggression, cyberbulling, hate speech, offensive
language, and toxicity. While specific fine-grained definitions may differ, papers in this spe-
cial issue show that there is often substantial overlap between these phenomena which allows
researchers to treat multiple types of offensive content using similar computational models.

We would like to take this opportunity to thank our guest editorial board members, who
worked hard to review the large number of submissions we received. The names of all guest
editorial board members are listed on the special issue website.a We further thank the NLE edito-
rial staff and the NLE executive editor Prof. Ruslan Mitkov, for the support provided during the
editorial process.
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ahttps://sites.google.com/view/nle-offensive-content-online
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