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Abstract

In 2006 we completed the proof of a five-part conjecture that was made in 1977 about a family of groups
related to trivalent graphs. This family covers all 2-generator, 2-relator groups where one relator specifies
that a generator is an involution and the other relator has three syllables. Our proof relies upon detailed
but general computations in the groups under question. The proof is theoretical, but based upon explicit
proofs produced by machine for individual cases. Here we explain how we derived the general proofs
from specific cases. The conjecture essentially addressed only the finite groups in the family. Here we
extend the results to infinite groups, effectively determining when members of this family of finitely
presented groups are simply isomorphic to a specific quotient.
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1. Introduction

The groups F*:¢ are defined by
FOP¢ = (r, 5| 72, rs@rsrsc).

Campbell, Coxeter and Robertson studied the groups in [2]. After determining the
structure of various subclasses, they made ‘the F®?¢ conjecture’, which we state after
some preliminaries. Combined with some results in [2], this conjecture completely
describes the structure of all finite groups in the F%?¢ family in terms of a specific
finite quotient that is fully understood.
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Definen =a + b + c and d = ged(a — b, b — ¢). The structure of the groups
HYPC = (r, 5|72, s2", rs®rsbrsC)

is completely determined in [2, Section 3]. If » = 0 then F a.b.c jg clearly infinite. In [2]
the groups F%?:¢ are shown to be infinite when 7 = ged(a, b, ¢) # 1 except when
H®/t:b/1.c/t ig abelian, in which case F&b¢ = H%b:¢ = C,,. The conjecture addresses
the remaining cases. Provided gcd(a, b, ¢) =1, n # 0 and ged(d, 6) # 6, the groups
H®%b¢ are finite metabelian groups. If ged(a, b, ¢) = 1 and d > 6 the groups F®b:
are infinite [2].

The now proved F%?:¢ conjecture is as follows. Suppose that gcd(a, b, ¢) = 1 and
n+0. Let @ : F“?¢ — H%P:¢ be the natural homomorphism. Let N = ker 6. Then:
N=lifd=1or2; NECrifd=3; N= Qg ifd =4;and N =SL(2, 5) ifd =5.

The d =5 case is resolved in [7] with the steps comprising the general proof first
being observed to hold in specific small cases investigated by coset enumeration.
Then in [8] we complete the proof of the conjecture by resolving the last three cases,
d =2, 3 and 4. (We also give an alternative proof for the case d = 1, which had been
earlier proved in [3] and also, by a different technique, in [4].) Our proofs were found
by using computer-generated proofs [6] for specific instances, which enabled us to
observe the crucial role played by certain involutions.

In this paper we do two things. First, we explain how the proof came about.
To do this, we outline the background material on computer-generated proofs, and
then demonstrate how specific proofs led to the proof of the conjecture. We already
generalized the result in [8, Section 3] for all ged(a, b, c) #1 with 1 <d <5.
Our second contribution is the extension of the result to its full generalization for
gcd(a, b, ¢) =1, which proves when the map 6 is an isomorphism, regardless of
whether F%?-¢ is finite or infinite.

2. Proof extraction after coset enumeration

The proofs of theorems that include machine computations may be opaque. This is
especially true for proofs that rely on the collapse of a coset enumeration to one coset.
Havas and Ramsay address this issue in [6] where they introduce the notions of proof
words and proof certificates. Brief details follow.

Implicit in the underlying working of a coset enumeration are formal proofs
that words w in the group generators are actually in the subgroup, as shown by
Leech [9]. The utility PEACE [10] (Proof Extraction After Coset Enumeration) has
been developed to automate the production of such proofs. Thus PEACE produces
proofwords, which can be regarded as certificates attesting to subgroup membership.

A fully expanded proofword consists of a product of subgroup generators and of
conjugates of group relators (by group generators). The subgroup generators appear in
the proofword as given in the input to the coset enumeration or as the formal inverses
thereof. Relators (as given in the input) and their formal inverses may be cycled
in proofwords. The final proofword consists simply of a string of group generators
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or their inverses, with some substrings ‘highlighted’ by parentheses (group relators
or their inverses, perhaps cycled) or square brackets (subgroup generators or their
inverses).

By construction, » and the proofword are equivalent and, since conjugates of
relators are trivial in the group, the proofword is also equivalent to a product of
subgroup generators. Thus, free reduction of the proofword produces w, while
reduction after cancelling the conjugates of relators gives a product of subgroup
generators. The length of proofwords that can be found to show a given word is in
a given subgroup exhibit great variability, depending on coset enumeration details.
Further information and examples are provided in [6].

3. Lemma-based PEACE proofs

Once PEACE produces a proofword for an element & of the group, it has proved
that % is also an element of the subgroup. The proofword is a product of subgroup
generators and (possibly conjugated) relators, and, removing all brackets, freely
reduces to 4. Producing a step-by-step proof from this PEACE proof certificate is a
matter of recursively dividing the proofword into disjoint products.

If p is the proofword, and g is obtained from p by removing the relators and
reducing, then clearly p and ¢ represent the same element and pg~' =1. Thus ¢
is merely i written as a product of the subgroup generators.

Let us consider the word w that is obtained from pq_l, where we have removed
the square brackets indicating subgroup generators and reduced. This word w is a
valid proofword itself: a proofword for the identity. For each subgroup generator that
appeared in p, the inverse is found in ¢~', so in w the generator acts as a conjugator
for the subword between itself and its inverse. The subword must be equivalent to the
identity, so this conjugated subword is also trivial. Proving w =1 is thus equivalent to
providing a proof of p =gq.

The word w can be broken up into disjoint products, such that

Xn

— w2
w=w;w, - w,",

where x; is a word over the group generators and conjugates w;. Each wj; is either
a relator, the inverse of a relator, or, like w, can be broken down further into disjoint
products. Thus, the proofword w can be recursively broken down until the disjoint
products are conjugates of relators.

A rooted tree can be created with w as the root and each vertex a subword. For a
vertex v (where we would write v = vf'l U;Q e vz"‘, each x;; being a word over the
group generators), the children of v are the words vy, vy, . .., vg such that v; is the
left-most child of v. The leaves of the tree are then relators or their inverses, each
vertex in the tree is equivalent to the group identity, and we are in a position to build
up our step-by-step proof.

A subtree can be seen as a proof for the word r at the root, where the last line of
this proof is 1 = r. Beginning with one branch in the tree, consider the leaf vertex v;
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and its parent,

_ 0 Mj—r My M i
v=up vl ey
Our proof begins with the lines
I =v;
=xlvjxi
=X Vitips

where each line has been reduced.

Using the subtrees rooted at each v, forn e {l,..., j —1}JU{j+1,..., k}, we
can form the proofs for each of 1 = v, and extend them to obtain 1 = xi; ! vpXi,. Now,
to obtain 1 = v in our proof, we need to successively apply each of the proofs of
1 = v, for integers n from j — 1 down to 1 and then for integers n from j + 1 to k.

When considering the word v forn < Jj, from the proof 1 = X 1vnxin, we form

the lemma a = b where b~! is the subword of maximal length such that

xl._lvnxin = ab_l,
n

and the last line of our main proof is 1 = bw’. Thus, by substituting a for b, the next
line of our proof would be

l=aw'.

Forn > j, from the proof I =x; ! vnx;,, we form the lemma ¢ = d where ¢! is the
subword of maximal length such that

—1 _ o1
X UnXi, =C d,

and the last line of our main proof is 1 = w’c. Thus, by substituting d for ¢, the next
line of our proof is

1=w'd.

Each substitution is equivalent to multiplying on either the right or the left by
xlzlvnxin. Thus, iteratively applying the substitutions obtained from these lemmas

for n from j — 1 down to 1 and then for n from j + 1 to k, we end up with a proof for

Xiy xij,] Xi

. X Xi
— Jo, it ik
1 =v, Vv

Vi Yy =
For a simple example, consider the group F~!1:3 presented by
FU3 = s 172 rs7lrstrsd),
and the subgroup (rsr). For the element s°, PEACE produces the proofword
s N D sk 1) s rsrs®)s ) rs T rsrs?)s?,

which shows that s¢ = 1,
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Removing the square brackets, we can divide the proofword up into disjoint
products

= r_ls_lr_l(r_z)rsr,

b= ("2)rs rsrs?),

c=s" (r_z) (rs_lrsrs3)s3.

2
|

We break these down further, giving

ar= (%),
b= (),
by = (rs”'rsrs),
cr =0,

= (rs_] rsrs3).

Then, the proofword is (al)r“'r(blbg)(clcz)s3. The necessary lemmas are the

following.
LEMMA 3.1. We have r—' = s~ rsrs>.
PROOF.
_ -1 3
1 =rs "rsrs® (from b, and ¢)
rt=s"trsrsd U

LEMMA 3.2. We have r~Lsr = srs3.

PROOF.

1=r"tr"1 (from by)

=r s rsrs? (from Lemma 3.1)

rlsr = srs3. a

LEMMA 3.3. We have r Vs~ 1r—lsrs3 = s°.
PROOF.

1=r"tp1 (from cp)

=r s lrsrs® (from Lemma 3.1)

= s_3(r_1s_1rsrs3)s3

= s 3 Lsrsrs®

rls T grsd = 5O, |
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Based on these lemmas our proof is thus:
1=0"% (froma))
=r s 1! (r_z)rsr (from a)
=r L e
=r s lgrs? (from Lemma 3.2)

= (from Lemma 3.3).

We count this proof as having four steps, comprising the three lemmas plus the
segment above. We developed computer tools that produce such lemma-based proofs
from proofwords. Further details are given in [11].

4. Applications to the groups F®?:¢

In order to test the usefulness of PEACE and of our lemma-based proofs, we decided
to apply them to a problem that had been attempted unsuccessfully by conventional
methods. We studied the groups F®?¢. We conducted many experiments to find short
proofwords for relevant relations, then converted shorter proofwords to lemma-based
proofs.

For d =2 the conjecture is proved if the relation s> =1 can be deduced. We
describe how we applied our tools to obtain a proof for this case. First we make a
number of observations regarding PEACE-based proofs.

(1) Even starting with a short PEACE proofword, the lemma-based proofs obtained
as described in Section 3 are long. In an instance with moderate length
proofword, for F337 the proof that 530 = 1 contains 270 steps, starting from
a proofword with 1160 symbols (generators or inverses) comprising 67 relator
applications, 30 subgroup generators and the rest being conjugating symbols.

(2) There is no use taking proofs such as that for s> = 1 in F>>7 and hoping to
generalize them. Rather, we must seek to find significant ideas within such a
proof.

(3) Most of the steps in the proofs found by PEACE are trivial. For example in the
proof of $30 = 1 in F357 considered above, the first few lemmas are

rsTrsdrs® =1, s’ =57 T2,

rls By g = 1, s2r2s72 =1,

These are all obvious. We therefore need to search for nontrivial facts in the computer-
generated proofs. We looked at the PEACE-generated proofs of s%*8 = 1 in F1:3 for
k=3,5,7, 11. We made several observations.

(@) The difficulty (measured by proof length) did not seem to increase with
increasing k.

(b) No expression longer than four syllables appeared in the proof that s
so, after using r> =1, all words in the proof were essentially of the form
rs?rsPrsvrs® =1.

(c) The proofs seemed to use the fact that in this particular case b — a = 2a.

2%k+8 _
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Using these observations, we were able to find a proof that s%¥*8 = 1 with seven
steps. We then tried to find a proof for the groups F3->*. We observed that the proofs
found by PEACE for the first few values of k did increase in difficulty with increasing
k. Also, more than four syllables were involved, and the proof we had obtained for
F1.3k did not generalize.

However, we did observe a significant type of four-syllable relation in these PEACE
proofs. For F3-37 we observed relations of the form

(rslorss)2 =1, (i’sl2i‘s3)2 =1, (rsl4rs)2 =1.

They specify involutions in the group. They are part of a sequence. Proving that all
relations in this sequence hold is enough to yield our desired result (since (rs%rs'%)?
=1 is in it and reduces to 530 = 1, as required). Examining different proofs for small
k led us to observe that for F3-3* relations of the form (rs2"*3rsk=2m+5)2 = | hold.
Having discovered what we should try to prove in general, we used induction to obtain
a proof. Since k is odd, k + 5 is even. Put m = (k + 5)/2 to obtain s**+10=1 in
F3:5k ag required.

We decided next to look at the groups F¢~2%4%2 for small odd a. The presentation
here exhibited more symmetry, which helped us to recognize significant lemmas in
the PEACE proofs. Again we observed that the proofs involved certain squares. This
time the relations were of the form (rs2"rs3¢=2")2 = 1. Now m = 0 gives s00 =1 as
required.

We proceeded to examine the groups F¢~2%4%4 followed by F¢~2®a+2m a0ain
finding that we could construct a proof from a sequence of squares, although a harder
induction was involved at each stage. Finally, generalizing to F¢~2/-@4+2m where
gcd(j, m) =1, led to a proof of the conjecture for d = 2.

A similar investigation in the cases d = 3 and d = 4 eventually led to us completing
the proof of the F*¢ conjecture. We present the proof of the cases d = 2, 3, 4 in [8],
where we also present an alternative proof for the case d = 1. These proofs are all
based on use of our computer tools and the methods described in this section. (The
conjecture had been earlier proved true when d =1 in [3] and also, by a different
technique, in [4].)

5. When is F©b¢ = ga;b,¢9

The key question addressed by the F%’¢ conjecture is whether F®b:¢ = @b
when ged(a, b, ¢) = 1. The proved conjecture answers this question for finite F®?-¢,
whenn # 0and 1 <d < 5. If n = 0 then F%»- is infinite but the s>" relation collapses
so Fab:¢ = gab:c Tfp £0,d > 6 and ged(d, 6) # 6 then F%"“ is infinite but H*?-¢
is finite, so F%?-¢ 2 H%-¢_ This leaves only n # 0 and ged(d, 6) = 6 unresolved. We
show that in this case F%?¢ % H%P-¢ which leads to the following theorem.

THEOREM 5.1. Suppose ged(a, b, ¢) = 1. Then F&?¢ = H%"< if and only if n = 0,
ord=1o0rd=2.
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Before proving the theorem, we briefly indicate how we came to the conclusion
for ged(a, b, c) =1, n#0 and ged(d, 6) = 6. We investigated a large number of
instances by writing straightforward GAP [5] and MAGMA [1] programs that tried to
distinguish F%?¢ and H%"- for many explicit values of a, b, ¢ (without insisting that
gcd(a, b, c) = 1). Typical distinguishing features came from studies of corresponding
low-index subgroups and from studies of epimorphisms onto PSL(2, p) for various
p. We discovered that, for every triple of values with gcd(a, b, ¢) =1, n #0 and
gcd(d, 6) = 6 that we tried, we could prove the groups to be different. In the end we
concluded that index-three subgroups suffice for this case.

PROOF. When n =0 the s relation collapses and Fab.c >~ H“’b’c, so in the
remainder of this proof we assume n # 0.

If d =1 or d =2 then F“>¢= H%b:¢ by [8]. Also by [8], we see that F%-c
% H%Y¢ when d =3, 4. By [7] F*b¢ % H%b¢ when d = 5, but we can show this
last case directly.

Since ged(a, b, ¢) = 1, adding the relation s¢ = 1 to F*»-¢ gives the triangle group
(2, 3,d). Hence, whend =5, F a.b.c hag As as a homomorphic image, so cannot be
H®*"¢ since when ged(d, 6) # 6, H*?¢ is metabelian by [2]. To complete the proof
we must show that F%?¢ 2 H%b:¢ when gcd(d, 6) = 6. We note that in this case
adding s® =1 to both F®»¢ and H*?¢ only shows that both are infinite with the
triangle group (2, 3, 6) as a homomorphic image.

Let a=b — 6p and ¢ =b + 6g where p, g are not necessarily coprime. Since
ged(a, b, c) =1, (b, 6) =1. We consider separately the two cases b =1+ 6¢ and
b=5+46t. In the first of these cases we have a =1+ 6(t — p), b=1+ 6t and
c=14+6(t +q).

Consider the subgroup K of index three in F1+6(=p).1460,146(+4) where r and s
act on the cosets of K as the permutations (2 3) and (1 2) respectively, where K =1,
K.s =2, and K.sr =3. We obtain a presentation for K using Reidemeister—Schreier
on generators x, y, z, where 1.r = x.1, 2.s = y.1 and 3.s = z.3. Note that the relation
r? =1 gives 3.r = 2. The presentation has the following four relators:

2 3(t—p)Z1+6t

X2, xy 1430+q)  14+6(—p) | 1431

3(t+q) 143(t—p) .., 3t 1+6(t+q)

y y y Xy 2

Eliminating x from the second of these gives the following relation matrix for the
quotient K /K’:

2 4+ 12t + 6¢q 2412t —12p
2+ 12t +6qg —3p 2412t —6p
24+12t+3q —-3p 2+ 12t +6g —6p

Moving the second row to the top and subtracting it from the other two rows reduces
this matrix to
24+ 12t+6g —3p 2+ 12t —6p
3p —6p
—3q 6q
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Taking the factor 2 out of the second column and then adding it to the first gives

34 18t+6g —6p 146t—3p
2 0 —3p ,
0 3q

showing that |K /K'| = 18(1 + 6t + 2g — 2p) ged(p, q).

To complete the proof in this case we must examine the extra relations that arise
from adding the relation s =1 to F@be giving H%b-¢ which, in this case, is
s0+12G1=p+4) — 1. We obtain two extra relations for the corresponding subgroup
(L, say) of index three in H*?¢, namely

YIHOGI=p=a) _q  O+120—p+a)

The relation matrix for the quotient L/L’ has two extra rows and the reduction
proceeds as before to give

2412t + 6 —3p 2412t —6p

3p —6p
—3q 6g
3418t —6p 4+ 6g 0
0 6+ 36t — 12g + 12p

Again, divide the second column by 2 and add to the first column to obtain

3+ 18t +6qg — 6p 14+6r—3p

0 —3p
2 0 3q
3418t —6p + 6g 0
0 3+ 18t —6p+6¢g

It is now easy to see that the order of L/L’ reduces to
6(1 4+ 6t +2qg — 2p) ged(1 + 6¢, 3p, 3q),

showing that, in this case, F®%¢2% H%b< since ged(1 + 6t, 3p, 3¢) cannot be
divisible by 3 so that
IL/L'| = 6(1 + 6t +2q — 2p) ged(1 + 61, 3p, 3q)
£ |K/K'| = 18(1 + 6 + 2g — 2p) ged(p, ).
The case b =5 + 6¢ is similar. |

We have resolved the question as to when Fbe = gab.c for ged(a, b, c)=1. It
is interesting to consider the same question for gcd(a, b, c¢) # 1, where various cases
remain to be answered.
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