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SOME ORDER PROPERTIES OF THE LATTICE OF 
VARIETIES OF COMMUTATIVE SEMIGROUPS 

JORGE ALMEIDA 

1. Introduction. The most complete work on the structure of the lattice 
^(Com) of varieties of commutative semigroups available to this date is 
[12]. Nevertheless, it fails to give the structure of this lattice. In the 
positive direction, it shows in particular that the order structure of 
o£?(Com) is determined by the order structure of well-known lattices 
of integers together with the sublattice ^(Nil) of varieties of commutative 
nil semigroups. 

In the present work, we study ^(Com) from the point of view of order. 
Perkins [13] has shown that J^Com) has no infinite descending chains and 
is countable. The underlying questions we consider here arose from the 
results of Almeida and Reilly [1] in connection with generalized varieties. 
There, it is observed that the best-known part of c^(Com) consisting of the 
varieties all of whose elements are abelian groups is in a sense very wide: it 
contains infinite subsets of mutually incomparable elements and allows 
the construction of uncountably many generalized varieties and infinite 
descending chains of generalized varieties. On the other hand, restricting 
attention to the lattice ^(JV) of commutative nilpotent semigroups, it is 
shown that the corresponding lattice ^(JV) of generalized varieties of 
commutative nilpotent semigroups is countable and has no infinite 
descending chains. The natural question that arises, concerns how far 
away from groups one needs to stay in order to maintain the preceding 
properties. In this connection, we are naturally led to try to establish the 
so-called well-quasi-ordering (wqo) of various sublattices of if(Com), for 
this allows us to conclude that the corresponding lattices of generalized 
varieties are countable. Actually, the stronger property of better-quasi 
ordering (bqo) is preferred because it is inherited by the lattice of 
generalized varieties and, in particular, it implies that every descending 
chain is finite. We make use of the theory of bqo as introduced by 
Nash-Williams (see [9] for a survey) to prove that the lattice of 
subvarieties of a proper subvariety of the variety of all commutative 
semigroups is bqo. This strengthens Perkins' results. We also show that a 
certain well-behaved sublattice of «^(Com) which had been first intro­
duced by Schwabauer [15, 16] and was again considered by Nelson [12] is 
bqo, and we prove that the lattice «£%yT) is wqo. 
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20 JORGE ALMEIDA 

As we do not manage to prove bqo of j£?(Nil), we take an alternate 
approach to the study of the lattice ^(Nil) of generalized varieties of 
commutative nil semigroups. This is based on a special finitary form 
of those generalized varieties, which we obtain by carefully manipulating 
identities in commuting variables. We conclude that ^(Nil) is countable 
and has no infinite descending chains. This, coupled with the results of 
Nelson, allows us to answer the above mentioned question: the lattice 
of generalized varieties of commutative semigroups whose cyclic groups 
admit a uniform bound is countable and has no infinite descending 
chains. 

In the final sections, we use the results of [2] relating generalized 
varieties to pseudovarieties of finite semigroups to give some conse­
quences of the previous theory. In the course of this, we discover that the 
lattice«^(Nil) with a maximum adjoined is isomorphic to the lattice @(^V), 
thus showing that the missing factor «^(Nil) in Nelson's results is con­
structed from the somewhat simpler lattice J£(Jf). Still, J^VT) is im­
mensely complicated (cf. [8] ). 

This work was produced during the author's visit to Simon Fraser 
University. I wish to thank my host, Prof. N. Reilly, for bringing these 
questions to my attention and for many helpful discussions. 

2. Preliminaries on varieties. Let 

X = {x,y, z, . . .,xl9yl9 zx, . . . } 

be a denumerable set of distinct variables. Let X° denote the free 
commutative semigroup on X. An element v e Xa will be referred to as a 
word in the commuting variables from X\ its content c(v) is the set of 
variables occurring in v. An identity of commutative semigroups is a pair 
of words (v, w) G Xa X Xa which we write in the form v = w. The identity 
v = w is said to be trivial if it holds in Xa, i.e., v and w are the same 
element of Xa. 

If if is a class of commutative semigroups and 2 is a set of identities, 
then by if \= 2 we mean that every semigroup in ^satisfies every identity 
in 2 ; when this fails, we write if \£ 2 . 

[2] = [S:S is a commutative semigroup and S \= 2} 

and 2 \- e means [2] 1= e. For a set of identities 2, we let 

2 r = {v = w:(w = v) G 2 } . 

Definition 2.1. Let 2 be a set of identities and let v = w be an identity. 
We write 2 —> v = w if there exists a homomorphism 

f:X° -> Xa 
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COMMUTATIVE SEMIGROUPS 21 

and an identity 

(p = q) e 2 u 2 r 

such that the word w is obtained from v by replacing an occurrence of a 
subword /O) by f(q). 

The completeness theorem for commutative semigroups may be phrased 
as follows. 

LEMMA 2.2. 2 h v = w if and only if either v = w in Xa or there exist 
words u0, wl5 . . . , um in X° such that v = u0 and um = w in X° and 

2 —> ut = ui+x for i = 0, . . . , m — 1. 

Weakening in certain directions the requirement of closure under 
products for varieties, one obtains classes of commutative semigroups that 
can still be described in terms of varieties. 

THEOREM 2.3. ( [2] ). The following statements are equivalent for a class 
H^ of semigroups. 

a) iV is closed under the formation of homomorphic images, subsemi-
groups, powers and finite products. 

b) i^is the union of some {upper) directed family of varieties. 

Definition 2.4. ( [2] ). A class ^ o f semigroups is a generalized variety if 
it satisfies the equivalent conditions of Theorem 2.3. 

The collection of all generalized varieties of semigroups forms a com­
plete lattice. The meet operation is intersection and the join of a family 
{i^'.i G / } of generalized varieties is the union of all finite joins of 
subvarieties of the iV[. 

In general we will use the notation of [1] with the main difference that 
all semigroups considered here are commutative. The following varieties 
and generalized varieties play an important role: 

Com = class of all commutative semigroups 
se = class of all abelian groups of bounded exponent 

^ o = ix = y] 
s^n = [x

n = x " + 1] for 0 < n < oo 
^ = uo^«<oo sfyn = C^ass °f a ^ commutative bounded-aperiodic 

semigroups 
Nil„ = [xn = x"y] 
Nil = Un Nil„ = class of all commutative bounded-nil semigroups 
JT = [xl...xn=yl ...yn] 
JV* = unJÇl = class of all commutative nilpotent semigroups. 
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22 JORGE ALMEIDA 

We observe that J ^ sfy, Nil and JV are not varieties. The names 
"bounded-aperiodic" and "bounded-nil" were introduced by Rhodes. A 
semigroup S is aperiodic (respectively nil) if, for all s ^ S, there exists an 
integer n (which may depend on s) such that sn = sn + x (resp. sn = 0). See 
[14] for connections between these and other concepts. Since an aperiodic 
(resp. nil) commutative semigroup which is not bounded-aperiodic (resp. 
bounded-nil) generates Com as a generalized variety, a generalized variety 
of aperiodic (resp. nil) commutative semigroups is necessarily a general­
ized variety of bounded-aperiodic (resp. bounded-nil) semigroups. We 
prefer to refer to the former rather than the latter. Also, if a commutative 
aperiodic semigroup S satisfies an identity v = w with c(v) ¥^ c(w), then S 
has a zero and, as a semigroup with zero it satisfies the identities v = 0 
and w = 0. An identity v = w which satisfies c(v) = c(w) is called regular; 
otherwise, it is called irregular. Thus, the commutative semigroups with 
zero that satisfy some nontrivial identity of the form u = 0 are precisely 
the commutative aperiodic semigroups that satisfy some irregular identity. 
We will deal interchangeably with the two interpretations. For example, 
we may write 

Nil, = [xn = 0] 

JTn = [xx...xn = 0]. 

An aperiodic variety y = [2] defined by a set 2 of irregular identities is 
said to be purely nil. The collection of all purely nil varieties is denoted 
byJSfc. 

For a class of semigroups J ^ ^ J T ) (resp ^(Jf ) ) denotes the set of all 
varieties (resp. generalized varieties) contained in X. (Jf ) denotes the 
variety of semigroups generated by X. 

The following four results are taken from [1]. 

LEMMA 2.5. Every W G ^(Com) is of the form HT = \JniTnfor some 
chain of varieties H^x ^ #^ — • • • • 

THEOREM 2.6. If' W G <g(JT)\{JT}, then (TT> e jS^Nil) and HT = 
(iT) n ^K 

COROLLARY 2.7. ^(J/1) is countable and has no infinite descending 
chains. 

THEOREM 2.8. &(s/) is uncountable and has infinite descending chains. 

It is the contrast between the two previous results that prompted the 
motivation for this work. 

For the remainder of this section, we recall some results of [12] in the 
notation of the present work. We start with some of Nelson's notation. 

Let 

e.xx . . . xn — xx . . . xn 
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be a non trivial identity in the commuting variables xt{i = 1, . . . , n). 
Let 

D(e) = greatest common divisor { \at — ft|:a, ¥= ft, 

F(e) = minfa,, ft:**, ^ ft, / = 1,. . . , n) 

TJ(p\ = I^H^P 2ft} if 2a,. * 2ft 
K } yZat + V(e) otherwise. 

For a variety y of commutative semigroups, we let 

F ( ^ ) = min{F(e):e is a nontrivial identity and i^\= e} 

where we adopt the convention min 0 = oo. We extend this definition for 
an arbitrary class J f of commutative semigroups as follows: 

VÇT) = s u p { F ( ^ ) : ^ e <£(X) }. 

Let Cnk denote the cyclic semigroup of index n and period /c, that is, 
Cn k is given by the semigroup presentation 

CnJc = (a; a" = a"+k). 

Also, let C1
 k denote Cnk with an identity adjoined, even if Cnk already 

has an identity. 

LEMMA 2.9. ( [12] ). Let e be a nontrivial identity. Then 
a) Cnk \= e if and only if U(e) ^ n and k\D(e); 
b) C{

nk N= e if and only if V(e) ^ n and k\D(e). 

The following results are derived from [12]. 

THEOREM 2.10. / / r e ^(Com)\{Com}, then 

a) ir = (ir n s/) v (ir n sfyy 
b)iT=(irr\sZ)\/(irn Nil) V sfyV{in. 

Let N0 denote the lattice of nonnegative integers under its usual 
order. 

THEOREM 2.11. The mapping 

o^(Com)\{Com} —> JSfl(Nil) X &{sf) X N0 

-r^> {-r n Nil, -rn^ v(r) ) 
is an embedding of meet semilattices. 

COROLLARY 2.12. The mapping 

^(Com) -> #(Nil) X #(j*) X (N0 U {oo} ) 

ar^ (ir n Nil, or n^ vi.nr) ) 
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24 JORGE ALMEIDA 

is an embedding of meet semilattices. 

We note that the above components J^Çsz?) and ^(stf) are easily 
described (cf. [1] ). Thus, we will deal mainly with the lattice ^(Nil). 

Definition 2.13. #^ e ^(Com) is said to be cycle-bounded if if n stf e 
O^(J^), i.e., if there is a bound to the size of the cyclic groups in #C We 
denote by ^cb the lattice of all cycle-bounded generalized varieties of 
commutative semigroups. 

As a particular case of Corollary 2.12, we have the following. 

PROPOSITION 2.14. The mapping 

&cb -> ^(Nil) X &(s/) X (N0 U {oo} ) 

->r H> (ifr n Nil, f n ^ v(iT) ) 

is an embedding of meet semilattices. 

The last result in this section is contained in a more general result first 
proved by Schwabauer [16]; Nelson [12] gave a different proof. In Section 
4 we will give yet another proof of this special case. 

PROPOSITION 2.15. J^ is a distributive lattice. 

3. Preliminaries on quasi-ordering. A reflexive and transitive relation ^ 
on a set Q is called a quasi-order (qo). We write/? = q to mean/? ^ q ^ /?, 
and p < q to mean /? ^ q $ /?, in which case we say that p strictly 
precedes q. 

A chain is a qo set for which == is the identity relation and any 
two elements are comparable. An anti-chain is a qo set in which no two 
distinct elements are comparable. 

An initial segment (resp. terminal segment) of a qo set Q is a subset 
P Q Q such that/? e P and q = p (resp. p ^ q) imply q ^ P. The set of 
all initial segments of g forms a complete sublattice of the power set &*(Q) 
which we denote by I(Q). On the power set &*(()), we consider a qo related 
to the qo of Q: 

X ^m Y if there exists fX -> 7 with q ^ / f a ) for all q <= X 

We observe that if = m denotes the equivalence relation on ^ ( 0 ) 
associated with â w , then ^(Q)/ = m is isomorphic to /((?) via the 
mapping 

P/=m i—> {#:# = /? for some/? e P } . 

By 
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we denote the set of all finite sequences of elements of the set X. If Q is a 
qo set, we qo Q<0* as follows: J ^ Kif there exists an injective increasing 
function 

/idom J —> dom K 

such that 

J (a) ^ K(f(a) ) for all a e dom / . 

THEOREM 3.1. ( [7] ). For a qo ^ Q, the following are equivalent: 
i) every nonempty subset of Q has at least one and only finitely many 

minimal elements; 
ii) I(Q) has no infinite descending chains; 

iii) Q has no infinite strictly descending chains or antichains; 
iv) every sequence of elements of Q has an ascending subsequence; 
v) if<l\> 12> • • • G (?> then ai = fy/^ ^ " ^ ' < j \ 

vi) every terminal segment of Q is of the form 

{q e Q'P = q for some p e F} 

for some finite set F. 

Definition 3.2. A qo set Q satisfying the conditions of Theorem 3.1 is 
said to be well-quasi-ordered (wqo). 

It has been observed by many authors that the notion of wqo has certain 
nice transfer properties while it fails to have other desirable properties (see 
[9] for a survey of the theory of wqo, including many references). For 
instance, a subset, a homomorphic image, a finite union or a finite product 
of wqo sets is also wqo. If Q is wqo under ^ , then it is also wqo under any 
qo which extends ^ . If Q is wqo, then Q<œ is also wqo. On the other 
hand, Q may be wqo while I(Q) is not wqo. 

Many examples of wqo sets are really built up from well-ordered sets. 
Nash-Williams found a condition on qo sets between wqo and well-
ordering which has much nicer transfer properties. We follow [10] for the 
introduction of this condition. 

If s, t Q N0, then s = t(s < t) means that s is a (proper) initial segment 
of /; s <d / means that 

s = {/0, il9...,im}9 t = {/i, . . . , / „ } 

for some 0 ^ m < n and i0 < ix < . . . < in. Let X Q N0 be an infinite 
subset. A barrier on X is a set B of finite subsets of X such that 0 £ B and 
the following two conditions hold: 

a) for every infinite subset Y of X, there exists s e B such that 
s < Y; 

b) if s, t G B and s ¥* t, then s % t. 
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26 JORGE ALMEIDA 

Definition 3.3. (Nash-Williams). Let Q be a qo set and let B be a barrier. 
A function/:B —> g is good if there exist s, t Œ B such that s <3 f and 
f(s) ^ / ( f ) . g is said to be better-quasi-ordered (bqo) if for every barrier B 
and function/:5 —> Q,f is good. 

In Section 1 of [10] the reader will find a quick presentation of some of 
the results of Nash-Williams along with some improvements. It is easy to 
show that if Q is bqo then so is every subset and every homomorphic 
image, and Q is also bqo under any extension of its order. We summarize 
some less trivial results in the following. 

THEOREM 3.4. ( [11] ). 

i) Every well-ordered set is bqo. Every bqo set is wqo. 
ii) If Ql9 . . . , Qn are bqo, then so are 

.U Qi and Qx X . . . X Qn. 

hi) If Q is bqo, then SP(Q) is also bqo under ^ m . 
iv) If Q is bqo, then so is Q<0i. 

To complete this section we introduce a construction on a qo set which 
generalizes the passage from varieties to generalized varieties. 

Let g be a set with a qo ë . A directed set in g is a subset X Q Q such 
that x, y G X implies x, y ^ z for some z G X Let D(Q) denote the set of 
all directed subsets of Q. Thus, D(Q) Q &>(Q) and we qo it by ^ m . We let 
G(Q) denote the quotient D(Q)/ = m. From the above, we conclude the 
following. 

PROPOSITION 3.5. If Q is bqo, then G(Q) is bqo. 

For a set X, \X\ denotes its cardinality. 
The following general result will be useful in the next section. A shorter 

proof based on Theorem 3.1 (vi) was communicated to me by Prof. M. 
Pouzet (see also [3] ). 

THEOREM 3.6. If Q is a wqo set, then \G(Q) \ ^ \Q\. 

Proof First, suppose that Q is finite. If X G D(Q), let z G X be such 
that x ^ z for all x G X. Then X =m {z}, and so 

\G(Q)\ ^ \Q\. 

Next, consider the case when Q is infinite and suppose that \G(Q) | = 
K > \Q\. Let 

Px = {X/^m G G(Q):{q} $mXîovsomcq G Q}. 

Note that Px excludes only the element Q/=m of G(Q). Hence \PX\ = K. 
For q G g, let 
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Exclfor) = {X/=m e G(Q):{q} $mX}, 

so that 

/>, = U (Excite):? e Q). 

Since X = X for any infinite cardinal À, there exists ql <E Q with 

lExcl^j) | = K. 

Inductively, assume that the elements q}, . . . , qn e Q have been obtained 
so as to satisfy the following conditions: 

i) lExclfaj) n ... n ExclfaJ I - /c; 

ii) {<3V+i)/=m G E x c l ^ ) n . . . n Excl(^r) for r = 1, . . . , « - 1. 

We show how to obtain qn + x so that the extended conditions (i) and (ii) 
hold. Let 

En = Excl(9l) O . . . n ExclfoJ, 

and let 

Pw + 1 = {^/=w e £„:for some ^ f t 

{q} £mXand{q}/ = m ^ En). 

Then |JEA1\P/1 + 1| ^ 1 and so, by (i) we have \Pn + \\ = K. Further, 

Pn + X = U{En n Excite):? G g, { ? } / ^ m G £„}, 

and |g | < K give 

|£„ O Excl(^ + 1)l = * 

for some g„ + 1 e Q such that 

This completes the induction step. 
Hence, there is a sequence ql9 q2,. . . G g which satisfies (ii) for all n. 

But then qi $ #• for all i < j , contradicting the assumption that Q is wqo. 
Therefore, we must have \G{Q) | ^ \Q\. 

Finally, we indicate how G is related to 9. By definition, a generalized 
variety # " of algebras from a class JT is obtained as the union of a 
directed family in ^(Jf*). Thus, we have an onto mapping 

v'.Di&ÇT) ) -> #pf) 

defined by <p(X) = U l <p is obviously order-preserving, and further it 
factors through G(-2pT) ), for 

* : * / = i-> UX 
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is well-defined. In fact, ^ is an isomorphism from G(JS?(Jf ) ) onto ^(Jf ). 
In particular, from Proposition 3.5 we obtain the following. 

PROPOSITION 3.7. Ifjfis a class of algebras and&iX) is bqo, then <g(X) 
is also bqo. 

4. Some wqo and bqo sublattices. We start by introducing some 
notation that will be useful in this and the next sections. Let w be a word 
in commuting variables from X. For x e X, let \w\x denote the number of 
occurrences of x in w. For an integer a, let 

va(w) = \{x e X:\w\x = a}\. 

Let N denote the lattice of positive integers under the usual order. For a 
positive integer r, let Mr = NQ under the following order: (ax, . . . , ar) ^ 
(èj, . . . , br) if, for / = 1, . . . , r, at = bt and bt = 0 whenever at = 0. By 
Theorem 3.4, Mr is bqo. 

The basic ideas in the following result are due to Perkins [13]. 

THEOREM 4.1. Let IT <= J^(Com)\{Com}. Then Se{T) is bqo. 

Proof, It is easy to show that i^\= xn = xn+k for some positive integers 
n, k. In the presence of this identity, all identities for members of y^can be 
reduced to identities of the form 

x"] ... xa/ = x^ ... x?' with 0 ^ ai9 ft< n + k. 

Let J(X) denote the set of all identities of this form on a countable set of 
variables X = {x}, JC2, . . . }. For e e J(X) with e:v = w, let 

e,j = \{x e *:|v|x = i , H J C = 7 } | . 

This defines an integer vector (e10, e01, e u , e2o> ô2> • • • ) e M- w n e r e 

r = (n + kf - 1. 

Conversely, for any such vector a =£ (0, 0 , . . . , 0), there is some identity 

e(a) <E J(X) from which 2 is obtained in the preceding manner. Further, 
we observe that 

a ^ b in Mr implies [e(a) ] n ^ 1= é>(6). 

Since Mr is bqo, it follows that J(X) is bqo under the relation 

ex ^ e2 iî[ex] n f \= e2. 

By Theorem 3.4, I(J{X) ) is also bqo. 
Let 2 be a closed set of identities on the set X (i.e., for any identity e on 

X, 2 h e implies e e 2) such that 

Let 
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2' = 2 n / ( * ) . 
Then J ( X ) \ 2 ' is an initial segment of J(X) and 2 is determined by 2 ' , 
namely 

2 = {e:2' U {JC* = je"**} h e}. 

Further, if 2 ] 5 2 2 are closed sets of identities such that 

2. h xn = JCW+* (/ = 1, 2), 

then 2j c 2^ implies 2 ! Q 22 . By Birkhoffs anti-isomorphic 
correspondence between the lattice of varieties and the lattice of closed 
sets of identities, it follows that J^(^) is isomorphic (as an ordered set) to 
a subset of I(J(X) ). Hence, ££(1^) is bqo by Theorem 3.4. 

COROLLARY 4.2. ( [13] ). «^(Com) has no infinite descending chains. Every 
if G j£?(Com) is of the form if = [2] for some finite set 2 of identities. 
^(Com) is countable. 

Using Proposition 3.7 and Theorem 3.6, we also deduce the following. 

COROLLARY 4.3. Let if e ^(Com)\{Com}. Then <&(if) is bqo and 
countable. 

In the next result we improve Proposition 2.15. 

THEOREM 4.4. ^ U {Nil} is a bqo complete distributive sublattice of 
JS^Nil) U {Nil}. 

Proof For X = {jcl5 x2, . . . } define the following qo on Xa\ 

v ë w ifv = 0 h w = 0 

where the relation of consequence is interpreted here for commutative 
semigroups with zero. Then, the mapping 

v:r>T * -> Xa 

(a^...9ar)\-+x^...xa
r' 

preserves order, where the order on N<a> is the one defined in Section 3. 
Further, if = denotes the equivalence relation associated with ^ , then 
every v e Xa is = -equivalent to some element in the image of «p. 

By Theorem 3.4, ^ is a bqo on X°. 
We observe that 

A = {vj = 0, v2 = 0,. . . } h w = 0 

implies 

v,- = 0 h H' = 0 for some /. 

For, by the analogue of Lemma 2.2 for commutative semigroups with zero, 
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h w = 0 if and only if w has some subword z which can be obtained from vi 

by substitution (i.e., z = f{vt) for some homomorphism/:Xa —» X°). 
Let 

Z = {v = 0:v G X°} 

and let C denote the collection of all subsets 2 of Z such that 2 h w = 0 
implies (w = 0) G 2 . If 2 G C, then 

2 ' = {v G X°: (v = 0) e 2} 

is a terminal segment of X°. Conversely, every terminal segment P of X° is 
of the form P = 2 ' , namely with 

2 = {v = 0:v G P } G C. 

Also, if 2 c Z and wx = w2 is a nontrivial identity, then 2 h wx = w2 if 
and only if 

2 h Wj = 0 = w2. 

Hence, the closure of 2 G C under h is obtained by taking 

2 u {v = w:v, w G 2'} U {all trivial identities}. 

Let D be the set of all closures under h of sets 2 G C. Then, by 
Birkhoff s theorem the set Z), ordered by inclusion, is anti-isomorphic to 
the set JS .̂ Further, D is isomorphic to C under the mapping 

2 h^ 2 n Z. 

Finally, by the above C is anti-isomorphic to I(X°)\{X°} via the 
mapping 

2 \-> j r \ 2 r . 

Hence 

J^ U {Nil} - / (JT) 

as ordered sets; in particular, J^ is bqo by Theorem 3.4. Since I(X°) is a 
complete sublattice of éP(Xa), it follows that<^ U {Nil} is also a complete 
distributive lattice. 

We denote by % the set of all generalized varieties W = Vni^ with 
^ G i { for all n. These are called purely nil generalized varieties. With 
this terminology, it is now an easy matter to establish the following. 

COROLLARY 4.5. % is a countable bqo complete distributive sublattice of 
^(Com). 

For JS^/T) we are not yet able to establish bqo. Meanwhile, we can 
prove wqo. 

THEOREM 4.6. SPÇV) is wqo. 
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Proof. Suppose f̂, ^ , . . . are varieties i n i ^ / T ) such that / <j implies 
Vf 2 ^ Then, for each z > 1 there is some identity ut = vz such that 
7^ £ w, = v- but yf 1= ut = v,-. 

It is easy to show that *T e jS^yT) implies y e -S%^) for some n. So, 
let 

^ N ^ . . . * „ = 0. 

Since yj" & ut• = vi9 x{ . . . xn = 0 \/- u • = vt and so we may assume that 
\ut\ < n. We may then assume that 

c(ut) Q {xl5 . . .,xn_l} for all /'. 

Since there are only finitely many words of length less than n in the 
commuting variables xl9 . . . , x„_ l 5 it follows that ut = u for infinitely 
many values of /', for some fixed word u. By considering a subsequence, we 
may actually assume that ut = u for all /. 

We claim that a subsequence of i^2, ^ • • • consists of varieties 
satisfying some nontrivial identity. We have 

i^\= u = vt for / > 1. 

Since *f ç JT9 if c(w) ^ c(vy), then 

yf 1= u = 0. 

Thus, we may assume that 

c(u) = c(vt) for all /. 

If { |vf-| :/ > 1} is bounded, an argument similar to the one used to obtain u 
establishes the claim. Otherwise, we may assume that |v-| > \u\. Then, since 
\u\ < n, via substitution of x for all variables in u = v,, we obtain 

1T \= xlul = xlul+k< for some kt > 0. 

Since *f c J ^ it follows that 

*f l= x|w| = 0 for all i. 

This proves the claim. 
Finally, by the claim we may use Theorem 4.1, contradicting the initial 

assumption that i^ % i^iox all / < j . Hence <S%yT) is wqo. 

A different proof of this result was communicated to me by Prof. 
R. Laver. Unfortunately, his argument also fails to give bqo of J£(JV). 

5. A description of the generalized varieties of commutative nil 
semigroups. In this section we obtain a more manageable finitary form for 
the elements of ^(Nil) than just the union of an ascending chain of nil 
varieties. 
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We start by introducing some notation. For positive integers ny a, let 

jr<p = [(xx...xn)
a = 0] 

and let JT^ = VnJT{«\ Also, let 

j/*(°) = [X = y] and ^ ( o o ) = Nil. 

For a set B of identities and positive integers /c, a, we let 

Bk,a = {^1(^1 • • -ykf = wi(y\ • • -ykf''(w\ = w2> G Bh 

wherey x , . . . ,yk are variables not occurring in any identity in B. 

PROPOSITION 5.1. IfB is a finite set of nontrivial identities and a is a 
positive integer, then 

([B] n N i l ) V ^ ( a ) = Uk[Bka] n Nil. 

We postpone the technical proof of this result until Section 6. 

THEOREM 5.2. The mapping 

fpa'Jl{Com) -> SP(Nil) 

yv>orn Nil) v ^ ( a ) 

is a homomorphism of complete meet semilattices for all a G {0, 1, 
. . . , 00}. 

Proof. If a = 0 or a = 00, the result is clear. So suppose that a is a 
positive integer. 

We first claim that if i\, 1^ <= jg?(Com), then 

If either yf = Com or ^ = Com, this is obvious. Otherwise, let Bl be a 
finite set of nontrivial identities such that i^ = [B1] (cf. Corollary 4.2). 
Then, by Proposition 5.1, 

<P(>0 = uk[B'kia] n Nil (1 = l, 2). 

Hence, 

<K*Î) n <p(*9 = u w ( [ l ^ J n [2>?>a]) n Nil 

= ukJ[Bla u ^ J n Nil 

= uk[Bla u sj^J n Nil 

= ( [51 U B2] n Nil) V jV(a) by Proposition 5.1 

= <p(^ n ^ ) . 

To establish the theorem, since «^(Com) is countable, it is enough to 
show that if yj , *£,. . . e if(Com), then 
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( oo \ oo 

,-C1, V = ,0, iW)-
Since J^(Com) has no infinite descending chains by Corollary 4.2, there 
exists i0 such that 

n ir= n if = 
7 = 1 J 7 = 1 J 

Then 

oo oo / / \ 

= n <p( n lA by the first part of the proof 

- '(A ?) 

- *U 4 
This completes the proof of the theorem. 

By restriction of q>a to j£?(Nil), we obtain a lattice homomorphism, as 
stated in the following. 

THEOREM 5.3. The mapping 

^ a ^ ( N i l ) U {Nil} -» #(Nil) 

is a homomorphism of complete lattices, for all a e {0, 1, . . . , oo}. 

The generalized varieties if V Jf^ turn out to be important building 
blocks in ^(Nil). 

PROPOSITION 5.4. Let iff e #(Nil) and let S e Nil\#T 77zé>«, //zere exist 
a variety if e «^(Nil) and an integer a such that 

A proof of Proposition 5.4 will be given in Section 7. Meanwhile, we 
deduce the announced form for the elements of ^(Nil). 

THEOREM 5.5. Every Of e ^(Nil) is of the form 

7 = 1 V ' ' 
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for some integer n, some Y[,. . . , 1^n G ^(Nil) and some ax, . . . , an G 
{0, l, . . . , 00} with ax < . . . < an. 

Proof. If iV = Nil, the result is obvious. So, suppose that iV* ¥* Nil. 
Then, by Proposition 5.4 #"is an intersection of generalized varieties of 
the form f V ^ ( a ) with 

^ G J^(Nil) and a G {0, l , . . . }. 

Since «^(Nil) is countable and using Theorem 5.3, there actually exist 
varieties Y[, 1^,. . . G J?(Nil) and integers ax < a2 < . . . such that 

00 

1 = 1 ' 

But ^ c J / ^ + i ) for some «. Hence, 

i = \ l 

as desired. 

We conclude this section with a number of applications of Theorem 
5.5. 

COROLLARY 5.6. ^(Nil) is countable. 

COROLLARY 5.7. ^(Nil) has no infinite descending chains. 

Proof Let iTx 3 #^ ^ . . . be a descending chain in ^(Nil). By Theorem 
5.5 we may assume that 

nr = n M v jr^) 
n / = = 1 v 1 / 

for some f\, T2, . . . G ^(Nil) , and some ax, a2, . . . G {0, 1, . . . }, with 
ax ^ a2 = . . . . Consider 

0 0 

1 = 1 z y 

Using Theorem 5.3 and the fact that J^(Nil) has no infinite descending 
chains, we may actually assume that ax < a2 < . . . . Then, the same 
argument as in the proof of Theorem 5.5 shows that W = iVn for 
some n. 

From Proposition 2.14, we deduce the following. 

THEOREM 5.8. ^cb is a countable lattice with no infinite descending chains. 
In particular, the same is true of ^(s^fi). 

As a final consequence of Theorem 5.5, we have the following. 
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THEOREM 5.9. If if e 9ch is such that (iT) = Com, then iT con­
tains Jf. 

Proof. By Theorem 2.10 (b), it is enough to establish the result for 
W <= ^(Nil). Write TT e ^(Nil) in the form given by Theorem 5.5. If 
ax = 0, then 

(iT) ç rx # Com. 

Thus, ax > 0 giving 

JTQ j r ^ (i = i , . . . , / i ) . 

Hence, J c f : 

6. Proof of proposition 5.1. We start with a few simple observations. 

LEMMA 6.1. Let S e Nil be such that 

S \= u = v:xa^ . . . x? = jcf» . . . JC?' 

w/7/z a/9 /?• ^ 0 arcd aj < /fj. 77ze« 

5 N « / ' = 0 = v / \ 

Hence, if y is a variable not occurring in uv and s = V(u = v), //ze« 

[w = v] Pi Nil \= uf = 0 = vys. 

Proof Substituting yxx for JC1S we get 

S l= / ^ f . . . xa/ = / ' * ? ' . . . xf' = /*x? . . . xa/ 

and so 

S \= y«iv = f*u = /«i+*tfi-ai>H for all k ^ 0 

= 0 since S e Nil. 

The next result is intended to serve as motivation for what will appear 
later. 

LEMMA 6.2. a) 7/" Nil, £ TT G #(Nil), fAew TT c ^ r _ 1 > . 
b) (̂Nil) = {Nil} u u yur^X. 

0<k<oo 

Proof a) Write iT = U w ^ where ( ^ ) „ is an ascending chain of 
varieties. Then, for each n there exists a nontrivial identity un = vw such 
that 

*£ 1= w„ = vn but xr = 0 V un = 0. 

Since Wn e JS^Nil), it follows from Lemma 6.1 that 

^ *= " « / = 0 for some k < r, 
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and so 

i^n c ^ T ^ _ 1 ) for big enough m„. 

b) This is an easy consequence of (a). 

LEMMA 6.3. Let B be a set of identities such that 

[B] Hsfy t= xr = x r + 1 . 

Then 

[Bkj n J# N= y ^ , . . . ^ r = x r + l ( j , . . . ^ y . 

Proa/". Since Cr+]l G j ^ but C r+1 j ^ xr = x/"fl, we have 

c r + u « [5]. 

Therefore, J^Wj = vv2) = r for some identity (wx = w2) ^ B by Lemma 
2.9 (a). Thus, we can obtain xr = xr+s for some s > 0 from Wj = w2 by 
substituting some power of JC for each variable in wx = w2 and multiplying 
both sides of the resulting identity by an appropriate power of x. Then, the 
same operations show that 

w}(yx . . .yk)
a = w2(y} . . .yk)

a h xr(yx . . .ykf 

= x^(y]...ykf 

and this implies the lemma. 

LEMMA 6.4. Let w e {xl9 JC2, . . . }
a 0«d /ef a be a positive integer. Let 

m ^ \w\/a and, for an integer k, let n = n(k) = m + k. Then 

w = 0 h « = v and (yx . . . yn)
a = 0 h u = v 

/m/?/v 

w(vj . . . y k ) a = 0 h w = v. 

Proof We may assume that u = v is nontrivial. Then 

H> = 0 h t t = 0 = v and 

(yv...yn)
a = 0 h w = 0 = v, 

so that each of w and v admits a subword of the form w(y} . . . yk)
a, with 

appropriate substitutions for the variables in this word. Hence 

w(yx . . .ykf = 0 h w = 0 = v. 

LEMMA 6.5. Le/ w, = w2 be an identity in the commuting variables 
{xi. x2. . . }. r = V(wx = w2). a a positive integer and 

m = — ( \w\ 4- r). 
a 
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For an integer k, let n = m 4- &. Le/ u = v be an identity of the form 
w\z = w2z where the identity w\ = W2 is obtained from wx = w2 by replacing 
every occurrence of each variable xt by a term tt, and 

Z G {X], X2, • • • }a . 

Suppose further that 

(yx...yn)
a = 0\- u = v. 

a) If\tt | > 1 for some i0 such that \w^\ ¥^ \wi\x •> tnen 
0 'o 'o 

ki(ji • • -yky = ^i(y\ • • -ykf] n Ni\\= u = o = v. 
b) If\tt\ = 1 for all i such that |vV]|x ^ \w2\x., then 

w\(y\ • • -ykf = w2(y\ • • -ykf ^ u = v. 

Proof, a) Assuming the type of substitution indicated, 

wxy
r = 0 = w2y

r h « = 0 = v. 

Thus, the result follows from Lemmas 6.1 and 6.4, namely 

k i ( ^ i • • -ykf = n2(y\ • • -ykf] n N i l *= ^ i • • - ^ ) V 

= 0 = ^ . . . ^ / h « = 0 = v. 

b) In this case, we can write u = v, in the form w"z' = w2z' where 
w'{ = W2 is obtained from u^ = w2 by a variable for variable substitution 
and 

Z' G {*!, X2, . . . } a . 

In particular, 

{yx...ykf = Q[- z' = 0. 

Combining a substitution which gives a subword of z' from ( j^ . . .y^f 
and a substitution which yields w" = H>2 from xvx = H>2, we deduce that 

wx(yx . . .>'A)a = w2(y\ • • ->'A)a I" < * ' = " £ ' . 

Notation for Lemma 6.6 ««J Proposition 6.7. Let 5 be a finite set of 
nontrivial identities. Let 

r = max{F(é>):e ^ 2*}, 

/ = max{ |w|:(w = v) Œ B U Br for some v}, 

and let 

[B] njxft^ xq = xq+\ 

For D Ç 5 , let 
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m{D) = 2 r-X(e)V(e)l + 2 r - ( \wY\ + \w2\ ) 1 

+ T-(/ + r) 1 
a 

where Tal denotes the least integer not less than a and x(^) denotes the 
number of variables appearing in the identity e. We fix positive integers k 
and a, and let n = m(B) + k. 

LEMMA 6.6. Le/ w0, wl9 . . . , u e {XX, x2, . . . } a and let e0, . . . , e x e i? 

6e such that 

^ l / / ' = 0 = w2l-/' b̂ wz = ul + x 

where et\wXi = w2/ tfftd sz = F(ez) (/ = 0, . . . , p — 1). If 

(yx...y„)a = 0\- uo = 0, 

then 

(yx...ynT = 0 h u, = 0 (i = 0 , . . . , / > ) , 

n' = T-(/ + r) 1 + k. 
a 

Proof First, we observe that the hypotheses imply that each identity et is 
regular, i.e., st > 0. Write 

ut = w\^zi9 ul + x = w'liz\zl 

where w'u = w2- is obtained from wu = w2i by a variable for variable 
substitution, 

c(z[) ç c{w'u\ c(zt) n c(w\i) = 0 and 

/•• = O ^ ' z , = 0 (z = 0 , . . . , /> - 1). 

Let 

Hy. - w(i5\{eZo, elV . . . , et] ) + k 

where /0 = 0 and ij is defined below. 
Then 

(>>,... j> J " = 0h z0 = 0, 

since \z'0\ < xC^oH)- Further, no identity e with V(e) ^ ^0 has the capacity 
to change the exponents in z0 since 
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/ o = 0 ^ z 0 = 0. 

Hence, if ix is the least index for which st < s0 but s- = s0 for 0 < j < ix, 
then 

( j , . . . j „ / = 0 h z, = 0 f o r 0 g y < i , . 

More generally, let 0 = z0, ix, . . . , /A be indices such that L+x is the least 
index for which st < st. but sp i^ ^ for iJ ^ p < /y + 1, and sp i^ ^ for 

h = P = P ~ l-LQi lh + \ = P-
Inductively, we assume that 

(yi---ynj_xT = OH zp = o f o r P < / / , 
where y > 0. Then 

since 

(>>, . . .yn._)a = 0 h «,-_,= 0 and k;.| < x ^ . K -

Also, no ep with / ^ p < / + 1 has the capacity to change the exponents in 
ztj. Hence 

(^i . . .^ . )°° = 0 h zp = 0 for p <iJ + x. 

By induction, and since nf ^ « for ally, we obtain 

O V - J V ) " = oh «,. = 0 (i = o,...,p)9 

as desired. 

PROPOSITION 6.7. 7/* 

^ u {^ = 0} h u = v and 

(yx...yn)
a = 0 h u = v, 

then 

[Bka] n Nil 1= ti = v. 

Proof. We assume that u = v is a nontrivial identity, so that 

( j , . . . 7 „ ) a = 0 h W = 0 = v 

and there exist words w0, w1?. . . , w and identities e0, . . . , e' x e 5 U 
{y7 = 0} such that, as words, u = u0 and v = up, and et —» w, = ui+x 

(cf. Lemma 2.2). Again, let st = V(et) and et:wXi = w2i. If for all /, 

wu/i = 0 \hut = 0 or w 2 l / ' = 0 l / w m = 0, 

then the result follows from Lemmas 6.6 and 6.5 (b). Otherwise, let ix and 
i2 be respectively the first and last steps for which the previous hypothesis 
fails. Then, by Lemma 6.6, 
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(*) (y{ . . .yn,)
a = 0 h Uj: = 0 for j = 0, . . . , ix and y = i2, . . . , /> , 

so that, by Lemma 6.5 (b), one step ut = w/ + 1 at a time, we obtain 

Bk,a I" W0 = U\ = • ' • = ",V "i2 = • • • = V 

Now, 

wu/'< = 0 h U(| = 0, w2,/<; = 0 h «/2 = 0 

(or xq = 0 h wz = 0 in case ^ is xq = 0) and (*). Hence, by Lemmas 6.1, 
6.3 and 6.4, 

[ ^ J ONill= W l l . ( ^ . . . ^ ) V . = 0 

= W2«2(^l---^)V , '2I" "i, = ° = ",y 

Hence 

[ 5 M ] n Nil 1= w0 = ux = . . . = ŵ  = M-2 = . . . = iip, 

and so 

[Bka] n Nil 1= u = v, 

as claimed. 

From Proposition 6.7 it is easy to deduce Proposition 5.1. Here, we 
prove a special case. 

COROLLARY 6.8. 

a) [w = 0 ] V ^ ( a ) = U [w(yx...ynf = 0] 

b) [w, = w 2 ] V ^ a » = U [wx(yx...ynf 

= w 2 0v . .7„ ) a ] n Nil. 

Proof, (a) is a particular case of (b). For (b), we first observe that the left 
side is clearly contained in the right side. For the reverse inclusion, we use 
Proposition 6.7 with B = [w} = w2}: 

My\...yk)
a = H ^ . . . ^ ) * ] n Nil 

ç ( [ W l =W2] n N i i ) V ^ 

where n(k) = n is given by Proposition 6.7. 

7. Proof of proposition 5.4. Let TT G #(Nil) and S e N i l \ # ? 
Let ^ = U w ^ , the union of an ascending chain of varieties (cf. Lemma 

2.5). Then, for each n there exists an identity un = vn such that 

if" \= u= v„ but S bfc w„ = v„. 
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Since S e Nil, there exists m such that S \= xm = 0, and we may assume 
that 

x
m = 0 \t un = 0 for all n. 

Note that for every nx < n2 < . . . , 

se u [un = v j n Nil 2 #: 

We then proceed to find an appropriate subsequence of (un = vn)n. First, 
we may assume that all identities in this sequence are of the form un = 0 
or they are all regular. 

a) Suppose that S £ Un[un = 0]^ iK Since xm = 0 V- un = 0 for all /i, 
we can represent each word un by a vector en G Mm_j whose kl 

coordinate is va(un) (cf. Section 4). Then en ^ el implies un = 0 h w7 = 0. 
Hence, we may assume that for all n, un = 0 h ww + 1 = 0, for this can be 
achieved by considering a subsequence (since Mm_x is wqo). 

Let a be the maximum exponent for which 

{v\un):n = 1 , 2 , . . . } 

is unbounded (if {va(un):n = 1, 2 , . . . } is bounded for all a, then 

S £ [u = 0] D if" for some word u, 

and we are done). We may assume that va(un) < va(un + x) for all n and that 
X = vp(un) is independent of n for each p > a. Let 

w = (x u . . . *i \ a + 1) a • • • (xm_a_xx . . . xm_a_x ,\m_)m • 

Then 

U K = 0] = U [W(y{ .. .y„f = 0] = [w = 0] V^ ( a > 

by Corollary 6.8 (a). Thus, we are done in case the identities un = vn are all 
of the form un = 0. 

b) Suppose now that the identities un = vn are all regular. Since 

we have V(un = vn) < m and so we may assume that 

V(un = vn) = r for all n. 

With the notation used in (a), we may also assume that en ^ en + x for 
all n. 

Suppose first that the set {maximum exponent in vn\n = 1, 2 , . . . } is 
unbounded. In this case, suppose that n is such that for all /' > 0, 

uj = 0 Vun+i = 0. 

Then vp(un+) is independent of y ^ 0, for all p ^ r. Also, any variable 
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which appears in w . • with exponent less than r, must appear in vw+ • with 
the same exponent. Hence, for big enough z, 

u n + i = 0 H Vw + J- = 0 

and so, 

K+i = v«+,-l n N i l N "n+i = °-
Thus, we may replace the identities MW+Z- = vn+i by unjri = 0 and use (a). 
Therefore, we may assume that 

uny
r = 0 V unJri = 0 for all n and / > 0. 

Then, for each «, 

uny
r = 0 h MW+|. = 0 = vn+l 

for some big enough i. It follows that 

U [un = vn] Pi Nil = U [uny
r = 0] for some ^ < n2 < . . 

and this again reduces the proof to case (a). 
Hence we may assume that, for all n, there is no variable in un = vn with 

exponent greater than N. Now, represent each identity un = vn by a vector 
/„ e M/ J V + 1A2_ 1 in which the (/, y)th coordinate is 

| {xilwj^ = / and IvJ^ = y } | . 

Then, fn ^ / ; implies un = vn \- ut = vt Also, we may assume that 
fn = /« + i for all «. 

Let a (resp. ft) be the maximum exponent for which 

K(«„):/i = 1, 2 , . . . } 

(resp. {^(v^):« = 1, 2, . . . } ) is unbounded. Note that, since the identities 
un = vn are regular, if one of these numbers a, /? exists, then so does the 
other. Also, if neither a nor /? exist, then 

S <£ [u = v] n Nil 3 iT 

for some regular identity u = v, and we are done. Thus, we consider 
the remaining case in which both a and ft exist. We observe that either 
r > a, /? or r ^ a, /?, e.g., a < r < /? is ruled out by the definition of r and 
the assumption that the identities un = vn are regular. 

Let Wj (resp. w2) be the sub word of un (resp. v„) formed by the factors 
xp

t where xt is a variable appearing in un (resp. vn) with exponent p > a 
(resp. p > /?). We may assume that these words Wj and w2 are independent 
of «. We separate two subcases. 

b.l) r > «, /?. Then a = ft. Also 

w« = vn^ w\(y\ • • -ykf = ^2(^1 • • • A ) a 

for big enough fc and 
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w\(y\ • • -yd" = wi(y\ • • -ytf i- un = v„ 

for big enough n. 

Hence 

u [un = vj n Nil = y K C j v ^ f 
n k 

= wiiyi-.-y/cf] n N i l 

= ( [Wl = w2] n Nil) v <yr(a) 

by Corollary 6.8 (b). 
b.2) a, fi ^ r. As in (b.l), we obtain 

u K = vj n Nil = y [Wl(^!.. .ykT = o = u ^ . . . ^ / ] 

= y K O v ^ ) " = 0]) n (y [w2(^ .. . ^ / = 0]) 

= ( [W] = o] v ^r ( a )) n ( [w2 = o] v jir^) 
where the last line uses Corollary 6.8 (a). 

This completes the proof of Proposition 5.4. 

To help to understand the previous proof, we indicate the following. 

Examples. 

u 
n 

[*V(*> ; . . .z„)V . . . / „ ) 

= *V(*. • • • z n ) \ h . . .?„)] n Nil 

= ( [ J C V = x 3 / ] n Nil) V Jf^. 

u 
n 

[*4(>>,. • •yn)\zx. • • z„ft 

= x\yx . • •yn)(z\ • • • zjt2] n Nil 

= [x4 = l 0] V Jf0). 

u 
n 

[x\yx • • •yjz\h • ••'„) 

= x\\yx • ••ynfih. . . . / „ ) ] n Nil 

= (lx4 = o] v ^r(3)) n ( [ * y = 0] V J^). 

8. Pseudovarieties of commutative semigroups. 

Definition 8.1. ( [6] ). A class i^oi finite semigroups is a pseudovariety if 
it is closed under the formation of homomorphic images, subsemigroups 
and finite products. 
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The basic link between pseudovarieties and varieties is described in the 
following. 

THEOREM 8.2. ( [2] ). A class 'Voffinite semigroups is a pseudovariety if 
and only if it consists of the finite members of some generalized variety. 

This section is dedicated to the translation of some of the results on 
^(Com) to finite commutative semigroups via the previous theorem. The 
simplification that appears when we restrict our attention to finite 
semigroups is due mainly to the following. 

PROPOSITION 8.3. ( [5], Proposition III.9.2). Let S be a finite semigroup 
with n elements and let E be the set of all idempotents in S. Then Sn = SES. 
In particular, every finite nil semigroup is nilpotent. 

77 

For a class Jf of semigroups, we denote by J f the class of all finite 
semigroups in X. By Proposition 8.3, we have NilF = JfF. ^bpf ) 
denotes the collection of all pseudovarieties of semigroups from J f If 
J f <E ^(Com), using Theorem 8.2 it is easy to show that the mapping 
W h-> iVF defines a lattice homomorphism from ^(JT) onto ^b(Jf). 
Essentially because of Lemma 2.9 (b), the assignment VF(iTF) = V(iT) 
defines a function on ^b(Com). 

LEMMA 8.4. Ifr<= j£?(Nil), then r= (rF). 

Proof. Suppose that i^F satisfies an identity e in the variables 
* ! , . . . , xm. Let S e y^and sx, . . ., sm e S. The subsemigroup T of S 
generated by sh . . . , sm is nil and so it is finite. Thus T e if and T \= e. 
It follows that the substitution of st for xt (i = 1, . . . , m) in e gives a valid 
equality in T. Hence S \= e and so if 1= e. This proves the lemma. 

PROPOSITION 8.5. The mapping 

vuS?(Nil) -» @o(Jf)\{jrF} 

if\-+ ifF 

is a lattice isomorphism. 

Proof. <p is injective by the lemma. <p clearly preserves the meet 
operation. By Theorem 8.2, for each Z e ^o(jf)\{jfF} there is some 
Hf e <g(JT)\{jr} such that HfF = Z. By Theorem 2.6, <TT> e j^(Nil) 
and Of = <TT> n Jf. By Proposition 8.3 (iT)F c Jf. Hence, {Hf)F = Z, 
proving that <p is surjective. So, <p is a semilattice isomorphism. It follows 
that <p is a lattice isomorphism. 

Remark. It is not hard to give a direct proof that if Z G &4{Jf)\{Jf } 
then (Z)F = Z using the observations that a finitely generated 
commutative nil semigroup is finite and (Z) e J^(Nil). 
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THEOREM 8.6. The lattices JSP(Nil) U {Nil}, 9{JT) and @o(jr) are all 
isomorphic. 

Proof. Let 

^ ( N i l ) U {Nil} -> &(JT) 

wv-* ar n jr 

and 

Then 0 o \p is a lattice isomorphism by Proposition 8.5. Since \p is onto by 
Theorem 2.6, it follows that both xp and 0 are bijections. Obviously i// and 0 
preserve order. Hence \p and 6 are lattice isomorphisms. 

We now state a version of Theorem 2.10 and Corollary 2.12 for 
pseudovarieties. 

THEOREM 8.7. The mapping 

^ ( C o m ) -> (Jg^NU) U {Nil} ) X 0>4stf) X (N0 U {oo} ) 

z M> ( <z n Nil), z n J ^ J^(Z) ) 

w a« embedding of meet semilattices. Further, 

z = (z n J*O V (z n Nil) v J^£ F (Z) . 

We also observe that <g(stf) ~ ^ > ( J ^ ) via the mapping if \-+ Wl\ 
so that the "unknown" part in the product of Theorem 8.7 is only 
«^(Nil) U {Nil}. 

A pseudovariety Z is said to be proper if (Z)F ¥= Z. From Theorem 8.7 
one easily deduces the following. 

COROLLARY 8.8. A pseudovariety Z e ^b(Com) is proper if and only if 
either Z contains Jf or Z contains a proper pseudovariety of abelian 
groups. 

Remark. Although no Z G éPoÇÀf)\{JfF} is proper, (Z) is not 
necessarily nilpotent. In fact, by a result of [1], (Z) Q Jfii and only if 
[x

2 = of n JT £ Z. 

9. Final remarks and questions. None of the mappings considered in 
Theorem 2.11, Corollary 2.12, Proposition 2.14 and Theorem 8.7 are 
lattice homomorphisms. For instance, 

https://doi.org/10.4153/CJM-1986-002-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1986-002-x


46 JORGE ALMEIDA 

( [x
2y = x/9 x

4 = 0] V [X2 = X3] ) O Nil £ 

( [x2^ = x/9 x4 = 0] n Nil) V ( [x2 = x3] n Nil) 

for the left side is [x2yz = 0] while the right side is [x2y = xy2, x4 = 0]. 
Nevertheless, since JŜ  is distributive and the second and third components 
of those mappings are well-behaved in general, the restrictions to J^, %, 
&cb n % and ^ o = {i^F:i^ e ^0} are lattice homomorphisms. 

Since oS?(j3/) is isomorphic to the lattice of positive integers under 
division, it follows from Theorem 2.11, Corollary 2.12 and Theorem 8.7 
that the unknown order components of ^(Com), ^(Com) and ^b(Com) are 
respectively JS?(Nil), ^(Nil) and J^(Nil). By Theorem 8.6, as long as the 
operation Q h-> G(Q) of Section 3 is sufficiently understood, it is enough 
to study the order properties of the lattice JSf(^T). For example, iî J^ÇA^) is 
bqo, then so are j£?(Nil) and ^(Nil). 

Thus, the lattice J?(J^) plays a central role in J^(Com). Burris and 
Nelson [4] showed that <£(JV) does not satisfy any special lattice identities 
(see also [8] ). On the other hand, Jg^T) = \JnSe(JQ is the union of an 
ascending chain of finite lattices. Also, we showed in Theorem 4.6 that 
££(JT} is wqo. According to Nash-Williams, every wqo that "occurs in 
nature" should be bqo. Corollaries 4.3, 4.5, 5.6 and 5.7 are all consistent 
with J^yT) bqo. Thus, we conjecture that J^^T) is bqo. If this turns out to 
be the case, we conclude that, "modulo groups", j£?(Com), ^(Com) and 
^b(Com) are also bqo. 

We wish to further call the attention of algebraists to the existence of 
the theory of wqo. With this in mind, we give a simple application of our 
results. Many others of the same type could be indicated. 

Following [5], we say that a semigroup S divides a semigroup T and 
write S < T if S is a homomorphic image of a subsemigroup of T. 

THEOREM 9.1. Let £fbe an infinite set of finite commutative semigroups, 
all of which satisfy some nontrivial identity in commuting variables. Then, 
there exist distinct S, T G S? and an integer n such that S < Tn. 

Proof. Since Sf satisfies some nontrivial identity, (S?) ¥= Com. By 
Corollary 4.3 and Theorem 8.2, it follows that 0b( {&) ) is bqo. To 
conclude the proof, apply this observation to the pseudovarieties 
generated by each S e «9? 

Results such as Theorem 9.1 lead to numerous questions concern­
ing certain classes of commutative semigroups under various qo. For 
X ç Com, let HX, SSf and PyJf denote respectively the classes of all 
homomorphic images, subsemigroups and finite products of members of 
X Let ^ b e a pseudovariety such that (S?) Ç Com. Then, Theorem 9.1 
says that Sf is bqo under the qo R ^v T if R <E HSPy{r}. What can be 
said for the qo R % 7 if R e HS{T} (i.e., R < T)l What about the even 
weaker orderings R ^Q T if R e H{T}, or R ^E T if up to isomorphism 
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R G S{T}1 The search for an affirmative answer for a special class of 
semilattices (trees) under the embeddability order ^E is in part 
responsible for the work that led to the development of the theory of wqo. 
For related results see, e.g., [10]. 

Note. In a recent communication to the conference Graphs and Order 
(Banff, Canada, May 1984) we showed that most of the indicated relations 
are not wqo on even very restrictive classes of commutative semigroups. 
For instance, finite semilattices are not wqo by ^D. Again in contrast, 
positive results are obtained fairly trivially when attention is restricted to 
classes of abelian groups. 
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