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Abstract  This research deals with properties of polynomial regular functions, which were introduced
in a recent study concerning Wiman—Valiron theory in the unit disc. The relation of polynomial regular
functions to a number of function classes is investigated. Of particular interest is the connection to the
growth class G, which is closely associated with the theory of linear differential equations with analytic
coefficients in the unit disc. If the coefficients are polynomial regular functions, then it turns out that
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1. Introduction and notation

Let H(D) be the set of all analytic functions in the unit disc D, and let ag,...,ar €
H(D). According to a unit disc counterpart [18] of the classical theorem of Wittich, the
coefficients ag(z), ..., ar—1(z) then belong to the Korenblum space A~ [23] if and only
if all solutions f of

B a1 () %D+t ar(2)f +ao(z)f =0 (1.1)

belong to H(D), and are of finite M-order in the sense that

. log™ log™ M(r, f)
o = limsu
m(f) r~>1*p “log(1—1)
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The existing literature contains several papers refining the above result. One possible
approach is to assume that a; € G, for j =0,...,k — 1, where the growth class G, for
a > 0 consists of functions g € H(D) such that

: log M (r, g)

limsup ————= =«

r—1- log(]- - 71)
(see [9] and the references therein). Note that A™>° = (J,,,Ga- It has been proved in [9]
that the M-orders for solutions f of (1.1) can be restricted to certain intervals determined
by the growth parameters ;. To the best of our knowledge, determining whether there
is a finite list for possible M-orders is still an open problem. This is in contrast to the
corresponding plane case, where a finite set of rational numbers, containing all possible
orders of solutions, can be obtained from simple arithmetic with the degrees of the
polynomial coefficients ag(z),...,ar—1(2) [17].

Meanwhile, a strong version of Wiman—Valiron theory, valid for functions analytic
in the unit disc D, was recently developed by Fenton et al. [13,14]. The strength of
the upgraded Wiman—Valiron theory was demonstrated in [13] by finding the possible
M-orders of growth for solutions of

f"+ar(2)f +ao(z)f =0, (1.2)

where the coefficients ag(z) and a;(z) are a-polynomial regular functions. For a > 0,
a function g € H(D) is called a-polynomial regular, and we write that g € P, if there
exists a set F' C [0,1) of positive lower density such that

. loglg(z)]
m —FFF 7=
2|1~ —log(1 — |2])
|z|eF

For a measurable set E C [0, 1), the upper and lower densities are defined as

d(E) = lim sup M and d(F) = liminf M

1 1—r 11— 1—r 7

respectively, where m(F') is the Lebesgue measure of F'. The classes P, were introduced
in [13], where P, is shown to be non-empty for every a > 0.

Our first objective is to study how P, is related to other function classes. Referring
to the discussion above, the first obvious question is how G, and P, are related to each
other. We show that P, C g, N G4, where g, consists of functions h € H(ID) satisfying

Jim ing 208 M ()

r—1- —log(l—r)
We then proceed to show that, just as polynomials are dense in the set of entire functions,
Py is dense in H (D) for every « > 0. Finally, we investigate the distribution and clustering
of a-points of functions in P,. Our results and their proofs make use of the fact that
functions in P, are (strongly) annular.

Our second objective is to find the possible M-orders for solutions of (1.1) under the

assumption that a; € P, for j = 0,...,k — 1. This completes the result in [13] related
to the solutions of (1.2).
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2. Properties of a-polynomial regular functions

2.1. Comparison with other function classes and spaces

A function g € H(D) is called annular if there exists a sequence {J,,} of Jordan curves
in D such that

(i) each J, lies in the interior of J, 1,
(ii) min{|z|: z € J,} = 17 as n — oo,
(iii) min{|g(2)|: z € Jp} — 00 as n — .

If there exists an increasing sequence {r,} C [0,1) such that (i)—(iii) hold when
Jn ={z: |z| = rn}, then g is called strongly annular. We denote the class of such func-
tions by S. In particular, if g € P, and if F' is the associated set of positive lower density,
then a sequence {r,} C F' can be found such that lim,,_,cc L(7y, g) = 0o, where L(r, g) is
the minimum modulus of g on |z| = r. This yields P, C S for every a > 0. The following
result complements this elementary observation.

Theorem 2.1. We have P, C g, NG, for every a > 0.

The proof of Theorem 2.1 involves dealing with exceptional sets and uses the following
lemma, which gives an extension of a result of Bank [2, Lemma C] when the exceptional
set F is of positive upper density.

Lemma A (Heittokangas [19, Lemma 2]). Let g(r) and h(r) be monotone increas-
ing real-valued functions on [0,1) such that g(r) < h(r) for every r € [0,1)\ E,

where d(E) < 1. There then exist constants b € (0,1) and ro € [0,1) such that
g(r) < h(1 —b(1 —7)) for all v € [rg,1).

Lemma 2.2. Let g(r) be a monotone increasing real-valued function on [0,1). Sup-
pose that there exist a constant o > 0 and a set F' C [0,1) with d(F) > 0 such that
g(r) = (—a+o(1))log(l —r) as r — 1~ through F. Then,

g(r) — _
r—1- —log(1 —7r)
Proof. Define E = [0,1) \ F. By the additivity of the Lebesgue measure on disjoint

sets, we have that

Lol D) _m((EN[r1)UFENL)  mEN[L)) N m(FNir1))
1—r 1—r 1—r 1—r '

Since d(F') > 0, we get that

lim inf <1 - m(Em[”))) >0,

r—1- 1—r7r

that is, d(E) < 1. Let ¢ € (0, min{1,a}). By the assumption we find an R € [0,1) such
that
(—a+e)log(l—7r)<g(r) < (—a—¢e)log(l—r), re€FNIR,1).
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By Lemma A there exist constants b € (0,1) and rg € [0,1) such that

g(1 =b(1 =)
—eg o .
a—Eex —10g(1—7") y TE [TOal)v (2 1)
and
HmsupL <a-+e. (2.2)

r—1= IOg(l - T)
We may let ¢ — 07 in (2.2). As for (2.1), we observe that

1 1 1 1

1 =log——— —log— > (1 —¢)log ——

08T, Tl gy ~loey > (1-e)losga—o
for all r sufficiently close to 1. Hence, (2.1) yields

1 1-05(1- 1 t
(a —e)(1 —¢) < liminf 08 9( (1=r) zliminfﬂ,
r—1-  —logb(l —r) t—1- —log(l —1t)

where we may let € — 07. The assertion is now proved. (I

Proof of Theorem 2.1. Let o > 0, let f € P,, and let F C [0,1) be the set of
positive lower density related to f. We have that log |f(2)| = (—a + o(1))log(1 — |z]) as
|z| = 1~ through F'. This clearly implies that

logM(r, f) = (—a+o0(1))log(l—7r), r—17, reF.
By Lemma 2.2 we have that

log M (r, f)

= 2.
r—1- —log(1l —7) “ (23)

which yields the result. O

Let NV denote the Nevanlinna class (functions of bounded characteristic in the unit
disc). For p > 0 and ¢ > —1, the weighted Bergman space A? consists of functions
g € H(D) such that

[ lo@Pra sy dm(z) < .
D

where dm(z) is the standard Euclidean area measure. In [27] it is shown that every
AP = AP space contains strongly annular functions, while the classical Hardy spaces do
not. Correspondingly, we ask whether there are any a-polynomial regular functions in N
or in AP. Since every function g € N has finite radial limits almost everywhere on 9D,
and since oo is the only possible radial limit (or even asymptotic value; see §2.4) for
a function g € P,, we conclude that N' NP, = @ for every a > 0. Functions in the
weighted Bergman spaces, however, need not have radial limits. It follows quite easily by
Theorem 2.1 that P, C AP, provided that a < (¢ +1)/p.

https://doi.org/10.1017/50013091514000017 Published online by Cambridge University Press


https://doi.org/10.1017/S0013091514000017

On a-polynomial reqular functions, with applications to ODEs 409

2.2. Topological properties

The topology on H(D) is that of uniform convergence on compact subsets of D [8,
pp. 142-148] induced by the metric

df.0) = 322 " min{Lmax 1)~ (=)} 1.0 € HD)

where K,, = {z: |z] <1—1/n}. Note that d(f,g) <> .- ,27" =1 for any f,g € H(D).
Theorem 2.3 shows that a-polynomial regular functions are dense in (D). This is by no

means a surprise, since
Poa CSNga NG, (2.4)

and § is residual in H(D) in the sense of category [5,7,21].
Theorem 2.3. Let o > 0, and let f € H(D). There then exists a sequence {gi} of
functions in P, such that d(f,gx) — 0 as k — oo.

Proof. Let € € (0,1) be a constant. We may write f(z) = >~ janz". Choose N € N
such that N > log,(3/¢), so that

i €
Yo o2r=2Nc< 3 (2.5)
n=N+1
Then choose v = v(e) € N large enough such that
> €
Y. lanlle" < 5. z€ Ky, (2.6)
n=v+1
where, as above, Ky = {z € D: 2] < 1 — 1/N}. Next, let b(z) = Y02 ;A*"2*" | where A

is a large positive integer. It is known that b € P, (see [13] and Example 2.9). But, in
fact, slightly more than this is shown in [13]. Indeed, following [13, pp. 143-144], let

rm=1—D\" and r,=1-DX"",
where
D =log((A*—1)/5) and D’ = (A—1)""log(6)\*).

Depending on the constant a > 0, the integer A should be chosen large enough such that
the intervals [r,,, 7] are pairwise disjoint. Define F' = |J,_, [rp, r},]. The reasoning in [13]
then shows that d(F) > (D — D")/(D'(A —1)) > 0 and (see (48) and the subsequent
displayed equation in [13]) that

Crl+oM)(1 = |2))7* < [b(2)] < Co(L+o()(1 = [2)7%, |zl € F, (2.7)

where C; = %D'O‘e’D and Cy = %Do‘e’Dl. (We remark that there is a typographical
mistake in the line after [13, (48)]: it should read D’ < 6 < D.) Choose p = pu(e) € N
large enough that

S AN < % 2 e Ky. (2.8)
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Define g, = P + Ry, where

k 00
Pr(z) = Z anz" and Ry(z) = Z Ao AT
n=0 n=k+2

Choose Ny = max{v, u}. It follows by (2.6) and (2.8) that if k£ > Ng, then

() = u(2)] < 1£() = Pule) | + | Ru(2)] < =

. zeKy.
30 FEAN

Since K1 C Ko C--- C Ky C ---, we have, by (2.5), that

N 00
d(f,gr) = 22_” min{l,zrél?(x |f(2) —gk(z)|} + Z 27" <e, k= No.
n=1 " n=N+1

It suffices to prove that gy € P,. Define F,, = U, [rn,7,], so that F; = F. The

n=m

calculation in [13, (49)] shows that d(F,,) = d(F) > 0 for every fixed m € N. Moreover,
reminiscent of (2.7), for every k we can find an integer mo = mg(a, A, k) such that

Ci(1+0(1) (1 = 2)™ < |R(2)| < Co(l+0(1)) (L = [2)™,  [2] € Fi,.

Since Py is a polynomial and, hence, in H, it is now clear that g; € P,. O

2.3. Asymptotic properties

In the following, N(r, f,a) stands for the integrated counting function of the a-points
of f. Furthermore, g(r) ~ h(r) means that g(r)/h(r) = 1lasr — 1.

Theorem 2.4. Let o > 0 and let f € P,. Then

T(r, f) ~logM(r, f) ~ N(r, f,a) ~ alog (2.9)

1—r
for every a € C.

Proof. The asymptotic property log M(r, f) ~ —alog(l — r) was already proved
in (2.3). Let F' C [0,1) be the set of positive lower density associated with f. From the
definition of the P,-class we obtain that

log L(r, f) = (1 +0(1))log M(r, f), r— 17, r€F. (2.10)

By Jensen’s theorem, it follows that

1 2 0
N0 = 5 [ ogl ) a0 +0(0),

where the last term depends on the behaviour of f at z = 0. Since N(r, f,0) is increasing
in r, the asymptotic relation N (r, f,0) ~ —alog(1—r) follows from (2.10) and Lemma 2.2.
The asymptotic relation for N(r, f, a), where a € C\ {0}, is proved similarly by consider-
ing an auxiliary function g(z) = f(z) — a. Evidently, g € P, and N(r, f,a) = N(r,g,0).

Since f is analytic, we have that log L(r, f) < T'(r, f) = m(r, f) < log M (r, f) for all
r € [0,1). Finally, since T'(r, f) is an increasing function of r, we have, by Lemma 2.2,
that T'(r, f) ~ —alog(l —r). O
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Since the asymptotic behaviour of N(r, f,a) for f € P, is known, we can deduce
bounds for the non-integrated counting function.

Corollary 2.5. Let a € C, let a > 0, and let f € P,. Then

1 1
= 1
e =of Lo 1)

and
limsupn(r, f,a)(1 —r) > a. (2.11)
r—1-
Proof. Theorem 2.4 shows that N(r, f,a) = (—a + o(1))log(1 — r) as r — 1~. Since
n(r, f,a) is an increasing function of r, a standard calculation gives us that

(14r)/2 (1) /2
(ot fy =2 g [ e [

= 2(N<1;T,f,a> N(r,f,a)) o(log 1ir>

as r — 17. Assume, contrary to (2.11), that there exist R € [0,1) and € > 0 such that
n(r, f,a) < (a —¢)/(1 —r) for all € [R, 1). Consequently, we have that
"n(t, f,a)

N(r, f,a) </R fdt+0(1) < (a—¢€)log

1
1

which contradicts (2.9) as r — 17. The claim follows. O

2.4. Distribution and clustering of a-points

The only possible asymptotic value for a function f € P, is co. Hence, every f € P,
has infinitely many a-points for any a € C; see [6, Property 3.2] for a proof based on
the minimum modulus theorem and on the fact that P, C S. Note also that this can
be deduced from Theorem 2.4, since N(r, f,a) is unbounded for all a € C. In particular,
there are no universal zero divisors in P,. This means that if the zeros of a function
f € P, are divided out, the resulting function does not belong to P,. Moreover, the
sequence {z,(a)} of a-points of f € P, cannot satisfy the Blaschke condition

Y (1= l|za(a)]) < o0
n=1

for any a € C, since f is an annular function [4, p. 23]. Again, Theorem 2.4 gives an
alternative proof, since N(r, f,a) is unbounded for all a € C. Note that if f € P,, then
f e AP = Af for p € (0,1/«), and, hence, all a-points of f on one ray emanating from
the origin constitute a Blaschke sequence [12, p. 116-117]. Simple modification of the
proof shows that the same is true for all a-points in any disc D(¢,1 — [¢|) where ( € D
and || > 1/2.
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Lemma B gives a detailed treatment of the convergence of the Blaschke sum for
a-points, and it is based on the fact that the exact asymptotic growth of N(r, f, a)
is known for f € P,. The statement is a trivial modification of the original result in [25].
Indeed, if 7 is the function in Lemma B, then

R ! R
7' (x) / 1 R 1
dz= [ —dz——— +— 2.12)
) e (
for all R > 1, where 2/7(x) = O(1) as © — co. Consequently, both integrals in (2.12)
either converge or diverge as R — oc.

Lemma B (Peldez and Réattya [25, Lemma 3.9]). Suppose that R € [0,00).
Let a > 0, let f € P,, and let z,(a) be the sequence of a-points of f. Furthermore,
let 7: [R,00) — [0,00) be an increasing function such that x = O(7(x)) and 7'(x) =
O(7(x) + 1) as x — oco. Then

L — |zn(a)|

> 1 . S
/R Tx)dx<oo if and only if ;T(log(eR/(l—\zn(a)D))<OO'

By choosing R = 1 and 7(z) = 2!'*°, ¢ > 0, in Lemma B, we deduce the result
in [12, p. 95] for polynomial regular functions. In contrast, 7(x) = x implies divergence.
Even more precise statements can be made. For example, if R = e and 7(z) = z(log z)*¢,
€ > 0, then

i 1—|zn(a)]
2 Tog(er /(1= Jon(@)]) (log log(ee/ (1 = Jon(@) )12

converges. The choice 7(x) = xlogx shows that (2.13) diverges for € = 0.

For a function f € H(D) and for a € C, let z(f,a) C D denote the set of a-points of f,
and let 2/(f,a) C 9D be the limit points of z(f,a). Note that z(f,a) may, in general,
be a finite set or even an empty set, while, if z(f,a) contains infinitely many points,
2'(f,a) £ 0. If 2/(f,a) # OD, then a is called a singular value for f. We denote the set of
all singular values for f by S(f).

If f €S, then the set S(f) is at most countable [6, Theorem 4.4]. The same is clearly
true for f € P,. If S C C is a non-empty and at most countable set, then there exists
a function f € S such that S(f) = S by the construction in [24]. The next natural
question is whether this is true for f € P,. We note that, for every a € C, the lacunary
series b(z) given in the proof of Theorem 2.3 has infinitely many a-points in every sector
01 < argz < 63 by [15, p. 1], and hence S(b) = 0. Next, we show that functions in P,
do not have singular values.

(2.13)

Theorem 2.6. Let o > 0, and let f € P,. Then S(f) = 0.

Proof. It is clear by Theorem 2.1 that f satisfies the Hornblower condition

1
/ logT log™ M(r, f)dr < oo.
0
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Hence, f belongs to the MacLane class, which means that f has asymptotic values at
each point of a dense subset of 9D. The assertion then follows by either [6, Theorem 1.1]
or [1, pp. 340-341]. |
2.5. Derivatives

In general, the derivative of an annular function need not be annular [3]. However,
differentiation behaves more regularly in the class g, N G,.

Lemma 2.7. Let a > 0. We have [ € g, N Gy if and only if ' € goy1 N Gay1. In
particular, f € A~ if and only if f' € A™°.

The proof of Lemma 2.7 is a simple modification of [11, Theorem 5.5], relying on
Cauchy’s formula for derivatives and on the inequality

F(re®)] < [£(0)] + / |/ (s¢'%)] ds,
0

valid for every f € H(D). The details are omitted.
Theorem 2.1 and Lemma 2.7 lead us to study how differentiation is reflected in the
P.-classes.

Theorem 2.8. Let o > 0. Then f € P, if and only if f' € Pyy1.

We rely on recent developments of Wiman—Valiron theory [13,14]. Assume that
f(z) =30° yanz™ is analytic in D. The maximum term is defined as

p(r) = p(r, f) = maxan|r",

n=0

while the central index, denoted by v(r) = v(r, f), is the largest integer n for which the
maximum is attained.

Proof of Theorem 2.8. Suppose first that f € P,. The proof of [13, Theorem 2]
then shows that

1F' @)= L+ oM)v(DIf () = (1 +o()v(|z)M(|z], £), |2l =17, [2| € F, (2.14)

where F' C [0,1) is of positive lower density. We note that the right-hand side of (2.14)
is independent of arg(z), and so we obtain that

M(r,f')y=Q+o1)v(r)M(r,f), r—1", rekF.
Hence, (2.14) gives us that

[f'(2)] = (L+o(1)M(|z], f), |2l =17, |z[ € F. (2.15)
Moreover, [22, (1.5.6)] and the trivial inequality p(r) < M (r, f) yield

lim sup log v/(r)

< 2.16
D o= 1) (2.16)
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Applying Theorem 2.4 and (2.16) in (2.14), we conclude that
log|f'(2)] < (—a—1+0(1))log(1 —|2]), |z]| =17, |z| € F. (2.17)
Suppose that there exists an € > 0 such that
log|f'(2)] < (—a—1+¢)log(l —|z]), |2| =17, |z| € F.
By (2.15) this would imply that
log M(|z], f') < (—a—1+¢/2)log(1 — |z|), |2| =17, |2| € F.

Noting that E = [0,1) \ F satisfies d(E) < 1, an application of Lemma A gives us
/' € Goy1. However, the assumption that f € P, yields f € G, by Theorem 2.1, and so
" € Goy1 by Lemma 2.7, which is a contradiction. Hence, the equality in (2.17) holds,
giving us f € Pot1.

Conversely, suppose that f' € P,y1. The first equality in (2.14) then gives us that

M(J2l, ) = (1+ oDl |5 > 17, |2l € F,
where F' C [0,1) is of positive lower density. Theorem 2.4 and (2.16) now imply that
(—a+o(1))log(1 — |2]) <log|f(2), [2] =17, [2] € F. (2.18)
Suppose that there exists an € > 0 such that
(—a—e)log(1 — |2]) <log|f(2)], |s| =17, |+ € F.
This gives us that
(—a—¢e)log(l—7r) <logM(r,f), r—17, rekF.

An application of Lemma A and the fact that log(1 —r) = (14 0(1))log(1 — s(r)), where
s(r) =1—="5b(1 —r), results in f & go. However, the assumption that f’ € P,y yields
/' € gas1 by Theorem 2.1, and so f € g, by Lemma 2.7, which is a contradiction. Hence,
the equality in (2.18) holds, giving us f € P,. O

2.6. Examples of a-polynomial regular functions
Examples of P,-functions in the literature are given in terms of lacunary series.

Example 2.9. Let b(z) = Z;‘;P))\ajz)‘j, where o > 0 and ) is a large positive integer.
It is known that b € P, [13]. For similar computations without reference to exceptional
sets of positive lower densities, see [26, Proposition 5.4] and [29, Theorem 2.1.1].

Let o > 0 and define f(z) = b(z) +1log (1/(1 — z)). Then f € P,, but, of course, f is
far from being lacunary, since log (1/(1 — 2)) = Z;il(l/])zj

The study of the geometric distribution of zeros is very difficult if the point of departure
is a function given in series form. The following example is concerned with an analytic
function having regularly spaced zeros in the unit disc, and the starting point is now an
infinite product (see [16,20, 25]).
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Example 2.10. Let 0 < a < oo and let a = 2%, and define

i 1+ az?"

for all z € D. The product in (2.19) defines an analytic function in D, since the functions
F}. are bounded in D, and

> N 2 a+1
F -1 < - — - <
;;|A@ | (a a>§:1—a*sz 1— 12|

k=1

converges uniformly on compact subsets of D (see [28, Theorem 15.4]). Evidently, f has
equally spaced zeros in D, which are exactly the solutions of 1+ az?" =0 for k € N. The
following discussion, which is given in two parts, proves that f € P,,.

(1) We prove that f satisfies

o)
(1= lz)’

Set r, =e~2 " for n € N, and note that

FICIIES zeD. (2.20)

n+j

’ H 1—|—a—1z2"” '

By using the triangle inequality for the pseudo-hyperbolic metric [12, p. 39] and the fact
that (14 ax)/(1+ a~'z) is increasing in z, we obtain that

oz
1,2k
pale 1+a 1z

|f(z)| = (2.21)

14+ a2 a=t 42" a4z 2mt 1+ a(l/e)Qj (2.22)
| =q - - < - .
14 a-1z2"" 14+a-1z2"" T4+a 122" ~ 1+a1(1/e)?
assuming that |z| < r, and j,n > 1. Now (2.22) yields
= 1+4a22""” = 14a(1/e)?
= | < g =A< Fsmonzt @23)
j=1 =1
So, using (2.21), (2.23) and the inequality e”* > 1 — z, > 0, we obtain that
Il 1——rn) ;2| <, m> 1 (2.24)

Now let |z| > 1/+/e be given and fix n € N such that r,, < |z| < 7p41. Then, (2.24) and
the inequality 1 — 2 < e™® < 1— 1z, 2 €[0,1], give that

oy __om

TS T e S Tl
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(2) We consider the lower bound for the minimum modulus of f in aset |z| € F C [0,1),

where
oo

F o= | J[am 790/ q=6/90/2)
n=1

We aim to prove that for values |z| € F' this lower bound agrees with the upper bound
n (2.20). Note that the lower density of F' is strictly positive, and, in particular,

o g B/e/2mTh) =7/ (/2m )
dF) > g, 1—a=6/30/27) =570

by L’Hopital’s rule for sequences. Let z € F' be fixed. It follows that there exists n € N
such that a=7/8 < |z\2n < a~5/8. Evidently,

gnti g\ 2 1 1
< < — —
o < () < g <
for all j € N, and, hence, by [12, p. 39],
14 a2 a=1l 42" i |z\2n+j 1— a|z|2n+j (2.25)
— | =a . - = =, .
1+a-122"" 1+ a-122"" 1—a 1z 1 —a 122"

Since the function (1 — az)/(1 — a~'x) is decreasing in z, we deduce from (2.25) that

oo

II

Jj=1

on+i

1+ az

s 1—a(a _5/8)
>JHll_a p—— - =B € (0,00). (2.26)

In view of (2.21), we aim to prove that

n -1 ,2 n -1 ,2
a " +z _on a "tz
T a1 = H o i > Bya", Bs € (0,00). (2.27)
k=1 k=1
Since a=! < |2|*" < |2|?" for all k = 1,...,n, and the function (z — a=1)/(1 — a~'a) is
increasing in x, we obtain that
nol gl + Z2"‘ n |Z|2k g1 n a—(7/8)(1/2nik) —q !
— =]l :
kl;[l T+a=122" |7 LT —a 122 7 2L 1—a-la=(/8)0/27H)

To prove (2.27), we recall the inequalities logz < x — 1 and 1 — e~ < z, and conclude
that

no /8 /2n ) L 1 N g8/ ’“>>

(H 1 — a—lg-(7/8)(1/2nF ) = ©Xp (Zlog ~(7/8)( 1/2nfk) ]

k=1
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where

Nl &N 1— g maah
;IOg TR g1 S (1+a™")) a— (/) (A/2m=F) _ -1

k=1

<0(1) Z(l — o~ (/8/2))

<0(1)Z§

< 00.

<

Combining (2.21), (2.26) and (2.27) yields | f(z)| = B1Bza™ > C(1 — |z|)~ for |z] € F,
where C' € (0,00) is a constant. This estimate, together with (1), proves that f € P,.

Remark 2.11. Let f be the function in Example 2.10. We consider the asymp-
totic growths of the counting functions n(r, f,0) and N(r, f,0). The zero set of f is
the union of the zero sets of the functions Fj. So f has exactly 2* zeros on the circle
{z€C: |z =a2"}. Clearly,

k
(a2, £,0) =327 =92k — 1),
j=1

It follows that, for all r € [0, 1), we have that

loga loga
— -2 f0) < 2—M— — 2,
ot/ 2 <" S P
where equality holds provided that r = a=2"" for some k € N. As a consequence, the
functions n(r, f,0) and (1 —r)~! are asymptotically comparable as » — 1~. Elementary
computations show that

et~ (525 + it ) o ()

~ (0‘ " logu(;((ll - r>>> o (1 - >

as 7 — 1. This estimate is in line with Theorem 2.4. As a curiosity, we note that
@) e Potp for all p € N by Theorem 2.8, which is not easy to verify directly.

In contrast to Example 2.10, note that not every infinite product having equally spaced
zeros in D is annular, and, hence, not every such product is a-polynomial regular.

Example 2.12. Following the argument in [12, p. 94], we consider

flz) =] —2zm),

k=1
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assuming that {n;} is an increasing sequence of positive integers. This function f is ana-
lytic in D (see Example 2.10). It has n;, equally spaced zeros on the circle of radius 2~/
and it satisfies the growth condition

lf(2)] < H(l—i—?r""‘) < exp (ZZT"’“>. (2.28)
k=1 k=1

The right-hand side of (2.28) can be made to grow arbitrarily slowly as » — 1~. However,
since the zeros of f do not satisfy the Blaschke condition, f cannot be bounded. On the
other hand, f is bounded on the positive real axis, which shows that f ¢ P, for any a > 0.

3. Possible M-orders for solutions

We proceed to construct a finite ordered list of possible non-zero M-orders 31, 32,..., 05
for solutions of (1.1) such that

ﬂ1>62>"'>/6p>0. (3.1)

To this end, note that one of the main tools used in [17] is Wiman—Valiron theory, which
is now available in D [13]. We modify the reasoning in [17] by replacing the polynomial
coefficients with a; € P,; for j = 0,...,k — 1, and by taking advantage of [13]. For
notational convenience, set a;(z) =1 and ay = 0, and write ay € P,

To begin with, let s; € {0,...,k — 1} be the smallest index satisfying
Qs a;

= 1. 3.2
k—s1 oglgngiz(—lk—j> (3:2)

If s1 cannot be found, then all solutions f of (1.1) satisfy o (f) = 0 by Theorem 2.1
and [10, Theorem 1.4]. If s; exists, we define further indices s,, recursively as follows.

For a given s,,, m > 1, let s;,41 € {0,..., S, — 1} be the smallest index satisfying
Qs . — Qg i —a
ZSm41  TSmo max M > 1. (33)
Sm — Sm+1 0<j<sm—=1 Sy — ]

Eventually this process will stop, yielding a finite list of indices s1,. .., s, such that p < k
and
51> 89>+ >5, 2 0.

Finally, we define the possible non-zero M-orders as

where so =k and a5, = ap = 0.
Theorem 3.1. Suppose that a; € Py, for j =0,...,k—1.
(a) If f is a solution of (1.1), then on(f) € {0, B1,...,0p}
(b) If sy > 1 and p > 2, then the inequalities (3.1) are valid.

(¢) If s1 = 0, then all non-trivial solutions f of (1.1) satisfy oa(f) = ao/k — 1.
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We note that Theorem 3.1(a) is proved in [13] in the case k = 2. Regarding (b), if
s1 = 1 and p = 1, we obtain, by (a), (3.2) and (3.4), that any solution f of (1.1) satisfies

_ Q5
UM(f)6{0’61}_{070<I}121§—1k—] 1}
We remark that the statement (b) is equivalent to [9, Lemma 2.4 (i)], and, hence, its
proof is omitted. The statement (c) has been added for completeness, as it is just a
special case of [10, Corollary 1.5] by means of Theorem 2.1. Thus, it suffices to prove (a)
for arbitrary k > 2.

Proof of Theorem 3.1 (a). Let f be a solution of (1.1). As 0 is one of the possible
M-orders, we may suppose that op(f) > 0. Let v(r) = v(r, f) be the central index of f.
By [13, Theorem 1], we have that

f9O®) v(¢hY
70 —(1+0(1))( c ), qgeN, (3.5)

as |¢| — 1~ outside a certain exceptional set E C [0,1). If FF C [0,1) is any set with
d(F) > 0, then [13, Corollary 1] shows that there exists a sequence {(,}, with |{,| — 1~
and |, | € F\ E, such that

log v(|¢nl)
n—oo —log(1 — [Cnl)

and that (3.5) holds for ¢ = (,.
Dividing (1.1) by f and making use of (3.5) and (3.6) together with the definition of the
P.-class, we obtain an algebraic equation where the right-hand side is equal to 0 and the

= O']V[(f) +1, (36)

left-hand side contains terms whose moduli on the circles |z| = |(,| are asymptotically
equal to the expressions

1 J(onm (f)+1)+aj+o(1)
() , J=0,...,k, (3.7)

1_‘Cn|

where ay, = 0. Note that ops(f) < 1 by Theorem 2.1 and [10, Theorem 1.4], while (3.1)
holds by Theorem 3.1 (b). Our aim is to show that, if oar(f) ¢ {0, 51,..., By}, precisely
one term in (3.7) is dominant. Evidently, this leads to a contradiction, and hence o (f) €
{B1,...,Bp}. Consequently, we consider two separate cases, which are parallel to those
in [17, pp. 1230-1232).

Case 1. (11 < om(f) < B; for some j € {1,...,p — 1}. On the one hand, by (3.3)
we obtain that

Qg . — Qg ar — Qg
orr(f) 41> Bjg +1= Jomn ~ %o o MT sy gy

= 9
Sj — Sj+1 Sj —t

or, equivalently,
silom(f) +1) +as; > tlom(f) +1) + (3.8)
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for all 0 < ¢ < s;. On the other hand, by [9, (6.7)] with obvious modifications in notation,
we have that

aSj - a8j71 < aSj — Oy

UM(f)+1<ﬁj—|—1= , 8 <t<k,

. O g )
Sj—1—8; — 5

which proves that (3.8) holds for all s; < t < k. We deduce that the term with the
exponent s;(oar(f) + 1) + as, in (3.7) is dominant.

Case 2. oy(f) < Bp. On the one hand, as in Case 1, [9, (6.7)] yields

splop(f) +1) +as, > tlom(f) +1) + o (3.9)
for all s, < t < k. On the other hand, the construction of the sequence si,...,s,
guarantees that

Qy — as,,

p §1<1+O'ju(f), O<t<8p,
-
which proves that (3.9) holds for all 0 < ¢ < s,. We deduce that the term with the
exponent s,(oa(f) +1) 4, in (3.7) is dominant.
By Cases 1 and 2, we conclude that oy (f) € {61, .., 5y}, and we are done. a
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