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1. Introduction

We consider the cosine functional equation (see [1, 2, 3])

(1) FOYS(x+y)+f(x—p)) = 2f(x)f(»),

where f(z) is an entire function of a complex variable z and x, y are complex vari-
ables.

It is clear that the only entire solution of (1) is @ cos bz where a, b are ar-
bitrary complex constants.

In Section 2 we shall prove the following

THEOREM 1. If f(z) is an entire function of a complex variable z, then (1)
implies the following functional equation (2) with some g:

@) LFO)P(SCe+ ) + 1 (e =p)I?) = 201 x)*If )
+2|g(x)*1g(»)1%,
where g(z) is an entire function of a complex variable z. W
In Section 3 we shall prove a converse of Theorem 1, i.e., the following

THEOREM 2. If f(2), g(z) are entire functions of a complex variable z, then (2)
implies (1). '
To this end we shall use the following
THEOREM A. If f(2), g(2), h(z), k(z) are entire functions of a complex variable
z and satisfy | f(2)|* +9(z)|* = |h(2)|*> +|k(2)|* in |z| < + 00, then there exists a
unitary matrix (; g) such that '
h(z) = of (z)+ Bg(z)
k(z) = yf(z)+04(z)
in|z| < +co, where o, B, v, & are complex constants.

Proor. See [4, 5].
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COROLLARY OF THEOREM A. If f(2), g(z), h(z), k(z) are entire functions of z
and satisfy | £ (2)* +1g' )P = W (@) +1K )P in [2] < + oo andif £(0) = 9(0) =
h(0) = k(0) = 0, then |f(z)*+19(z)I* = |h(z)*+|k(2)* in |z] < + 0.

ProoOF. By the hypothesis and by Theorem A there exists a unitary matrix
G4
y & such that
®3) h(z) = of '(z)+Bg'(2)
4) k'(z) = of'(z)+4g'(2)
in|z| < + o0, where a, f3, y, d are complex constants.
By (3), (4) and by f(0) = g(0) = #(0) = k(0) = O we have
5) h(z) = af (z)+ Bg(2)
(6) k(z) = 1f(z)+0g(z).

Since (a0 f/y d) is a unitary matrix, by (5), (6) the Corollary is proved.
By Theorems 1,2 we have the following

THEOREM 3. The only system of entire solutions of (2) is f(z) = a cos bz,
g(z) = aexp (i0) sin bz where a, b are arbitrary complex consiants and 0 is an ar-
bitrary real constant.

Proor. It is clear from Theorems 1, 2.

2. Proof of Theorem 1

We may assume that f(z) £ const. Otherwise the proof is clear.
Differentiating both sides of (1) twice with respect to y and putting y = 0, we

have
(™) FO)"(x) = f"(0)f (x)-
Differentiating both sides of (1) with respect to x and then with respect to y,
we have -
®) FONS"(x+y)—f"(x=1)) = 2" (x)f' (7).

We can deduce that f”'(0) # 0. Otherwise, by (1), (7) f(z) is a complex con-
stant, contradicting the assumption that f(z) % const.
By (7), (8) we have

x —f(x=y)) = 10 "(x)f'
) FO(Sf(x+y)=f(x-y) 2f,,(0)f( '(p)-

(1), (9) and the parallelogram identity |a+b|*>+|a—b|* = 2|a|*+2|b|*(a, b com-
plex) yield that
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(10)  1SOPS G+ +1 =)
f(0)

= 2B +2 77(0)

By (10) we see that (1) implies (2) with g(z) = NT (0)[f”"(0) f'(z) which is
an entire function of a complex variable z. Q.ED.

2

LF 'GP )12

3. Proof of Theorem 2

Upon putting x = y = 01in (2), we see that
(11) 9(0) = 0.

We next take Laplacians 8%/0s% +8%/0t* of both sides of (2) with respect to
y = s+it (s, t real) and obtain

SO (x+2)1* +4lf (x=y)I*)
= B/ ()1f ()I* +8lg(x)*lg’ (I,

or
(12) LSO)(f (e +2)12 +1f (x=)?)
= 2|/ O +29()lg ()1,

since, by [6], 4|f1* = 4|f'|>.

When x is arbitrarily fixed, f(0)(f(x+y)—Sf(x)), fO)f(x—y)—f(x)),
V2FGNSf(»)—£(0)), /29(x)g(y) are entire functions with

(SO x+2)=f(x))y=0 = (SONS(x—»)—f(x)))=0
= W2/ G) = O)y=0 = (29(x)9(»))y=0 = 0

(by (11)). Moreover, by (12) we have in |y] < + o0

2

2 (SOUS(x+9)~S ()
y

"+ | 2 100G~
y

2

- | 2 VHEI0)~FO)
y

. } 2 (V29
y

Hence, by Corollary of Theorem A we have in |y| < + 0
(13) SO +9)—f G +1/(x =)~ (®))
= 2l f(xX)*1f (7)) +21g(x)*lg(¥)I*.

Subtracting (13) from (2) and using the identity |a—b|* = |a|*>+[b]*—
2Re (ab), we see that

(14)  1£(O) Re ((f(x+»)+/(x=2))f (%)) = 21/ (¥)> Re (f (7)1 (0)).
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We may assume that f(0) # 0. Otherwise the proof is clear. Hence, by the
continuity of f there exists a neighborhood V of the origin where f(x) # 0.
So, by (14) we have in V and for every complex y

1 1 .
(15) Re (m (F(x+9)+f (x =)~ 2 @f(w) o0,

Since f(z) is an entire function of a complex variable z, by (15) we have in
V and for every complex y

1 1
(16) ij)(f(X+y)+f(x—y))-2f—(—0)

where C is a compiex constant.
Upon putting y = 0 in (16), we see that

@17) C=0.
By (16), (17) and by the Identity Theorem we have (1). Q.E.D.

fy)=¢
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