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AN APPLICATION OF SEPARATE CONVERGENCE FOR 
CONTINUED FRACTIONS TO ORTHOGONAL POLYNOMIALS 

WILLIAM B. JONES, W. J. THRON AND NANCY J. WYSHINSKI 

ABSTRACT. It is known that the n-th denominators Qn (a, (3, z) of a real J-fraction 

a\ a2a3 a4a5 

z + a2 — z + (a2+a4) - z + (a5+a6) 

where 

ax := 1, a2n := 
-(/3-a + n- \){a + n - 1) 

(0 + 2/1-2)00 + 2/1-1) ' 

-(/? - a + n){a + n - \) 
fl2*fi:=-~-^ ^ r - r f , H > 1 for/3 > a >0, 

(j3 + 2n- l)(j3 + 2n) 
form an orthogonal polynomial sequence (OPS) with respect to a distribution function 
ip(t) on R. We use separate convergence results for continued fractions to prove the 
asymptotic formula 

jfedM** (?)") 
the convergence being uniform on compact subsets of z G C. 

1. Introduction. Considerable attention has been given recently to the study of sep­
arate convergence of continued fractions 

(1. 1) fcofe) + AV„=1 T-TT = *0(Z) + T-7T _,_ 7-7T ^ TTT * ' ' , 

[5], [7], [10], [11]. The term separate convergence is used when both of the sequences 
{An(z)/rn(z)} and {Bn(z)/Tn(z)} converge, where An(z) and Bn(z) denote the n-th nu­
merator and denominator, respectively, of the continued fraction (1.1) and {Tn(z)} is 
an "easily described" sequence of functions. The restriction that the r„ can be "easily 
described" is essential since, otherwise, one could choose Tn(z) — Bn(z) and the distinc­
tion between ordinary and separate convergence would become meaningless. Clearly 
separate convergence implies ordinary convergence. One reason for the importance of 
separate convergence is that it can provide useful information on asymptotic properties 
of orthogonal polynomial sequences which occur as denominators of certain continued 
fractions. It also yields a method for representing special functions. 
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From [6, Theorem 6.1] we obtain the continued fraction representation 

(1.2a) JVn=1 — = C — — 2 ! =:g(«,/3,0 

for 

(1.2*) / 3 e C \ [ 0 , - l , - 2 , - - - ] , 

where, for n > 1, 
(1.2c) 

—(/3 - a + n - ^)(a + n — 1) —(/? - a + n)(a + « - \) 
ai ''= h ain I = (/3 + 2n-2)(/3 + 2 n - l ) ' "2n+1 I = (/3 + 2n-1)03 + 2*) ' 

The convergence in (1.2a) is uniform in £ on every compact subset of C containing no 
pole of g(a,/3,Q. The function g(a,(3,Q is analytic at £ = 0 and g(a,/3,0) = 0. The 
symbol 2^1 denotes the confluent hypergeometric function 

(1.3) 2^i(a,*;c;z):= 2^ —— -, 

which converges for \z\ < 1 and c E C\[0, —1, —2,... ]; (a)o := 1, (<z)n := a(a + l)(a + 
2) • • • (a + n — 1), n > 1. The continued fraction (1.2a) provides the analytic continuation 
of g(a,(3,Q to a larger domain in C. It is readily seen that an = — \ + O(^) so that 

1 00 

(1.4) a := lim an — — - and V 
n-00 4 n = 1 

1 
a»+4 < 00. 

We let An(a, (3, Q and #„(a, /3, Q denote the n-th numerator and denominator, respec­
tively, of the continued fraction in (1.2) and let 

(1.5) Cn(a,p,Ç) := . — 7 , Dn(a,B,Q = . — - , « > 0. 

It follows then from (1.4) and a result on separate convergence (see, e.g. [10, Coro. 3.2]) 
that the limits 

(1.6) C(a,/3,0 := lim Cn(a, ft Q and D(a, ftQ := lim D„(a,ftQ 
n—KX> n—>oo 

both exist and are analytic functions of £ for 

(1.7) C e S : = C \ [ l , o o ) . 

The convergence is uniform on all compact subsets of S. In (1.5) and subsequently y 

is chosen so that Re yj > 0. Thus in this case the "easily described" function Tn is 

/ 1 + \/\ — z\n+l 

(1.8) r „ ( z ) : = ( ^ 5) , 11 = 0,1,2, .•- . 
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Our interest here is primarily in a closely related continued fraction called a J-fraction. 
The even part [6, Sect. 2.4.2] of the regular C-fraction (1.2) is the associated continued 
fraction 

( 1 9 ) tfiC aiasC2 a4a5(
2 

l+a2C - l + (a3 + a4X - l+(a5+a6X ~ 

Applying an equivalence transformation [6, Sect. 2.3] to (1.9) and setting £ = 1/z, we 
obtain the J-fraction 

a\z a2a3 a4a5 a6a7 

a2 + z - (a3 + a4) + z - (a5 + a6)+z - (a1+a$)+z — 

We let Pn(a,(3,z) and Qn(oc,/3,z) denote the n-th numerator and denominator, respec­
tively, of (1.10). It can then be shown that 

(1.11) znPn(a,(3,z-l)=A2n(a,frz) and *»&.(<*./U"1) = B2n(a,f3,z). 

We prove (Theorems 2.8 and 2.10) that, for z G C and /3 G C \ [0, - 1 , - 2 , • • •], 

(1.12) lim (2^y-lpn(a,p, ( * ) - ) = lim (^ )" f l , f a , /3 . ( ^ H = e"«. 

When the parameters a and /? are real with (3 > a > 0, {(?«(<*,/3,0} is a sequence 
of polynomials orthogonal with respect to a distribution function ip(t) defined on (0, oo). 
Thus separate convergence for continued fractions yields asymptotic formulae for a class 
of orthogonal polynomial sequences. The case considered in this paper is related to Jacobi 
polynomials. It is precisely a special case of associated Jacobi polynomials discussed in 
the paper [4]. The parameters a, c, (3 in the paper [4] have been replaced by (3 — 2a + | , 
a — \ and — | , respectively. 

2. Separate Convergence. In this section we let a and (3 be given (fixed) complex 
numbers satisfying (1.2b). The sequences {Pn(a,f3,z)} and {Qn(a,t3,z)} are defined re­
cursively by the difference equations 

(2.1a) Pi(a,0,z) := fliz, P2(a,(3,z) := axz{z + a3 + a4\ 

(2.1b) Qi(a,P,z) := ^2 + z, 02(<*,/3,z) := z2 + (a2 + a3 + a4)z + a2a4, 

(2.1c) 

(Pn(a9/39z)\ , ^ ^ //>„_i(a,/U)\ /P»- 2 (a ,Az) \ 
• w /Q J = U + a2ii-l+02ii)L~ , ^ J ~ «2n-2«2n-l K . , . J , 

\ ô n ( a . A *) / \ôn-l(ûf, A Z)/ \Gn-2(a, /3, z ) / 

w = 3 , 4 , 5 , - - , 

where the an are defined by (1.2c). Let qnj denote coefficients defined by 

(2.2) J2^njz!:=znQn(a,^z-1), n = 0 ,1,2, . . . , 
7=0 
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THEOREM 2.1. With the an defined by (1.2c), we have that 

(2.3a) an = A + o(±). 

Thenforn — 1,2,3, • • •, andj — 1,2,3, • • -, 

(2.3b) 9Bj = l(_^y+0(n/-i). 

Our proof of Theorem 2.1 is based on several lemmas, the first of which is 

LEMMA 2.2. For each n > 1, the polynomials Pn(a,f3,z) and Qn(a,(3,z) can be 
expressed in the form 

(2.4a) Pn(a,p,z) = Zrin]zn~i and G»(a./U) = E ^ 

where 

j 

7=0 j=0 

2n-2j+2 2n-2/+4 2n -2 2n 

(2.4*) r<«:= £ „,, £ a,}_, • • • £ a,2 £ a,-,, « = 1 , 2 
(,•=£ ij-ï=ij+2 12=13+2 I ' I = I ' 2 + 2 

Lemma 2.2 can be proved by applying the Euler-Minding Formulae [8, p.9] or directly 
by an induction argument using the difference equations (2.1). 

To aid in the proof of Theorem 2.1, we introduce to notation 

2n-2j+2 2n-2j+4 2n-2 2n 

(2.5) q^:= J2 atj £
 aij-i " ' E ah E ah-

ij=ij+\+2 ij-i=ij+2 «2=13+2 *'i=*2+2 

Note that if ij+\ = 0, then q^j — qnj. Using an induction argument and equation (2.3a), 
we obtain 

LEMMA 2.3. For eachj = 1,2,3, • • •, 
(2.6) 

/ _ 1 \ y f 2n-2j+2 2n-2j+2 2n-2j+4 

^J=(^-)\(2ny-(2nriij+i-(2nr2 E «> ~ (M"3 E E V- i" 
^ [ (/=!/+1+2 ij=ij+\+2 ij-\=ij+2 

2n-2j+2 2/1-2/+4 2n -2 1 

•••- E E ••• E '2 +W- 1 ) . 
/,•=(,•+!+2 ij-.i=ij+2 i2=Ï3+2 I 

An application of the binomial theorem yields 

https://doi.org/10.4153/CMB-1992-051-0 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1992-051-0


APPLICATION OF SEPARATE CONVERGENCE 385 

LEMMA 2.4. For each] = 2,3,4, • • -, 

(21) I f (*- i)(-ir*l + (ziri = J 
\ti kf(j-k+l)\ ( /+D! (/+!)!" 

LEMMA 2.5. For eachj = 2,3,4, •••, and m = 1,2,3, •• • , ( / - 1), 

2n-2j+2 2n-2j+4 2n-2j+2m 

(2-8) £ £ ••• £ /)_m+1 
ij=ij+i+2 ij-i=ij+2 ij_m+l=ij_m+2+2 

m 
,m;m+l 

(2»r ' + < E(-ir-t+1 ̂ - ^ ^ + 1
 + ̂ ?ir+°^ (m+1)! £2 jfc!(ro-ifc+l)! ;+1 j (ro+1)! 

PROOF. By induction and Lemma 2.4. 

PROOF OF THEOREM 2.1. Applying Lemmas 2.3 and 2.5, and setting ij+\ — 0, we 
have 

qnj = ( ^ ) ((2«y - (2nr2^- - (2«y- 3(2n) 3 | (2n/7-=-!-) + 0(^1) 

= (Ty('-è-ê-'-y-r}+0^;) 

It follows from Theorem 2.1 that, for n > 1 and7 > 1, 

(2. 9A) ^ = - ( ^ ) ^ ( a . A M . 

where 

(2.%) K(<x9p,n,j) = l + o(-) as « ^ 0 0 . 

For the special case of Theorem 2.1 when a — (3 it follows from the difference equa­
tions (2.1) that 

THEOREM 2.6. For a = /3, n = 1,2,3, • • • am/7 = 1,2,3, - - -, 

-1 y /n\ (2/i - l)(2/i - 3) • • • (2n - 2/ + 1) ^=1, a«/^=(^yÇj^ 
. _ , v / v ^ . . 2 n - l ) ( a + 2 n - 2 ) - - - ( a + 2 n - j ) 
1 f—n\J , 

= Tj^"Yj7(a,a,nj), 
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where 

(2.11) 

JONES, THRON AND WYSHINSKI 

l(a,a,nj) := 
In nL.u-2^1) nL,o-¥) 

i + (9( - ) as n —• oo. 

From (2.2) and (2.3b) we obtain 

" 1 f-nzv 
^Qn(a^,z-1) = g l ( - ^ r ) K<*>P>">J)> n = 1,2,3, •• • 

2z 
This suggests replacing z by — and considering 

(2.12) ( ^ ) " e ^ a , j 3 , ( | ) " I j = i ^ 7 ( a , ^ « I A n = 1,2,3,---. 

Combining this with (2.9b), one can prove the second equality in (1.12). 

LEMMA 2.7. IfDn(a, (3, z) is defined by (7.5), then 

(2.13) lim Dn fa, (3,—) = D(a, /3,0), /or a// z G C, 

w/iere f/ie convergence is uniform in z on every compact subset ofC. 

PROOF. Let K\ denote an arbitrary compact subset of C and let K2 := [z G C : |z| < 
2z 
n 

^] . Then there exists an N\ such that — G K2 for all z G A4 and n >N\. Let e > 0 be 

given. Since by (1.6) D(a,/3,z) is a continuous function of z on A ,̂ there exists an N2 

such that 
2z> 

(2.14) D(a , /3 ,0) -D(a , /3 , -^) < - for all z G Kx and n > N2. 

Since {Dn(a,/3, w)} converges uniformly on ^2 to D(a,(3,w), there exists an N3 such 
that 

(2.15) |D(a, /3, w) - D„(a, /3, w)| < - for all w G # 2 and n > Af3. 

Combining (2.14) and (2.15) yields 

2z\ D ( a , / 3 , 0 ) - D n ( a , / 3 , - ) | < | D ( a , ^ , 0 ) - D ( a , / ? , ^ ) 

D ( a , / 3 , | ) - D n ( a , / 3 , | ) 

< C 

for all z G #i and n > max(7Vi, N2, N3). 

We can now prove 
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THEOREM 2.8. For each f3 e C \ [0, - 1 , - 2 , • • •] and z G C, 

2 ^ n ~ ( „ f2z\-u 

(2.16) £5(7) «•(**(?)) 

(2.17) 

PROOF. It is easily shown that 

'I + J / L T 
2/2+1 

lim 
n—+oo\ 

e~\ zeC. 

By (1.5), (1.6), Lemma 2.7, and the fact that Bn(a, (3,0) = 1 forn > 1,we obtain 
(2.18) 

2z> 

1 = D(a,/3,0) = lim D2n(a,l3, —) = lim —= B2n{aA2j) ^""{"'P'i) 

t^Si)2"^ 
The assertion (2.16) follows from (2.17) and (2.18) 

gn(a,(3,Q 
LEMMA 2.9. Let hn(a, f3,Q •- , where g„(a, /3, Q = „", ' „' ^ denotes 

C ' ° ™ ' Bn(a,(3,Q 
the n-th approximant of the continued fraction (1.2). Ifh(a, (3, Ç) := lim hn(a, (3, Q, then 

«—•oo 

(2.19) lim h„(a,B, —) =: h(a,p,0) = 1 

where the convergence is uniform on every compact subset ofC 

PROOF. Let K\ be an arbitrary compact subset of C and let K2 := [z : \z\ < <$] where 
8 > 0 is chosen small enough so that h(a,/3,0 is analytic on K2. Then there exists an 

2z 
N\ such that — G K2 for all z G ̂ 1 and n>N\. Let e > 0 be given. Since h(a, (3, Q is 

analytic on K2, there exists an N2 such that 

(2.20) 
2z^ 

h(a,0,O)-h(a,l3,-?) < - for all z E Ki and n > N2. 

Since {hn(a, (3, w)} converges uniformly on K2 to h(a, (3, w), there exists an N3 such that 

(2.21) \h(a, (3, w) - hn(a, /J, w)\ < - for all w G K2 and n > N3. 

Combining (2.20) and (2.21) yields 

2z\ h(a,l390) - hn(a9/3, ~)\ < |/i(a,/?,0) - *(<*,/?, ^ ) | 

fc(Œi/îi|)-^(aift|)| 

< e , 

for all z 6 #1 and n > max(A'i, N2, N3). 
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THEOREM 2.10. For all (3 e C \ [0, - 1 , - 2 , • • •] and z e C, 

(2.22) }«n(^y-lpn(a,^yl)=e-

PROOF. By (1.2), (1.6) and Lemma 2.9, 

1 = h(a,fr0)= hmh2n a:,/?, — )= hm — — - — — * -

e z e~z 

The assertion (2.22) follows. • 

3. Orthogonal Polynomial Sequences. By a well known result attributed to 
Favard (see, e.g., [2, Theorem 4.4] and [6, p. 254]) if {Vn(z)} is a sequence of poly­
nomials satisfying a system of three-term recurrence relations of the form 

(3.1a) V-i(z) := 0, V0(z) := 1, 

(3.1b) Vn(z) = (en+z)Vn-l(z)-knVn-2(z\ n = 1,2,3,.. . , 

where 

(3.1c) £neR and kn > 0, n = 1,2,3,.. . , 

then there exists a distribution function V>(0 on some (a, /?), where — oo <a<b< +oo, 
such that { Vn(z)} is an orthogonal polynomial sequence with respect to ip(t). Moreover, 
the real J-fraction 

•~ ^ k\ k2 k-x 

(3.2) - — — — — — — 
ti+z - t2+z - U+z -

corresponds at z = oo to the formal power series (fps) 
(3.3) L . = £L + f * + f * + . . . , 

z zz r 
where 

(3.4) cn := t f-xd^{t\ n= 1,2,3, 
Ja 

In this section we consider a sequence {Qn(a,P,z)} defined by the recurrence rela­
tions (2.1) and assume that 

(3.5) / 3 > a > 0 . 

Hence an < 0 for n > 2, where an is defined by ( 1.2c) and therefore {Qn(a, /3, z)} satisfies 
recurrence relations of the form (3.1) with £n = a2n-\ + <?2n £ K kn = a2n-2#2rt-i > 0, 
n > 1. Since the S-fraction (1.2a) is convergent, it follows that the Stieltjes moment 
problem for the sequence {cn} is determinate. Therefore the distribution function ip(t) 
generating the moments (3.4) is uniquely determined and is constant outside the interval 
(0, oo) [6, Theorem 9.8(A)]. Hence we have proved 

https://doi.org/10.4153/CMB-1992-051-0 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1992-051-0


APPLICATION OF SEPARATE CONVERGENCE 389 

THEOREM 3.1. Let (3 > a > 0. Then: (A) There exists a distribution function ^{t) 
on (0, oo) such that {Qn(oc, /?, z)} is an orthogonal polynomial sequence with respect to 
rl>. 

(B) {Qn(a,(3,z)} satisfies the asymptotic property 

(3.6) U m ( ^ ) n e i ^ A ( ^ ) " % ^ , zeC 
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