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Group Gradings on Associative
Algebras with Involution

Y. A. Bahturin and A. Giambruno

Abstract. In this paper we describe the group gradings by a finite abelian group G of the matrix algebra

Mn(F) over an algebraically closed field F of characteristic different from 2, which respect an involution

(involution gradings). We also describe, under somewhat heavier restrictions on the base field, all

G-gradings on all finite-dimensional involution simple algebras.

1 Introduction

In this paper we deal with associative algebras with involution ∗ over an algebraically
closed field F. Our objective is to classify all group gradings of finite-dimensional
∗-simple algebras which are involution gradings, i.e., compatible with an involu-
tion ∗. Recall that each such algebra is either simple, that is, a matrix algebra Mn

of some order n over F, or the sum of two ideals each isomorphic to the same Mn for
some n.

It should be pointed out that the involution gradings of Mn over a field F of char-
acteristic zero have been dealt with in [3]. In a recent work [4] it was pointed out that
a (silent) assumption of [3] that the elementary and fine components of a graded al-

gebra are respected by a graded involution is generally not true. Using the approach
of the present work (see Subsection 3.1 below), it became possible in [4] to suggest
a remedy to this problem. In this paper we present our original proof of the clas-
sification of involution gradings in the cases of elementary and fine gradings over

any algebraically closed field and a final result in the case of mixed gradings. The re-
striction on the characteristic of the base field is relaxed to an arbitrary characteristic
different from 2.

In the case of non-simple involution simple algebras we give a complete classifica-

tion of involution gradings in the case of algebraically closed field of characteristic 0
or coprime to the order of the grading group.

2 Definitions

Given a group G and an algebra R over a field F, we say that R is G-graded if

(2.1) R =
⊕
g∈G

Rg ,
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where each Rg is a vector space and RgRh ⊂ Rgh for all g, h ∈ G. A subspace V ⊂ R
is called graded if V =

⊕
g∈G(V ∩ Rg). A G-graded algebra without non-zero proper

graded ideals is called graded simple.
Recall that an antiautomorphism ∗ of order 2 on R is called an involution. An

involution ideal or ∗-ideal I of R is any ideal with I∗ = I and a ∗-simple or involution
simple algebra is an algebra with involution without non-zero proper ∗-ideals. It is

well known that a ∗-simple algebra can be simple or the sum of two simple ideals. In
the first case any involution ∗ of R = Mn is given by X∗

= Φ
−1t XΦ where t X is the

transpose of the matrix X and Φ is a non-degenerate symmetric or skew-symmetric
matrix. If Φ is symmetric, ∗ is said to be of transpose type and if Φ is skew-symmetric,

∗ is of symplectic type (and n = 2m is even). By applying an inner automorphism of
Mn, one can write X∗

=
t X for the transpose involution and, in the case of symplectic

involution, one can assume Φ =
(

0 I
−I 0

)
, where I is the identitiy matrix of order m.

If R is a non-simple involution algebra, not necessarily finite dimensional, then

there exist a simple algebra A such that R ∼= A ⊕ Aop where Aop is the opposite
algebra of A. The involution is then the exchange involution (x, y)∗ = (y, x) and the
product is given by (x, y)(x ′, y ′) = (xx ′, y ′y), for x, y, x ′, y ′ ∈ A.

If R is an algebra with involution ∗, an involution grading of R by a group G is a

decomposition (2.1) where (Rg)∗ = Rg .

3 Involution Gradings on Matrix Algebras

Involution gradings on the algebra Mn of n × n matrices over an algebraically closed
field of characteristic zero have been studied in [3]. The approach of that paper made
use of the connection between group gradings and group actions by automorphisms
on an algebra, which imposes restrictions on the base field of coefficients: we must

have enough many roots of degree d = |G|. Here we suggest different techniques
which allow extending the results of [3] to the case when the characteristic of the
base field is different from 2, but otherwise arbitrary. Notice that by a result of [3],
Supp R, the support of R, always generates an abelian subgroup of G. Hence, without

loss of generality, we may restrict ourselves to the case when G is an abelian group.
Let us first recall a theorem in [5] according to which any grading of R = Mn

over an algebraically closed field F can be given as follows. We have that R = A ⊗ B
where each of A and B is graded and isomorphic to a matrix algebra, say, A ∼= Mk,

B ∼= Ml, where the grading on Mk is elementary while that on Ml is fine. Now in [3]
it is proved that in the case R admits an elementary involution grading, we must
have that the k-tuple τ = (g1, . . . , gk) defining the elementary grading should satisfy
certain conditions, while the fine involution grading is always the tensor product of

several (−1)-gradings on M2. We do not give full details here because, as it turns
out, the same results also hold in the case of arbitrary fields of characteristic different
from 2, and we postpone its full formulation until a later point.

3.1 Elementary Involution Gradings

Following the argument in [7], we write the n-tuple which defines our elementary
grading as τ = (g(k1)

1 , . . . , g(km)
m ) where gi 6= g j for i 6= j, k1, . . . , km > 0. The k-tuple
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(k1, . . . , km) defines a partition of the matrices in R into blocks as follows.
Let us set

ε1 = E11 + · · · + Ek1k1
, . . . , εm = Ekm−1+1,km−1+1 + · · · + Ekmkm

,

where the Ei j ’s are the usual matrix units. Then ε1, . . . , εm form a system of pairwise
orthogonal idempotents of R with 1 = ε1 + · · · + εm. Let us set Ai = εiRεi , which

is the i-th diagonal block and let us write A = A1 ⊕ · · · ⊕ Am, which is the identity
component Re of the grading we are dealing with. By our hypothesis, A∗

= A. Let
us write the involution defined on R as X∗

= Φ
−1 t XΦ and consider the mapping

ϕ : X → Φ
−1 XΦ. Then ϕ(A) = A. Indeed, every element X in A has the form

X =
tY for some Y ∈ A. Then ϕ(X) = ϕ(tY ) = Y ∗ ∈ A.

Since ϕ is an automorphism of A we have that ϕ(Ai) = Aσ(i) for a suitable per-
mutation σ of 1, 2, . . . ,m. Let ψ be the inner automorphism of R given by conju-
gation by the permutation matrix S which permutes the blocks Ai according to σ.

Therefore the automorphism χ = ψ−1ϕ leaves every block Ai invariant χ(Ai) = Ai ,
i = 1, . . . ,m.

Now the restriction of χ to Ai is an automorphism of this matrix algebra so that
there exists a ki × ki-matrix Ti such that χ(X) = T−1

i XTi for any X ∈ Ai . If we let

T = diag(T1, . . . ,Tm), then the action of ϕ will coincide with conjugation by TS.
Thus the conjugation by Φ and TS coincide on A.

If Ψ = Φ
−1TS and Ψ = [Ψi j], then for any X = diag(X1, . . . ,Xm) ∈ A we

have XΨ = ΨX or XiΨi j = Ψi jX j for any 1 ≤ i, j ≤ m. If i = j, then XiΨii =

ΨiiXi and it follows that Ψii = λiI is a scalar matrix, for some nonzero scalar λi .
If i 6= j, then choosing Xi = Iki

and X j = 0 we immediately obtain Ψi j = 0. So
Ψ = diag(λ1Ik1

, . . . , λmIkm
) is a diagonal matrix. Since Φ = TSΨ

−1, then it follows
that Φ = [Φi j] is a block matrix such that in each column of blocks and in each row

of blocks we have exactly one nonzero block.
Being the matrix of a symmetric or skew-symmetric bilinear form, Φ is either

symmetric or skew-symmetric. This implies that Φi j = ± t
Φ ji . Since Φ also is non-

degenerate, it follows that all blocks Φi j must be square matrices. By a change of

bases in the spaces Rg , which does not change the grading, as in [7], we may assume
that

Φ = diag

(
I, . . . , I︸ ︷︷ ︸

s

,

[
0 I
I 0

]
, . . . ,

[
0 I
I 0

]

︸ ︷︷ ︸
r

)
,

where s + 2r = n, in the symmetric case and

Φ = diag

([
0 I

−I 0

]
, . . . ,

[
[r]0 I

−I 0

]

︸ ︷︷ ︸
r

)
,

where 2r = n, in the skew-symmetric case.

If we rearrange the elements of the defining m-tuple τ , we then have

τ = (g(t1)
1 , . . . , g(ts)

s , g(u1)
s+1 , g

(u1)
s+2 , . . . , g

(ur)
s+2r−1, g

(ur)
s+2r)
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in the symmetric case and τ = (g(u1)
1 , g(u1)

2 , . . . , g(ur)
2r−1, g

(ur)
2r ) in the skew symmetric

case.

In order to obtain the relations among the components of τ we let Xi j denote a
block matrix of order n whose only possible nonzero block is in the (i, j) position.
The degree of this matrix in our grading is g−1

i g j . Now if we apply the involution, the
resulting matrix should have the same grading.

Suppose first that Φ is a symmetric matrix. Direct calculations, using the explicit
form of Φ, as above, show that

X∗
i j = (t X) ji , for 1 ≤ i, j ≤ s,

X∗
i,s+2 j = (t X)s+2 j−1,i , for 1 ≤ i ≤ s, 1 ≤ j ≤ r,

X∗
s+2i,s+2 j = (t X)s+2 j−1,s+2i−1, for 1 ≤ i, j ≤ r.

Hence we deduce that g−1
i g j = g−1

j gi or g2
i = g2

j , and

g2
i = gs+2 j−1gs+2 j , gs+2i−1gs+2i = gs+2 j−1gs+2 j .

Therefore, we have the equalities:

g2
1 = · · · = g2

s = gs+1gs+2 = · · · = gs+2r−1gs+2r.

In the skew-symmetric case the calculation is quite similar, producing the equali-

ties g1g2 = · · · = g2r−1g2r.

Obviously these conditions on Φ and τ are also sufficient for the elementary grad-
ing to be an involution grading. Thus we have the following results. Recall that for

R an algebra with involution ∗, H(R, ∗) denotes the Jordan subalgebra of symmetric
elements and K(R, ∗) the Lie subalgebra of skew-symmetric elements.

Lemma 3.1 Let R = Mn be equipped with an involution ∗ defined by a symmetric

non-degenerate bilinear form. Let G be an abelian group and let R be equipped with an
elementary involution G-grading defined by an n-tuple (g1, . . . , gn). Then g2

1 = · · · =

g2
m = gm+1gm+l+1 = · · · = gm+lgm+2l for some 0 ≤ l ≤ n

2
and m + 2l = n. The

involution ∗ is defined by X∗
= (Φ−1) t XΦ where

Φ =




Im 0 0
0 0 Il

0 Il 0





with Is the s × s identity matrix. Moreover, K(R, ∗) consists of all matrices of the type




P S T

− t T A B

− t S C − t A



 ,
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where t P = −P ∈ Mm, A, t B = −B, tC = −C ∈ Ml, S,T ∈ Mm×l. Hence H(R, ∗)
consists of all matrices of the type




P S T

t T A B
t S C t A





where t P = P ∈ Mm, A, t B = B, tC = C ∈ Ml, S,T ∈ Mm×l.

The last lemma deals with the case of an elementary grading compatible with an
involution defined by a skew-symmetric non-degenerate bilinear form.

Lemma 3.2 Let R = Mn, n = 2k, be equipped with an involution ∗ defined by a skew-
symmetric non-degenerate bilinear form. Let G be an abelian group and suppose R is
equipped with an elementary involution G-grading defined by an n-tuple (g1, . . . , gn).
Then g1gk+1 = · · · = gkg2k, and the involution ∗ is defined by X∗

= (Φ−1) t XΦ where

Φ =

(
0 I

−I 0

)
,

I is the k × k identity matrix. Hence K(R, ∗) consists of all matrices of the type

(
A B
C − t A

)
, with A,B,C,∈ Mk,

t B = B,t C = C,

while H(R, ∗) consists of all matrices of the type

(
A B
C t A

)
, with A,B,C,∈ Mk,

t B = −B,t C = −C.

3.2 Fine Involution Gradings

The case of fine gradings is actually very simple. Indeed, as shown in [5], no such
grading can appear on Mn if n is divisible by the characteristic p of the base field F.
Now if such gradings do appear, this means that (n, p) = 1. But the support S of a

fine grading is always a subgroup of order n2. Now we can repeat the argument in [1]

using S because under these conditions Ŝ ∼= S. As a consequence, the following holds.

Proposition 3.3 Let F be a field of characteristic different from 2 and suppose that

R = Mn is endowed with an involution and a fine grading by a group G that are com-
patible to each other. Then R is isomorphic, as a graded algebra with involution to the
tensor product of graded involution invariant subalgebras A1 ⊗ · · · ⊗ Aq where each Ai

is isomorphic to a 2 × 2-matrix algebra from the list in Lemma 3.4 below. The grad-

ing on R is the direct product of gradings on A1, . . . ,Aq and the involution is given by
(a1⊗· · ·⊗aq)∗ = a∗1 ⊗· · ·⊗a∗q , where ai ∈ Ai . In other words, the involution is defined
by the bilinear form with matrix Φ = Φ1 ⊗ · · · ⊗Φq where Φi defines the involution of
Ai and is given in the list of Lemma 3.4.
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Lemma 3.4 Let R = M2 be endowed with an involution ∗ corresponding to a symmet-
ric or skew-symmetric non-degenerate bilinear form with matrix Φ. The (−1)-grading

of M2 is an involution grading if and only if one of the following holds:

(i) Φ is skew-symmetric,

Φ =

(
0 1

−1 0

)
, K(R, ∗) =

{(
a b
c −a

)}
, H(R, ∗) =

{(
a 0
0 a

)}
;

and (
x y
z t

)∗

=

(
t −y

−z x

)
;

(ii) Φ is symmetric,

Φ =

(
0 1
1 0

)
, K(R, ∗) =

{(
a 0
0 −a

)}
, H(R, ∗) =

{(
a b
c a

)}
;

and (
x y
z t

)∗

=

(
t y
z x

)
;

(iii) Φ is symmetric,

Φ =

(
1 0

0 1

)
, K(R, ∗) =

{(
0 b

−b 0

)}
, H(R, ∗) =

{(
a b

b c

)
;

and (
x y
z t

)∗

=

(
x z
y t

)
;

(iv) Φ is symmetric,

Φ =

(
1 0
0 −1

)
, K(R, ∗) =

{(
0 b
b 0

)}
, H(R, ∗) =

{(
a b

−b c

)}
;

and (
x y

z t

)∗

=

(
x −z

−y t

)
.

3.3 Mixed Gradings

Now suppose that R = Mn is endowed with a “mixed” involution G-grading, that

is neither elementary nor fine. We consider the decomposition R = C ⊗ D into
the product of a component C ∼= Mp with elementary grading and D ∼= Mq with
fine grading. As is shown in [4], we do not need to have C∗

= C and D∗
= D.

But in the majority of cases this is still true. For example, as is shown in [4], this is

true if the Sylow 2-subgroup of G is cyclic. If we combine the results of the previous
two sections, then we obtain the following description of such involution gradings
on matrix algebras Mn over an arbitrary algebraically closed field of characteristic
different from two.
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Theorem 3.5 Let R = Mn =
⊕

g∈G Rg be a matrix algebra over an algebraically
closed field of characteristic different from 2, graded by a group G, and let Supp R

generate G. Consider the decomposition R = C ⊗ D into the tensor product of a
subalgebra C ∼= Mm with elementary grading and D ∼= Mq with fine grading. Let
∗ : R → R be a graded involution such that C∗

= C and D∗
= D. Then G is abelian,

n = 2km and R as a G-graded algebra with involution is isomorphic to the tensor prod-

uct R(0) ⊗ R(1) ⊗ · · · ⊗ R(k), where

(i) R(0), . . . ,R(k) are graded subalgebras stable under the involution ∗;
(ii) R(0)

= Mm
∼= C is as in Lemma 3.2 if ∗ is skew-symmetric on R(0), or as in

Lemma 3.1 if ∗ is symmetric on R(0);

(iii) R(1) ⊗ · · · ⊗ R(k) ∼= D is a T = T1 × · · · × Tk-graded algebra and any R(i), 1 ≤
i ≤ k, is a Ti

∼= Z2 × Z2-graded algebra as in Lemma 3.4.
(iv) The involution on the basis elements of R is given canonically by

(Y ⊗ Xt1
⊗ · · · ⊗ Xtk

)∗ = Y ∗ ⊗ X∗
t1
⊗ · · · ⊗ X∗

tk
= sgn(t)(Y ∗ ⊗ Xt1

⊗ · · · ⊗ Xtk
),

where Y ∈ R(0), Xti
are the elements of the basis of the canonical (−1)-grading

of M2, i = 1, . . . , k, t = t1 · · · tk ∈ T, sgn(t) = ±1, depending on the cases in

Lemma 3.4.

We conclude this section by quoting a theorem from [4] giving the description of

involutions on matrix algebra in the case of general mixed gradings.

Theorem 3.6 Let ϕ : X → Φ
−1 t XΦ be an involution compatible with a grading of

a matrix algebra R by a finite abelian group G. Let C ∼= Mm be the elementary and
D ∼= Mq the fine component of the grading.

Then q = 2k for some integral k and D ∼= D(1) ⊗ · · · ⊗ D(k) where each D(i) is

isomorphic to M2 with one of −1-gradings of Lemma 3.4, Ti = Supp D(i) ∼= Z2 × Z2,
and T = Supp D = T1 × · · · × Tk.

Also, C∗
e = Ce. Let

(3.1) Ce = B1 ⊕ · · · ⊕ Bm

be the decomposition of Ce as the sum of ∗-simple ideals.

Then, after a G-graded conjugation, we can reduce Φ to the form

(3.2) Φ = S1 ⊗ Xt1
+ · · · + Sm ⊗ Xtm

,

where Si is one of the matrices I,
(

0 I
I 0

)
, or

(
0 I
−I 0

)
, and each Xti

is a matrix spanning

Dti
, ti ∈ T. The defining tuple of the elementary grading on C should satisfy the fol-

lowing condition. We assume that the first l summands in (3.2) correspond to those Bi

in (3.1) which are simple and the remaining m − l to B j which are not simple. Let the
dimension of a simple Bi be equal to pi and that of a non-simple B j to 2p j . Then the

defining tuple has the form

(3.3)
(

g
(p1)
1 , . . . , g

(pl)
l , (g ′

l+1)(pl+1), (g ′ ′
l+1)(pl+1), . . . , (g ′

m)(pm), (g ′′
m )(pm)

)
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with g2
1t1 = · · · = g2

l tl = g ′
l+1g ′ ′

l+1tl+1 = · · · = g ′
mg ′ ′

m tm.
Additionally, if ϕ is a transpose involution, then each Si is symmetric (skew-symme-

tric) at the same time as Xti
, for any i = 1, . . . ,m. If ϕ is a symplectic involution, then

each Si is symmetric (skew-symmetric) if and only if the respective Xti
is skew-symmetric

(symmetric), i = 1, . . . , k.
Conversely, if we have a grading by a group G on a matrix algebra R defined by a

tuple as in (3.3), for the component C with elementary grading, and by an elementary
abelian 2-subgroup T as the support of the component D with fine grading, and all of
the above conditions are satisfied, then (3.2) defines a graded involution on R.

4 Change of Gradings

Our treatment of the remaining cases of non-simple involution simple algebras is
based on a general result due to the first author. Let G be an abelian group and V a

vector space. Suppose we have two G-gradings on V :

V =
⊕
g∈G

V̄g , α : Ĝ → Aut V,(4.1)

V =
⊕
g∈G

Ṽg , β : Ĝ → Aut V,(4.2)

where α, β : Ĝ → AutV are homomorphisms of the dual group Ĝ corresponding to

the above gradings in the following way. Given χ ∈ Ĝ, we define α(χ) on an element

v of V̄g , for each g, by α(χ)(v) = χ(g)v. Similarly for (4.2). Suppose Λ ⊂ Ĝ is a

subgroup such that α(λ) = β(λ), for each λ ∈ Λ. Let us denote by H the orthogonal
complement Λ

⊥
= {g ∈ G | λ(g) = 1, for all λ ∈ Λ}. Assume further that the

subgroups α(Ĝ) and β(Ĝ) commute elementwise.

Let us consider a homomorphism γ : Ĝ → Aut V given by γ(χ) = α−1(χ)β(χ).

In this case we can define an H-grading of V as follows:

V (h)
= {v | γ(χ)(v) = χ(h)v}.

It is obvious that V =
⊕

h∈H V (h). Indeed, since H = Λ
⊥ we can identify Ĝ/Λ with

H if we set (χΛ)(h) = χ(h). Now we can define an action of Ĝ/Λ on V by setting

(χΛ)(v) = γ(χ)(v) where χ ∈ Ĝ and v ∈ V . Since γ(λ) = 1 for any λ ∈ Λ, this
formula is well defined and gives an automorphism of V . By the assumed commu-

tativity of α(Ĝ) and β(Ĝ), it follows that these operators commute with those of the

action of Ĝ/Λ. Therefore, the gradings defined by α, β and γ are all compatible.

Because V =
⊕

h∈H V (h) is defined by the action of Ĥ, this is an H-grading.

Theorem 4.1 (Exchange Theorem) The three gradings defined above are connected
by the following equations

(4.3) V̄g =
⊕

h∈H

(Ṽgh ∩V (h)), Ṽg =
⊕

h∈H

(V̄gh ∩V (h−1)).

If V is an algebra and (4.1), (4.2) are algebra gradings, then (4.3) are relations among
algebra gradings.
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Proof Let us prove the first equality. Since all gradings are compatible, we have
V̄g =

⊕
h∈H(V̄g ∩ V (h)). Thus it is enough to prove for any g ∈ G, h ∈ H that

Ṽgh ∩ V (h)
= V̄g ∩ V (h). If v ∈ Ṽgh ∩ V (h), then β(χ)(v) = χ(gh)v and γ(χ)(v) =

χ(h)v. Hence also γ(χ)−1(v) = χ(h)−1v. Now

α(χ)(v) = α)(χ)β(χ)−1β(χ)(v) = γ(χ)−1β(χ)(v) = χ(h)−1χ(gh)v,

proving Ṽgh ∩V (h) ⊂ V̄g ∩V (h).
If b ∈ V̄g ∩V (h)m, then α(χ)(b) = χ(g)b, γ(χ)(b) = χ(h)b. Therefore

β(χ)(b) = α(χ)α(χ)−1β(χ)(a) = α(χ)γ(χ)(a) = χ(g)χ(h)a = χ(gh)a.

It follows that V̄g ∩V (h) ⊂ Ṽgh ∩V (h). Finally, V̄g ∩V (h)
= Ṽgh ∩V (h) for any g ∈ G

and thus we have the first equality in (4.3). The second is similar. It is easy to check

that if V is an algebra and (4.1), (4.2) are algebra gradings, then (4.3) provides us
with the relations between algebra gradings as well.

Theorem 4.2 Let R be a non-simple, involution simple, associative algebra over a
field F of characteristic 6= 2. Then there exists a simple associative algebra A such that

R ∼= A ⊕ Aop, with involution ∗ given by (x, y)∗ = (y, x).

Proof See [8, Proposition 2.2.12].

Proposition 4.3 Let R be a G-graded algebra, G a not necessarily commutative group.
Suppose R has an involution ∗ compatible with this grading and also that R is ∗-simple.

Then given any g, h ∈ Supp R, we have gh = hg.

Proof Let g, h ∈ Supp R. Suppose RgRh 6= 0. Then (RgRh)∗ ⊂ R∗
h R∗

g = RhRg ⊂
Rhg . Also (RgRh)∗ ⊂ R∗

gh = Rgh. So Rgh and Rhg contain the non-zero subspace
(RgRh)∗. It follows that Rgh = Rhg , that is hg = gh. Now take any g, h ∈ Supp R

and consider the two-sided ideal I = Rg + RRg + RgR + RRgR. Since Rg 6= 0, we
have that I 6= 0. Also I∗ = I. Therefore, R being ∗-simple, we have that I = R. In
particular, Rh ⊂ Rg + RRg + RgR + RRgR. The homogeneous components on the
right-hand side of the latter containment are of one of the forms: g, kg, gl, pgq, for

some k, l, p, q ∈ G. So, h is one of these forms. It follows that one of the spaces Rg

(if g = h), of RkRg , or RgRl, or RpRgRq is different from zero, with either h = g, or
h = kg, or h = gl, or h = pgq. The case h = g being trivial, if RkRg 6= 0 with h = kg,
then kg = gk by what was proven before, and then hg = (kg)g = g(kg) = gh, as

needed. We argue similarly if RgRl 6= 0 with gl 6= 0. Now if RpRgRq 6= 0 with
h = pgq, then RpRg 6= 0 and RgRq 6= 0 so that pg = g p and gq = qg. Again,
hg = (pgq)g = (pg)(qg) = g pgq = gh, as required.

This proposition allows us to consider an involution simple algebra R graded by a
group G to be graded by the abelian subgroup H of G generated by Supp R.

Now let G be a finite abelian group and R an involution simple algebra. Then the

following define gradings on R = A ⊕ Aop provided we know some G-gradings or
involution G-gradings on A. If A =

⊕
g∈G Ag is a grading of A, then we can set

Rg = Ag

⊕
Aop

g ,
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for any g ∈ G. This is indeed a grading of R since for any g, g ′ ∈ G and x, y ∈
Ag(=A

op
g ), x ′, y ′ ∈ Ag ′ we have (x, y)(x ′, y ′) = (xx ′, y ′y) ∈ Rgg ′ , thanks to the

commutativity of G. Also (x, y)∗ = (y, x) ∈ Rg , so this is an involution grading of R.
We will call such gradings of the first type (type I).

Now suppose A has an involution on its own x → x†, and an involution grading

(4.4) A =
⊕
g∈G

Ag .

So we have A†
g ⊂ Ag for any g ∈ G. In this case we can define a G-grading of R as

follows. We fix an element h ∈ G, o(h) = 2, and set

(4.5) Rg = {(x, x†) | x ∈ Ag} ⊕ {(x,−x†) | x ∈ Agh}.

Let us check that (4.5) defines a G-grading of R. Indeed, if x ∈ Ag , y ∈ Ag ′ ,

then (x, x†)(y, y†) = (xy, y†x†) = (xy, (xy)†). Next if x ∈ Agh, y ∈ Ag ′ , then
(x,−x†)(y, y†) = (xy,−(xy)†) ∈ Rgg ′ . Also for x ∈ Ag , y ∈ Ag ′h we obtain
(x, x†)(y,−y†) = (xy,−(xy)†) ∈ Rgg ′ . Finally x ∈ Agh, y ∈ Ag ′h give that
(x,−x†)(y,−y†) = (xy, (xy)†) ∈ Rgg ′ = R(gh)(g ′h).

This grading is compatible with the exchange involution ∗ of R. In fact if x ∈ Ag ,
(x, x†) ∈ Rg and x† ∈ Ag because (4.4) was an involution grading of A. It follows
that (x, x†)∗ = (x†, x) = (x†, (x†)†) ∈ Rg . Also, for x ∈ Agh, (x,−x†) ∈ Rg . Then
(x,−x†)∗ = (−x†, x) = −(x†,−(x†)†) ∈ Rg since x† ∈ Agh.

Any grading defined by (4.5) is called of the second type (type II grading).
Recall that Aut∗ R denotes the group of automorphisms and antiautomorphisms

of the algebra R. Our next result here is the following.

Theorem 4.4 Let R be a non-simple involution simple algebra over an algebraically
closed field of characteristic zero or coprime to the order of G. Then any involution
grading of R by G is either of the first or the second type.

Proof Let R = Mn ⊕M
op
n and let Ĝ be the dual group of G. It is well known (see [5])

that a subspace V of R is G-graded if and only if V is Ĝ-invariant where the action of

Ĝ on R by automorphisms is given by

χ ◦
∑

g∈G

xg =

∑

g∈G

χ(g)xg (xg ∈ Rg).

Now, inside the group of automorphisms Aut R one can select the subgroup Auto R of

all automorphisms preserving the direct summands of R. For convenience, we write
I for Mn and J for M

op
n . Then any element of R is of the form (x, y) where x, y ∈ Mn.

If ϕ ∈ Auto R, then there exist two linear mappings ϕ0, ϕ1 : Mn → Mn such that
ϕ ◦ (x, y) = (ϕ0(x), ϕ1(y)). Now ϕ commutes with the involution ∗ of R. Hence

(ϕ1(y), ϕ0(x)) = (ϕ0(x), ϕ1(y))∗ = (ϕ ◦ (x, y))∗

= ϕ ◦ (x, y)∗ = ϕ ◦ (y, x) = (ϕ0(y), ϕ1(x)).
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Thus any element ϕ of Auto R is completely defined by ϕ0 : Mn → Mn, ϕ ◦ (x, y) =

(ϕ0(x), ϕ0(y)). Since ϕ should also preserve the product in R, we must have ϕ ◦
((x, y)(x ′, y ′)) = (ϕ ◦ (x, y)ϕ ◦ (x ′, y ′)). Performing all calculations we find

(ϕ0(xx ′), ϕ0(y ′y)) = (ϕ0(x)ϕ0(x ′), ϕ0(y ′)ϕ0(y)).

Hence ϕ0 must be an automorphism of Mn. It is obvious that ϕ → ϕ0 is an isomor-
phism of Auto R onto Aut Mn.

Now let us consider any automorphismψ of R from outside of Auto R. Then there

exist two linear mappings ψ0, ψ1 : Mn → Mn, such that ψ ◦ (x, y) = (ψ0(y), ψ1(x)).
Since ϕ must commute with the involution, we must have

(ψ1(x), ψ0(y)) = ψ ◦ (x, y)∗ = ψ ◦ (y, x) = (ψ0(x), ψ1(y)).

Again, as before ψ0 = ψ1. Now ψ is an automorphism of R. So,

(ψ0(y ′y), ψ0(xx ′)) = ψ ◦ (xx ′, y ′y) = ψ ◦ ((x, y)(x ′, y ′))

= (ψ ◦ (x, y))(ψ ◦ (x ′, y ′)) = (ψ0(y), ψ0(x))(ψ0(y ′), ψ0(x ′))

= (ψ0(y)ψ0(y ′), ψ0(x ′)ψ0(x)).

Thus ψ0(y ′y) = ψ0(y)ψ(y ′) and ψ0(xx ′) = ψ0(x ′)ψ(x). Therefore ψ0 is an an-
tiautomorphism of Mn. We also have [Aut R : Auto R] = 2. It follows that for any
ϕ ∈ Aut R there is ϕ0 ∈ Aut∗ Mn (that is either an automorphism or an antiauto-
morphism) such that θ : ϕ→ ϕ0 is an isomorphism of Aut R and Aut∗ Mn.

Now Ĝ acts on R. Therefore, there is a homomorphism α of Ĝ into Aut R. By the

above, the subgroup Λ such that α(Λ) ⊂ Auto R is of index 1 or 2 in Ĝ.

Suppose first that Λ = Ĝ. Then the mapping ϕ → ϕ0 is a homomorphism of Ĝ
into Aut Mn and hence we have a G-grading of Mn given by

(Mn)g = {x | ϕ0(x) = ϕ(g)x, for all ϕ ∈ Ĝ}.

This formula is correct because ϕ0 completely defines ϕ. The grading of R is given by

Rg = {(x, y) | ϕ ◦ (x, y) = ϕ(g)(x, y), for all ϕ ∈ Ĝ}. It follows that ϕ0(x) = ϕ(g)x

and ϕ0(y) = ϕ(g)y. Therefore, Rg = (Mn)g ⊕ (Mn)g ; I is a G-graded subspace
isomorphic to Mn. We have the subspace

Rg ∩ I = {(x, 0) | ϕ0(x) = ϕ(g)x, for all ϕ ∈ G}.

So R is G-graded by the subspaces Rg = Ig ⊕ Jg . It is easy to check that the mapping

(x, 0) → (0, x) is the graded isomorphism of Mn and M
op
n .

Now suppose Ĝ 6= Λ. Then there is ψ ∈ Ĝ \ Λ. As we learned, there exists
an antiautomorphism ϕ0 : Mn → Mn such that ϕ ◦ (x, y) = (ϕ0(y), ϕ0(x)) for any

x ∈ Mn, y ∈ M
op
n . Let us consider θ(Ĝ) ⊂ Aut∗ Mn. We have that θ(Ĝ) is an abelian

subgroup of Aut∗ Mn with θ(Λ) ⊂ Aut Mn. In [7] the authors considered group

gradings of the Lie algebra M(−)
n : the action of θ(Ĝ) defined a grading of M(−)

n , the
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action of θ(Λ) being inner, while that of ϕ0 outer. It was proved in that paper that in
that situation there is an inner automorphism ψ0 of M(−)

n such that ψ2
0 = ϕ2

0 and ψ0

commutes with θ(Ĝ). This allows us to consider ψ ∈ Aut R such that ψ ◦ (x, y) =

(ψ0(x), ψ0(y)). Since ψ0 commutes with θ(Ĝ), we have that ψ commutes with Ĝ, and
ψ2

= ϕ2. Indeed, ψ2 ◦ (x, y) = (ψ2
0(x), ψ2

0(y)) while

ϕ2 ◦ (x, y) = ϕ ◦ (ϕ0(x), ϕ0(y)) = (ϕ2
0(x), ϕ2

0(y)) = (ψ2
0(x), ψ2

0(y)) = ψ2 ◦ (x, y).

Now we would like to apply the Exchange Theorem. We consider two gradings of R,
the first being our original one, R =

⊕
g∈G Rg , which corresponds to the action of

Ĝ on R via the homomorphism α : Ĝ → Aut R. We also define β : Ĝ → Aut R by
β |Λ = α |Λ and β(ϕ) = ψ. It is easy to check that β is indeed a homomorphism.
Now according to the Exchange Theorem there exists a grading by a subgroup H =

Λ
⊥, corresponding to the action of α(ϕ)−1β(ϕ), that is ϕψ−1, which is an element

of order 2. Now if we denote ω = ϕψ−1, then ω ◦ (x, y) = (ω0(y), ω0(x)), ω2
0 = 1,

and

ω0(x1x2) = ϕ0φ
−1
0 (x1x2) = ϕ0(φ−1

0 (x1)φ−1
0 (x2))

= (ϕ0ψ
−1
0 (x2))(ϕ0ψ

−1
0 (x1)) = ω0(x2)ω0(x1),

for any x1, x2 ∈ Mn. Thereforeω0 is an involution of Mn which we denote by ω0(x) =

x†. Since ω0 commutes with ψ and θ(Λ), we have that the G-grading of Mn defined
by this action is an involution grading with respect to †. So Mn =

⊕
g∈G(Mn)g is a

†-grading by G. It defines a G-grading of R by R =
⊕

g∈G R̃g where R̃g = {(x, y) |

β(χ) ◦ (x, y) = χ(g)(x, y)}, R̃g = (Mn)g ⊕ (M
op
n )g .

Now by the Exchange Theorem Rg = R̃g ∩ R(e) + R̃gh ∩ R(h). Here

R(e)
= {(x, y) | ω ◦ (x, y) = (x, y)} = {(x, y) | (y†, x†) = (x, y)}

= {(x, x†) | x ∈ Mn}.

Also
R(h)

= {(x, y) | ω ◦ (x, y) = −(x, y)} = {(x,−x†) | x ∈ Mn}.

This allows us to write R̃g ∩ R(e)
= {(x, x†) | x ∈ (Mn)g} while R̃gh ∩ R(h)

=

{(y,−y†) | y ∈ (Mn)gh}. Finally, we have

Rg = {(x, x†) | x ∈ (Mn)g} ⊕ {(y,−y†) | y ∈ (Mn)gh},

as required.
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