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Abstract

In this paper we consider the stochastic analysis of information ranking algorithms of
large interconnected data sets, e.g. Google’s PageRank algorithm for ranking pages on
the World Wide Web. The stochastic formulation of the problem results in an equation of
the form R 2 o0+ ZlNzl CiR;, where N, O, {R;}i>1, and {C, C;};>1 are independent
nonnegative random variables, the {C, C;};> are identically distributed, and the {R;};>1
are independent copies of R; ‘2 stands for equality in distribution. We study the asymp-
totic properties of the distribution of R that, in the context of PageRank, represents the
frequencies of highly ranked pages. The preceding equation is interesting in its own right
since it belongs to a more general class of weighted branching processes that have been
found to be useful in the analysis of many other algorithms. Our first main result shows
that if ENE[C*] = 1, @ > 0, and Q, N satisfy additional moment conditions, then
R has a power law distribution of index «. This result is obtained using a new approach
based on an extension of Goldie’s (1991) implicit renewal theorem. Furthermore, when
N is regularly varying of index « > 1, E N E[C¥] < 1, and Q, C have higher moments
than «, then the distributions of R and N are tail equivalent. The latter result is derived
via a novel sample path large deviation method for recursive random sums. Similarly, we
characterize the situation when the distribution of R is determined by the tail of Q. The
preceding approaches may be of independent interest, as they can be used for analyzing
other functionals on trees. We also briefly discuss the engineering implications of our
results.
Keywords: Information ranking; stochastic recursion; stochastic fixed point equation;
weighted branching process; power law; regular variation; implicit renewal theory; large
deviation
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1. Introduction

We consider a problem of ranking large interconnected information (data) sets, e.g. ranking
pages on the World Wide Web (Web). A solution to this problem is given by Google’s PageRank
algorithm, the details of which are presented in Section 1.1. Given the large scale of these
information sets, we adopt a stochastic approach to the page ranking problem, e.g. Google’s
PageRank algorithm. The stochastic formulation naturally results in an equation of the form

N
D
R=Q+) CiRi, (1.1)
i=1
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where N, Q, {R;}i>1, and {C, C;};>1 are independent nonnegative random variables, P(Q >
0) > 0, the {C, C;};>1 are identically distributed, and the {R;};>1 are independent copies
of R; ‘= stands for equality in distribution. We study the asymptotic properties of the
distribution of R that, in the context of PageRank, represents the frequencies of highly ranked
pages. In somewhat smaller generality, the preceding stochastic setup was first introduced and
analyzed in [36] for the PageRank algorithm; the formulation given in (1.1) was later studied
in [35].

The canonical representation given by recursion (1.1) is also of independent interest since it
belongs to a more general class of weighted branching processes (WBPs) [25], [27], [31]; the
connection to WBPs is discussed in more detail in Section 2.3. With a slight abuse of notation,
we also refer to our more restrictive processes as WBPs. These processes have been found to be
useful in the average-case analysis of many algorithms [32], e.g. the quicksort algorithm [15],
and, thus, our study of recursion (1.1) may be useful in these types of applications. Furthermore,
when Q = 1 and C; = 1, the steady state solution to (1.1) represents the total number of
individuals born in an ordinary branching process. Also, by letting N be a Poisson random
variable, and fixing Q = 1 and C; = 1, (1.1) reduces to the recursion that is satisfied by the busy
period of an M/G/1 queue. Similarly, selecting N = 1 yields the fixed point equation satisfied
by the first-order autoregressive process; see Section 2.3 for a more thorough discussion on
related processes.

In Section 2 we connect the iterations of recursion (1.1) to an explicit construction of a WBP
on a tree, such that the sum of all the weights of the first n generations of the tree are directly
related to the nth iteration of the recursion. Then, in Section 3 we present explicit estimates for
the moments of the total weight, W,,, of the nth generation in the corresponding WBP. Using
these moment estimates and the WBP representation, we show in Section 3.1 that, under mild
conditions, the iterations of (1.1) converge in distribution to a unique and finite steady state
random variable R. Hence, under the stated assumptions, this limiting distribution P(R < x)
is the unique solution to (1.1). The steady state variable R represents the sum of all the weights
in the corresponding branching tree.

Studying the asymptotic tail properties of the constructed steady state solution R to (1.1)
represents the main focus of this paper. In particular, we study the possible causes that can
result in power tail asymptotics for P(R > x). We discover that the tail behavior of R can be
determined/dominated by the statistical properties of any of the three variables C, N, and Q.
The corresponding results are presented in Sections 4, 5, and 6, respectively. Our emphasis on
power law asymptotics is motivated by the well-established empirical fact that the number of
pages that point to a specific page (in-degree) on the Web, represented by N in recursion (1.1),
follows a power law distribution; other complex data sets, e.g. citations, are found to possess
similar power law properties as well.

Our first main result on the tail behavior of P(R > x) is presented in Theorem 4.2, showing
that if EN E[CY] = 1, @ > 0, and Q, N satisfy additional moment conditions, then R has a
power law distribution of index «, with an explicitly characterized constant of proportionality.
In particular, when « is an integer, the constant of proportionality of the power law distribution is
explicitly computable; see Corollary 4.1. This resultis obtained by an extension of Goldie’s [16]
implicit renewal theorem that we present in Theorem 4.1. This extension may be of independent
interest since R and C in the statement of Theorem 4.1 can be any two independent random
variables that may satisfy a different recursion. In the context of the broader literature on WBPs,
our results are related to the studies in [31] (see Theorem 6) and, more recently, in [2], both
of which study recursion (1.1) using stable law methods when Q and {C;} are deterministic
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constants. However, these deterministic assumptions fall outside the scope of this paper; for
more details, see the discussion in Section 2.3 and the remarks after Theorem 4.2. Outside of
these results, the majority of the work on WBPs considers the homogeneous equation (Q = 0),
e.g. in [27] the behavior of the distribution of R was characterized using stable law distributions
for 0 < o < 1. Also, related results for the homogeneous case (Q = 0) and ¢ > 1 can be
found in Theorem 2.2 of [28] and Proposition 7 of [18]. For additional comments on results
related to our Theorem 4.2, see the remarks following its statement. Furthermore, this result
may provide a new explanation of why power laws are so commonly found in the distribution of
wealth since weighted branching processes appear to be reasonable models for the total wealth
of a family tree.

In Section 5 we study the case when N is power law and dominates the tail behavior of R.
This is the case that more closely relates to the original formulation of PageRank and the
structure of the Web graph since the in-degree N is well accepted to be a power law. Our main
result in this case, stated in Theorem 5.1, shows that, when N is regularly varying of index
a > 1, ENE[C*] < 1, and Q, C have higher moments than «, then the distribution of R
is tail equivalent to that of N. Our approach in deriving this result is based on a new sample
path heavy-tailed large deviation method for weighted recursions on trees. The key technical
result is given in Proposition 5.1 and provides a uniform bound (in # and x) on the distribution
of the total weight of the nth generation P(W,, > x). We would also like to point out that
Proposition 5.1 resembles, to some extent, a classical result by Kesten (see Lemma 7 of [5,
p. 149]), which provides a uniform bound for the sum of heavy-tailed (subexponential) random
variables. The main difference between the latter result and our uniform bound is that n refers
to the depth of the recursion in our case, while in Lemma 7 of [5], n is the number of terms
in the sum. This makes the derivation of Proposition 5.1 considerably more complicated, and
perhaps implausible, if it were not for the fact that we restrict our attention to regularly varying
distributions, as opposed to the general subexponential class.

In Section 6 we investigate a third possible source of heavy tails for R, namely that which
arises from the innovation, Q, being power law; see Theorem 6.1. For N = 1, this result is
consistent with a corresponding result for the first-order autoregressive process in Lemma A.3
of [29]. The proofs of more technical results are postponed to Section 7.

Finally, from a mathematical perspective, we would like to emphasize that our sample path
large deviation approach, as well as the extension of the implicit renewal theory, provides a
new set of tools that can be of potential use in other applications, as well as in studying a
broader class of recursions on trees, e.g. we can readily characterize the asymptotic behavior
of the distribution that solves R = Q 4+ max|<;<y C; R;. Furthermore, from an engineering
perspective, our Theorem 5.1 shows that, for highly ranked pages, the PageRank algorithm
basically reflects the popularity vote given by the number of references N, implying that overly
inflated referencing may be advantageous. A more detailed discussion on the engineering
implications of the performance and design of ranking algorithms, e.g. PageRank, can be found
at the end of Section 5.

1.1. Google’s algorithm: PageRank

PageRank is an algorithm trademarked by Google, the Web search engine, to assign to each
page a numerical weight that measures its relative importance with respect to other pages. We
think of the Web as a very large interconnected graph where nodes correspond to pages. The
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Google trademarked algorithm PageRank defines the page rank as

1—-d R(pj)
R(p)=——+d ), I {), (12)
piEM(pi) Pj
where, using Google’s notation, pi, p2, ..., p, are the pages under consideration, M (p;) is

the set of pages that link to p;, L(p;) is the number of outbound links on page p;, n is the
total number of pages on the Web, and d is a damping factor, usually d = 0.85. As noted in
the original paper by Brin and Page [11], PageRank ‘can be calculated using a simple iterative
algorithm, and corresponds to the principal eigenvector of the normalized link matrix of the Web.
Also, a PageRank for 26 million web pages can be computed in a few hours on a medium size
workstation’. Other link-based ranking algorithms for web pages include the HITS algorithm,
developed by Kleinberg [24], and the TrustRank algorithm [17].

While, in principle, the solution to (1.2) reduces to the solution of a large system (possibly
billions) of linear equations, we believe that finding page ranks in such a way is unlikely to be
insightful. Specifically, if we obtain the principal eigenvector of the normalized link matrix,
it is hard to obtain from the solution qualitative insights about the relationship between highly
ranked pages and the in-degree/out-degree statistical properties of the graph.

In particular, the division by the out-degree, L(p;) in (1.2), was meant to decrease the con-
tribution of pages with highly inflated referencing, i.e. those pages that basically point/reference
possibly indiscriminately to other documents. However, the stochastic approach (to be
described in the following sections) reveals that highly ranked pages are essentially insensitive
to the parameters of the out-degree distribution, implying that the PageRank algorithm may
not reduce the effects of overly inflated referencing (citations, voting) as originally intended,
i.e. it may lead to possibly unjustifiable highly ranked pages. An analytical explanation as to
why the tail of the rank distribution is dominated by N was first given in [35] and [36]. More
discussions on this topic are provided at the end of Section 5.

A stochastic approach to analyze (1.2) is to consider the recursion

N
R2yey R (a3
io Di

where y, ¢ > 0 are constants, c E[1/D] < 1, N is a random variable independent of the R;s
and D;s, the D;s are independent and identically distributed (i.i.d.) random variables satisfying
D; > 1, and the R;s are i.i.d. random variables having the same distribution as R. In terms of
recursion (1.2), R is the rank of a random page, N corresponds to the in-degree of that node, the
R;s are the ranks of the pages pointing to it, and the D;s correspond to the out-degrees of each
of these pages. The experimental justification of these independence assumptions can be found
in [34]. This stochastic setup was first introduced in [36], where the process resulting from a
finite number of iterations of (1.3) was analyzed. More recently, in a follow up paper [35], the
more general recursion

N
REQ+Y GR;

i=1
was analyzed via Tauberian theorems for the cases when N or Q dominate. In [35], dependency
between N and Q is allowed, but additional moment conditions are imposed. Recall that in
the setup considered here N, O, {R;};>1, and {C, C;};>1 are independent nonnegative random
variables, P(Q > 0) > 0, the {C, C;};> are identically distributed, and the {R;};>; are
independent copies of R.
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2. Model description

As outlined above, we study the sequence of random variables that are obtained by iterat-
ing (1.1). Specifically, we consider, for n > 0,

el = Qn+ZC iR: ;. Q2.1
i=1
where the {R* }i>1 are i.i.d. copies of R from the previous iteration, and {N,}, {C, ;}, and
{Qn}are mutually independent i.i.d. sequences of random variables, independent of the {R,, ;};
forn =0, the Rj o.; are i.i.d. copies of the initial value R;.

In this section we will discuss the weak convergence of R to a finite random variable R,
independently of the initial condition Rj. In other words, R is the unique solution to (1.1)
under the assumptions of Lemma 3.4. In partlcular we will construct a process R™ on a tree
that converges almost surely (a.s.) to R. These convergence results may be of practical interest
as well since ranking algorithms are implemented recursively. The actual proofs are postponed
until Section 3.1.

2.1. Construction of R on a tree

To better understand the dynamics of our recursion, we give below a sample path construction
of the random variable R on a tree. First we construct a random tree 7. We use the notation
@ to denote the root node of T, and A,,, n > 0, to denote the set of all individuals in the nth
generation of T, Ag = {}. Let Z,, be the number of individuals in the nth generation, that
is, Z, = |A,|, where | - | denotes the cardinality of a set; in particular, Zg = 1. We iteratively
construct the tree as follows. Let N@ be the number of individuals born to the root node &,
and let NO| {Ni(]?.,i,l}nzl be i.i.d. copies of N. Define

A ={i:1<i<NOy

.. . . 1
Ap = (12 iae oo i)t (1o ino1) € Apoy, 1< iy < N

Jin—1

}

Then the number of individuals Z,, = |A,|, n > 1, in the nth generation satisfies the branching

recursion
Zn= Z Ni(lrfi}l?n—l'
(i1seesin_1)EAp_1
Suppose now that individual (iy, ..., 7,) in the tree has a weight ('9( n) in defined via the
recursion
e(l) — CFI), e(") C(") G("*I) n> 2’

3 3 -in [seeesin—1sin  [lseensin—1"
where €@ = 1 is the weight of the root node and the randomvanables{C ) g, inz 0, ir > 1}

are i.i.d. with the same distribution as C. Note that (? i, @) i is equal to the product of all the

weights c® along the branch leading to node (i, . . l,,) as depicted in Figure 1. Now define
the process
Wi = Z ngln,)...,i,, G,(ln),l n>0,
(i1, in)EA,

where A, is the set of all individuals in the nth generation and {Ql(il ____ }n>0 is a sequence of
1.i.d. random variables, independent of everything else, having the same distribution as 0 (see
Figure 1).

Observe that when C”) = 1 and Q( ) =1, W, is equal to the number of individuals in the nth

generation of the corresponding branching process, and, in particular, Z, = W,,. Otherwise, W,
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cO® Wo = Q(O)@(O)
Zo=1
(€] €] (1 D) oM
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FIGURE 1: Construction on a tree.

represents the sum of the weights of all the individuals in the nth generation. Related processes
known as weighted branching processes have been considered in the existing literature [25],
[27], [31] and are discussed in more detail in Section 2.3. With a slight abuse of notation, we
also refer to our more restrictive processes as WBPs.

Define the process { R}, according to

n
RM=%"W,, n>0,
k=0

that is, R?" is the sum of the weights of all the individuals on the tree. Clearly, when Q. = 1
and CY” =1, R™ is simply the number of individuals in a branching process up to the nth
generation. We define the random variable R according to

o
R := i () — . .
lim R Z Wi (2.2)
k=0
Furthermore, it is not hard to see that R™ satisfies the recursion
NO
(n) _ (1) p(n—1) (0)
RM =% "C"R" Y+ 0 (2.3)
j=1
for n > 1, where the {R(."_l)} are independent copies of R”~1 corresponding to the tree
st%}ing W(lgl individual j in the first generation and ending on the nth generation; note that
R =0
J J
Moreover, since the tree structure repeats itself after the first generation, W, satisfies

_ (n) (n)
W, = Z Qil,...,i,,eil,...,in

(i1yeees in)EA,

N©O
— (eY] (n) )
=x.a’ > o, llal.,,
k=1 (k,...,in)EA, j=2

N

D
=Y CiWai

k=1
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where N, Ci, and W,,_  are independent of each other and of all other random variables, and
W, -1,k has the same distribution as W,,_1.

2.2. Connection between R and R™

We now connect the two processes R and R™ | the process obtained by iterating (1.1) and
the process obtained from the tree construction, respectively. To do this, define

()
Wa(RD = 3" R inCir s

,,,,,

where the RS»E' are i.i.d. copies, independent of everything else, of the initial condition R, and

the weights C. ) are those defined in Section 2.1. In words, W, (Rp) is the sum of all the weights

in the nth generation of the tree with the coefficients Q.(") substituted by the corresponding R 0

It can be verified that ’
R¥Z R™"D 4 W, (R):

see [20] for additional details. Since R”~1 — R a.s., it follows from Slutsky’s theorem (see
Theorem 1 of [12, p. 254]) that if W, (R(}) 2 0 then

R* > R,

where ‘> denotes convergence in distribution. The proof of this convergence and that of
the finiteness of R are given in Section 3.1. Understanding the asymptotic properties of the
distribution of R, as defined by (2.2), is the main objective of this paper.

2.3. Related processes

As mentioned earlier, the stochastic equation defined in (1.1) leads to the analysis of a process
known in the literature as a weighted branching process (WBP). WBPs were introduced by
Rosler [31] in a construction that is more general than ours. More precisely, each individual
in the tree has potentially an infinite number of offspring, and each offspring inherits a certain
(nonnegative) weight from its parent and multiplies it by a factor 7;, where the index i refers to
its birth order (i.e. a first born multiplies his/her inheritance by 77, a second born by 7>, etc.).
Each individual branches independently, using an independent copy of the sequence 71, T3, . . . .
However, within the sequence, 71, 75, . .. can be dependent. Only individuals whose weights
are different than O are considered to be alive. The construction we give in this paper would
correspond to having

T, =CiLin>iy -

The definition of a WBP described above leads to a stochastic recursion for the total weight of
the nth generation of the form

o0
W Z Y W1 24)
i=1

and a corresponding nonhomogeneous fixed point equation of the form

REY TR + 0. @5)

i=1

In the construction given in [31], the {7;} and Q are allowed to be dependent as well.
We now briefly describe some of the existing literature on WBPs, most of which considers
the homogeneous equation, i.e. Q = 0. The nonhomogeneous equation has only been studied
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for the special case when Q and the {7;} are deterministic constants. In particular, Rosler [31,
Theorem 5] analyzed the solutions to (2.5) when Q and the {7;} are nonnegative deterministic
constants, which implies that 7; < 1 for all i and Zi Ti"‘ log T; < Oforalle > 0, falling outside
the scope of this paper. More results about the solutions to (2.5) for the case when Q and the
T;s are real-valued deterministic constants were derived in [2].

Regarding the homogeneous equation, in [31], the martingale structure of W,,/m" (m =
E[Zi T;]) was used to point out the existence of W = lim,,_, oo W,,;/m", and it was shown that
positive stable distributions with « € (0, 2) arise when E[)_; 7] = 1 and some additional
moment conditions are satisfied. Furthermore, for a detailed analysis of the case when W
follows a positive stable distribution (0 < o < 1), see [27]. The convergence of W, /m"
to W was studied in [33], and conditions for W to belong to the domain of attraction of an
a-stable law (1 < o < 2) were given in [33], along with an analysis of the rate of convergence.
A generalization of the WBP described in [31] to a random environment was given in [25], where
necessary and sufficient conditions for W to be nondegenerate were derived. The existence of
moments of W was studied in [1]. The power law tail of W for the critical case E[Zf\’:1 Cil=1
and o > 1 was derived in Theorem 2.2 of [28] and Proposition 7 of [18]. For an even longer
list of references to WBPs and related work, see [2] and [25].

From the discussion above, it is clear that the prior literature on WBPs is extensive, but
we point out that the more specific structure of our model, given by (1.1), as well as our
novel analysis via implicit renewal theory, allows us to characterize the asymptotic power law
behavior of the distribution of R for all « > 0 when the {C;} dominate the tail. In addition,
we study the nonhomogeneous equation (2.5), while the preceding work primarily focuses on
the homogeneous case (2.4). The case when N dominates the tail, which is important for the
page ranking problem, has not been considered until very recently in [35] and [36]. In reference
to the latter work, our analysis is based on a new sample path approach, while the studies in [35]
and [36] use transforms and Tauberian theorems as well as somewhat different assumptions.
We will provide more details on these connections throughout the paper in remarks after the
corresponding theorems.

From a different mathematical perspective, our model also constitutes a generalization of
several important types of processes. For instance, by setting N = 1, (2.1) reduces to an
autoregressive process of order 1. Also, by letting N be a Poisson random variable and fixing
C;=1and Q =1, (1.1) becomes the recursion that the number of customers in a busy period
of an M/G/1 queue satisfies. Recursion (1.2) and its connection to the busy period when the
weights D; are equal to a deterministic constant was exploited in [26].

It is worth noting that probabilistic sample path approaches for the busy period (C; = 1,
Q = 1) were developed in [7], [19], and [37]; the work in [19] and [37] also relies on the
theory of cycle maximum [3]. However, for our more general model (random C;s), it is not
clear if there is a tractable way of generalizing this analysis. Instead of pursuing the preceding
directions, we develop a direct sample path large deviation analysis for recursive random sums
that provides greater generality.

3. Moments of W,

In this section we provide explicit estimates for the moments of the total weight, W,,, of the
nth generation that will be used throughout the paper. In particular, we apply these estimates
. . % D . .
in Section 3.1 to prove that R} — R, where R < oo a.s. Our estimates may be of independent
interest due to their explicit nature.
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A simple calculation shows that, provided E[N], E[Q], and E[C] < oo, E[W,] < oo and is
given by

E[W,] = E[N]E[C]E[W,_1] = (E[N]E[C])" E[Wy] = (E[N]E[C])" E[Q].

We give below upper bounds on the general moments of W,,.
Throughout the paper, we will use K to denote a large positive constant that may be different
in different places, say K = K /2, K = K2, etc.

Lemma 3.1. Suppose that E[QP1E[N1E[C?] < oo for 0 < B < 1. Then
E[W?] < (E[CP]1E[N])" E[Q*]

foralln > 0.

Proof. Simply note that

E[WF] = [(Zc W 1,> }

and use the well-known inequality (Zle yi)P < Zle y;g forO < B <1,y > 0(see, e.g.
Exercise 4.2.1 of [12, p. 102]).

The lemma for moments greater than 1 is given below.

Lemma 3.2. Suppose that E[QP] < oo, E[N#] < 00, and E[N]max{E[C#], E[C]} < 1 for
some 8 > 1. Then, there exists a constant Kg > 0 such that

E[WP] < Kg(E[N]max{E[C?], E[C]})"

foralln > 0.
The proof of Lemma 3.2 is given in Section 7.1.

Remarks. (i) Recall that when C = 1 and Q = 1, E[W,éS ] is the B-moment of a subcritical
branching process Z, and our result reduces to E[Z,QS 1 < Kg(E[N])", which is in agreement
with the classical results from branching processes, e.g. see Corollary 1 of [6, E 18]. Moreover,
from the proof of the integer 8 case (given in Section 7.1), it is clear that E[ W}, | scales as pf" if
,0/3 > pg and as ,oﬁ 1f,0/6 < pg, where p = E[N]E[C] and pg = E[N] E[C?]. Note that this is
not quite the same as our upper bounds, and the reason we choose the geometric term (o V pg)"
instead is that it makes the proofs simpler and is sufficient for our purposes. Similar techniques
to those used in proving the preceding lemmas can yield, with some additional work, lower
bounds for the B-moments of W,,, showing that the correct leading term is (pf v )"

(ii) More technical results dealing with the existence of the S-moments of W := lim,,_, 5o W, /0"
can be found in [1]. There, necessary and sufficient conditions are given for the finiteness of
E[WPL(W)] when B > 1and L(-) is slowly varying (see Theorems 1.2 and 1.3). In particular,
the approach the authors took was to first normalize the process so that p = E[W;] = 1,
and then impose a condition that in our case reduces to pg = E[N] E[C?] < 1, that is, the
precluded the situation where W might scale as pﬁ when pf < pg- An example where E[W); |

scales as ,oﬁ is when N = 1, since then W,',S =QF [T/, Cf.
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(iii) Furthermore, observe that when p = 1 and pg < 1 for B > 1, our proof of the lemma
shows that lim sup,,_, ., E[W,’? ] < oo, but it does not converge to 0, which is in agreement
with [1]. However, since we study R, it is necessary to have p < 1 for the finiteness of
E[R?]. Otherwise, ifp=1and pg <1, B > 1, then E[R™] = n E[Q], which, by monotone
convergence and (2.2), implies that E[R] = oo, and, therefore, by convexity, E[Rﬂ ] = 0.

3.1. Convergence of R} and finiteness of R

As discussed in Section 2.2, there are two issues regarding the process R} that remain to be
addressed. One is the proof that

o
R:2>R=ZW](
k=0

for any initial condition R; the other issue is the finiteness of R. The lemma below shows that
R < oo as.

Lemma 3.3. Suppose that E[0#] < o0, E[N#] < 00, and either E[N]E[CP] < 1 for some
0<B<1or E[N]max{E[C],E[Cﬁ]} <1 for some 8 > 1. Then, E[R"] < oo for all

L
0 < y < B, and, in particular, R < 00 a.s. Moreover, if B > 1, R i R, where Lg
stands for convergence in the (E | - |#)'/? norm.

Proof. Let
_ |EINIE[C?] ifp <1,
| E[N] max{E[C], E[CF]} ifB > 1.

Then, by Lemmas 3.1 and 3.2,
E[WF] < K"

for some K > 0. Suppose that § > 1. Then, by monotone convergence and Minkowski’s

inequality, .
1= ] ()
n B
-smef(Em)]
n B
- (St

k=0
> B
=:(3"")
k=0
< Q.

This implies that R < oo a.s. When 0 < 8 < 1, use the inequality (}_7_o y)? < Y i yl/cg
for any y; > 0 instead of Minkowski’s inequality. Furthermore, for any 0 < y < g,

E[R”] = E[(R?)"/P] < (BIRP])"/P < o0.

L
That R =4 R whenever B > 1follows fromnoting that E[|R™ — R|#] = E[(Z,fin_H A
and applying the same arguments used above to obtain the bound E[|R™ — R|#] < Ky"t!

x (1 —nl/By=F,
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Next, by monotone convergence in (2.3), it can be verified that R must solve

N
RZY CiRi + 0,

i=1

where the {R;};>1 are i.i.d. copies of R, independent of N, Q, and {C;}.
We now turn our attention to the proof of the convergence of R to R. Recall from Section 2.2

that
R¥ 2 R"™D 4+ W, (RY), (3.1)
where
)
WaRD = D RSGinCirin
(ilw--ain)EAn

The following lemma shows that R > R for any initial condition R satisfying a moment
assumption.

Lemma 3.4. For any R > 0, if E[Q”] < oo, E[(R})?] < 00, and E[N]E[CF] < 1 for some
0<pB<1,then
R' > R,

with E[RP] < oco. Furthermore, under these assumptions, the distribution of R is the unique
solution with finite f-moment to recursion (1.1).

Proof. In view of (3.1), and since R™ —s R as., the result f(l))llows from Slutsky’s theo-
rem (see Theorem 1 of [12, p. 254]) once we show that W,,(R;) — 0. Recall that W, (R()) is

the same as W, if we substitute the Q;, .. ;, by the R(*)‘ (1ooin)” Fix € > 0. Then

,,,,,

P(W,(R}) > €) < e PE[W,(R})F]
< e P(E[CP1E[N]D)" E[(R})?] (by Lemma 3.1).

Since, by assumption, the right-hand side converges to 0 as n — oo, then R} > R. Further-
more, E[RP] < oo by Lemma 3.3. Clearly, the distribution of R represents the unique solution
with finite B-moment to (1.1), since any other possible solution would have to converge to the
same limit.

Remarks. (i) Note that when E[N] < 1, the branching tree is a.s. finite and no conditions on
the Cs are necessary for R < oo a.s. This corresponds to the second condition in Theorem 1
of [10].

(i1) In view of the same theorem from [10], we could possibly establish the convergence of
R: 2 R < oo under milder conditions. However, since the conditions that we will impose on
N, O, and C in the main theorems will be stronger, this lemma is not restrictive. Furthermore,
the initial values, R, are typically small (e.g. constant in applications), and, thus, the polynomial
moment condition imposed on R is general enough.

4. The case when the Cs dominate: implicit renewal theory

In this section we study the power law phenomenon that arises from the multiplicative effects
of the weights {C;} in (1.1).
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4.1. Implicit renewal theorem on trees

One observation that will help gain some intuition about (2.3) is to consider the case when
N = 1. The process {R"™?} then reduces to a (random coefficient) autoregressive process of
order 1, whose steady state solution satisfies

R = Q+CR,

where R is independent of C and Q. This is precisely one of the stochastic recursions considered
in [16] (see also [23]), where it was shown that, under the assumption that E{C%] = 1 and some
other technical conditions on the distribution of C and Q, we have

P(R>x)~Hx™“

for some (computable) constant H > 0 (see Theorem 4.1 of [16]). The fact that the index of
the power law depends on the distribution of the weights is already promising in terms of our
goal of identifying other sources of power law behavior.

Informally speaking, the recursions studied in [16] are basically multiplicative away from the
boundary. However, (1.1) always has an additive component given by ZlN: 1 Ci R; regardless
of how far from the boundary one may be. Fortunately, due to the heavy-tailed nature of R, our
intuition says that it is only one of the additive C; R; components that determines the behavior
of (1.1); thus, the sum will behave as the maximum term, simplifying to

N
P(Q + > CiRi > x) ~ E[N]P(CR > x), .1
i=1

assuming that Q has a light enough tail. This heuristic suggests the following generalization
of Theorem 2.3 of [16].

Here, we would like to emphasize that R and C in the following theorem can be any two
independent random variables that satisfy the stated conditions, i.e. they do not have to be
related by recursion (1.1). Hence, the theorem may be of potential use in other applications.
Note that we prove the theorem for a general constant m, which in our application refers to
E[N], as suggested by (4.1).

Theorem 4.1. Suppose that C > 0 a.s., 0 < E[C%logC] < oo for some o > 0, and that
the conditional distribution of log C given C # 0 is nonarithmetic. Suppose further that R is
independent of C, mE[C®] = 1, and that E[RP] < oo forany 0 < B < a. If

o0
/ IP(R > t) —mP(CR > 1)|t* ' dt < 00 4.2)
0

then
P(R>1t)~ Ht™?, t — 00,

where H > 0 is given by

*=l(P(R > v) —mP(CR > v)) dv.

1 o
= MEICYlog C] /0 v

The proof of this theorem follows the same steps as Theorem 2.3 of [16], and is presented
in Section 7.2.
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Remarks. (i) As pointed out in [16], the statement of the theorem has content only when R
has infinite moment of order «, since otherwise the constant H = (¢ E[N]E[C* logC D!
(E[R*] — E[N]E[(CR)*]) will be 0 by independence of R and C.

(ii) Note that some of the assumptions of Theorem 4.1 are different than the corresponding
assumptions of Theorem 2.3 of [16]. In particular, it is no longer the case that convexity
implies that E[C® log C] > 0 whenever « solves m E[C%] = 1 and E[C* log C] < oo, since
if m > 1, it is possible to construct counterexamples; hence, the need to include this as an
assumption. Another difference is our requirement that E[R?] < oo forany 0 < 8 < «. Inthe
case of applying Theorem 4.1 to (1.1), the condition on E[ R?] is not restrictive since we readily
obtain the moments of R for 0 < 8 < « from the computed moments of W,, from Section 3.

(iii) A similar result for the case when log C is lattice valued can be derived using the corre-
sponding renewal theorem.

In what follows we will use the preceding theorem to derive the asymptotic behavior of
P(R > x), where R, as given by (2.2), satisfies recursion (1.1). Here, the main difficulty will
be to show that condition (4.2) holds. For brevity, we use x V y to denote max{x, y} and x A y
to denote min{x, y}.

Theorem 4.2. Suppose that 0 < E[C%logC] < oo for some o > 0, that the conditional
distribution of log C given C # 0 is nonarithmetic, and that C and R are independent, where
R is defined by (2.2). Assume that ELN1E[C®] = 1, 0 < E[Q%] < o0, and E[N*Y119] < o0
for some 0 < € < 1, ifa > 1, assume further that E[N]E[C] < 1. Then

P(R>1t)~ Ht™ ¢, t — 00,

where
1

"= EINTEIC Tog C]
_ELCYL GR + 0% — Y (CiR)]
N o« E[N1E[C*log C] '

f v* I (P(R > v) — E[N]P(CR > v)) dv
0

Remarks. (i) Note that the second expression for H is more suitable for actually computing
it, especially in the case of o being an integer, as will be stated in the forthcoming corollary.

(ii)) When « is not an integer, we can derive an explicit bound on H by using the forthcoming
Lemma 4.3 and (4.4).

(iii) For the homogeneous equation (Q = 0) and @ > 1, closely related results to our theorem
can be found in Theorem 2.2 of [28] and Proposition 7 of [18]. The approach in [28] transforms
the recursion W = Z,N:1 C;W; for the critical case, E[W] = 1 and E[Z,N:1 Cil=1,toa
first-order difference (autoregressive) equation on a different probability space; see Lemma 4.1
of [28]. Note that the tail behavior of W does not imply that of R. Furthermore, it appears that
the method in [28] does not extend to the nonhomogeneous case since the proof of Lemma 4.1
of [28] critically depends on having both E[W] = 1 and E[Z,N:1 C;] = 1, whichis only possible
when Q = 0. For 0 < o < 1, the homogeneous equation was studied in [27] using stable laws.

(iv) Related results for the nonhomogeneous equation with deterministic constants Q, {C;}, and
N = o0, have been considered in [31] (see Theorem 5), and more recently in [2], also using
stable laws.

https://doi.org/10.1239/aap/1293113151 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1293113151

1070 P. R. JELENKOVIC AND M. OLVERA-CRAVIOTO

(v) Moreover, the results obtained in the references cited above appear to be less explicit in the
expression for H than the statement of Theorem 4.2, as Corollary 4.1 below illustrates.

(vi) Furthermore, Theorem 4.1 and the preceding technique of Theorem 4.2 can be adapted to
analyze other, possibly nonlinear, recursions on trees, e.g. we can characterize the asymptotic
behavior of P(R > x) that solves

R =0 + max C;R;.
1<i<N

We also want to point out that we can obtain the logarithmic asymptotics of R, that is, the
behavior of log P(R > x), much easier and under less restrictive conditions, e.g. log C; needs
not be nonarithmetic (this condition is required because of the use of the renewal theorem). An
upper bound can be obtained from Lemma 3.3 and Markov’s inequality. For the lower bound,
using the notation from Section 2.1, we obtain

P(R > x) > P(W,, > x)
> P( max CiW,_1; > x)
1<i<N
=E[(1 = P(CW,—1 < x)™)]
> E[NP(CW,—1 < x)NP(CW,_ > x),

where in the last step we used the relation 1 — ™ > mt"™ (1 —t) for 0 <t < 1. Now we use
the fact that P(CW,,_1 < x) > P(R < x) for all x to show that

P(R > x) > E[NP(R < x)NIP(CW,_; > x)
> E[NP(R < x)N]P(Cl max Co;Wy_s: > x)
1<i<N
> E[NP(R < x)V]E[N P(C1CoW,—2 < x)NP(C1C2Wy—z > X),
which, by using P(C1CoW,_2 < x) > P(R < x) for all x, yields
P(R > x) = (E[NP(R < x)N])2P(CC2W,,_2 > x).

Next, by continuing this inductive argument we obtain
n
P(R > x) > (E[NP(R < x)N])”P<Q HC,- > x).
i=1

Finally, for any 0 < € < 1, we can choose x¢ such that E[N P(R < x0)V1 > (1 — €)E[N],
implying that, for all n > 0 and x > xo,

P(R>x)>(1— e)"(E[N])"P(QHCi > x)
i=1

>P ! 1 "(E[ND" P nC~ 1
> <Q>@>( —&)"(E[N]) (]‘[ ,>xogx>.

i=1

Now define S, =logC1 + --- +log Cy,, k(8) = log E[C?], and choose « to be the solution to
k(o) = —log E[N] (i.e. E[N]E[C®] = 1). The logarithmic asymptotics can be obtained by
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choosing n = n(x) = log(x log x) /1y, where iy = k’(a) = E[C* log C]/ E[C?] > «'(0) =
E[log C] by convexity of «(-). Then, by Theorem 2.1 of [4, Chapter XIII],

lim inf logP(R > x) . log((1 — €) E[N]) o lim inf log P(S,(x) > nan(x))
X—00 log x e X—00 Han(x)
log(1 —¢€)
= —«
e

Hence, we can derive with a considerably smaller effort the following theorem.

Theorem 4.3. Suppose that 0 < E[C%logC] < oo for some a > 0, and that R is given
by (2.2). Assume that E[N]E[C%] = 1,0 < E[Q¥]E[N?] < oo, ifa > 1, assume further that
E[N]E[C] < 1. Then

logP(R > t) ~ —alogt, t — o0.

Therefore, the majority of the work in proving Theorem 4.2 goes into the derivation of
the exact asymptotic. Furthermore, it is worth noting that the logarithmic approach, although
less precise, can be obtained in a more general setting. For example, we can have C.” to
be dependent across different generations, as in the so-called WBP in a random environment.
Here, we could derive the asymptotics of log P(R > x) if E[([]/_, C 5}11,)1,...,1))“] satisfies the
polynomial-type Gértner—FEllis conditions that were recently considered in [21].

Corollary 4.1. For an integer @ > 1, and under the same assumptions as Theorem 4.2, the
constant H can be explicitly computed as a function of E[R¥], E[CX), and E[Qk], 0<k<
o — 1. In particular, for o = 1,

. E[Q]
~ E[N]E[ClogC]’

and, fora =2,

_ E[0?] + 2E[Q]E[C]E[N]E[R] + E[N(N — D](E[C]E[R])?
N 2E[N]E[C?log C] ’
E[Q]

E[R] = ——F— —7—"7—-.
1 — E[N]E[C]

H

Proof. The proof follows directly from multinomial expansions of the second expression
for H in Theorem 4.2.

Before giving the proof of Theorem 4.2 we state the following three preliminary lemmas. The
proof of Lemma 4.2 is given in Section 7.1 and the proof of Lemma 4.3 is given in Section 7.2.

Lemma 4.1. Suppose that 0 < E[C%log C] < oo for some a > 0 and E[N]E[C®*] = 1, if
o > 1, suppose further that E[N]1E[C] < 1. Assume also thatE[Q%] < oo and E[N*V!] < oo.
Then

E[R?] < o0

forall0 < B < a.

Proof. The derivative condition 0 < E[C%logC] < oo and E[N]E[C?] = 1 imply that
E[N]E[C?] < 1 for all B < «a that are sufficiently close to «. Hence, the conclusion of the
result follows from Lemma 3.3.
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Let [x7] be the smallest integer greater than or equal to x.

Lemma 4.2. Let 8 > 1, and let p = [B] € {2, 3,4,...}. For any sequence of nonnegative
i.i.d. random variables {Y, Y;};>1 and any k € {1, 2,3, ...}, we have

k

()

Lemma 4.3. Suppose that {C, C;} and {R, R;} are i.i.d. sequences of nonnegative random
variables independent of each other and of N. Assume that E[C*] < oo, E[N'T€] < oo for
some 0 < € < 1, and E[RP] < oo for any 0 < B < a. Then

k
_ Z Yiﬁi| < KP E[Yp—l]ﬁ/(P—l).

i=1

0< /OOO(E[N]P(CR > 1) — P( max CiR; > r))z“—l dr

I<i<

N
1 P
= —E[Z(CiRi)a — ( max Cl'Rl') :|
o izl 1<i<N

< Q.

Proof of Theorem 4.2. By Lemma 4.1 we know that E[R?] < oo for any 0 < 8 < a. The
statement of the theorem with the first expression for H will follow from Theorem 4.1 once we
prove condition (4.2) for m = E[N]. Define

N
R* = ZCiRi + 0.
i=1
Then

IP(R > 1) — E[N]P(CR > 1)| < ‘P(R > 1) — P(lgliixN CiR;i > z)‘

+ ‘P( max CiR; > r) —E[N]P(CR > r)‘.

1<i<N

Since R = R* > max; <i<n Ci R;, the first absolute value disappears. For the second absolute
value, note that, by the union bound,

E[N]P(CR > 1) — P(lrgixN CiR; > r) —E[NP(CR > 1) —1+P(CR <1)™] > 0.

It follows that

IP(R > t) — E[N]P(CR > 1)| < P(R > 1) —P( max C;R; > z)

1<i<N

+E[N]P(CR > 1) — P( max C;R; > z).
I<i<N
Note that we need to only verify that

o0
/ (P(R > 1) — P( max C;R; > t))t“_l dt < oo,
0

1<i<N
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since ~
/ (E[N] P(CR > 1) —P( max C;R; > t))t“*‘ dr < o0
0

1<i<N
by Lemma 4.3. To see this, note that R 2 R* and 1{r*>r} — Y{max,<j<y C;Ri>1}) = 05 thus, by
Fubini’s theorem we have
o0 1 o
/ (P(R -1 — P( max C;R; > t))z“*l dr = —E[(R*)“ _ ( max C,~R,~) ] (4.3)
0 1<i<N o 1<i<N

If 0 < o < 1, we apply the inequality (Zle xi)P < Zf:l x;S for0 < B <landx; >0, to
obtain

1<i<N 1<i<N

E[(R*)"‘ _ ( max C,-Ri>a] < E[Q“ + i(c,-R,»)“ . ( max c,-R,-)“],
i=1

which is finite by Lemma 4.3 and the assumption that E[Q%] < oco. If ¢ > 1, we use the
well-known inequality (Zf;l x)% > Zf;l xlf", x; > 0 (see Exercise 4.2.1 of [12, p. 102]), to
split the expectation as

E[(R*)“ — ( max CiR;)a] - E[(R*)“ — XN:(QR[)“]

I<i<N :
i=1

N
+E[§<Ci1€i)“ - (]r;anst c,-Ri)“},

which can be done since both expressions inside the expectations on the right-hand side are
nonnegative. The second expectation is again finite by Lemma 4.3. To see that the first
expectation is finite, let S = vazl C;R; and note that R* = S + Q, where S and Q are
independent. Let p = [«], and note that 1| < p — 1 < «. Then, by Lemma 4.2,

N N « N
E[(R*)” -y @ Rz-)”} = EL(S + Q)" — 51 + E[(Z C; Rl-) -> @ Rl-)“}
i=1

i=1 i=1 _
< E[(S + 0)% — §*T+ E[N*|(E[(CR)?~'*/P—D),

The second expectation is finite since, by Lemma 3.3, E[R?] < oo forany 0 < B < «. For the
first expectation, we use the inequality

x4, 0<k <1,

x+ 0 <
( )= {x"—i—ic(x—i—t)"_lt, Kk >1,

for any x, ¢t > 0. We apply the second expression p — 1 times and then the first expression to
obtain
x+D% <x*+ax+0""
< ...

p—2
< xY 4+ Zalxc(—ltl +ap—l(x+t)a—p+1tp—l
i=1
p—1

<x*+aft* +af Zx“_iti.

i=1
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We conclude that

p—1
E[(S+ Q)" — $*1 < «” E[Q°] + a” ) E[S*'IE[Q'], 4.4)
i=1

where E[S* 7] < E[(R*)* /] < coforany | <i < p — 1 by Lemma 3.3.
Finally, applying Theorem 4.1 gives

P(R > 1) ~ Ht ™,

where H = (E[N]E[C*log C)™! [ v*"!'(P(R > v) — E[N]P(CR > v)) dv.
The second expression for H follows by Fubini’s theorem, similarly as we have done in (4.3).

5. The case when N dominates

We now turn our attention to the distributional properties of R” and R when N has a heavy-
tailed distribution (in particular, regularly varying) that is heavier than the potential power law
effect arising from the multiplicative weights {C;}. This case is particularly important for
understanding the behavior of Google’s PageRank algorithm since the C;s are smaller than 1
and the in-degree distribution of the Web graph is well accepted to be a power law. We start
this section by stating the corresponding lemma that describes the asymptotic behavior of R,
The main technical difficulty of extending this lemma to steady state (R = R(®®) is to develop
a uniform bound for R — R™, which is enabled by our main technical result of this section,
Proposition 5.1. The proofs of the following lemmas follow from a standard application of
Breiman’s theorem and asymptotics of random power law sums as those found in Lemmas 3.7
and 4.2 of [22]; see [20] for details.

Before stating the lemmas, let us recall that a function L: [0, 00) — (0, 00) is slowly
varying if L(Ax)/L(x) — 1 as x — oo for any A > 0. We then say that the function x =% L(x)
is regularly varying with index «.

Lemma 5.1. Suppose that P(N > x) = x~%*L(x) with L(-) slowly varying, « > 1, and
E[Q%"¢] < oo, E[C¥"¢] < oo for some € > 0. Let p = E[N]E[C] and p, = E[N]E[C“].
Then, for any fixedn € {1,2,3,...},

n

D a(l=p"HTPW > x) 5.1)
k=0

__ (E[C]E[QD*

P(R™ > x) =)
—_ p o

as x — oo, where R™ was defined in Section 2.1.

Lemma 5.2. Suppose that P(N > x) = x~%L(x) with L(-) slowly varying, o > 1, and
E[Q%"¢] < oo, E[C¥"¢] < oo for some € > 0. Let p = E[N]E[C] and p, = E[N]E[C“].
Then, for any fixedn € {1,2,3,...},

n—1
P(W, > x) ~ (EICIE[QD* ) pyp™ ' TO¥P(N > x)
k=0

as x — 0o, where W,, was defined in Section 2.1.
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From this result, provided p V py < 1, it is to be expected that a bound of the form
P(W, > x) < Kn"P(N > x)

might hold for all n and x > 1, for some p V p, < n < 1. Such a bound will provide the
necessary tools to ensure that R — R is negligible for large enough 7, allowing the exchange
of limits in Lemma 5.1. Proving this result is the main technical contribution of this section; the
actual proof is given in Section 7.3. This bound may be of independent interest for computing
the distributional properties of other recursions on branching trees, e.g. it is straightforward to
apply our method to study the solution to

R = Q0+ max C;R;,

1<i<N
and similar recursions.

Proposition 5.1. Suppose that P(N > x) = x~*L(x) with L(-) slowly varying, @ > 1, and
E[C¥™] < oo, E[Q*™"] < oo for some v > 0, and let E[N]max{E[C*],E[C]} < n < 1.
Then, there exists a constant K = K(n, v) > 0 such that, for alln > 1 and all x > 1,

P(W, > x) < Kn"P(N > x). 5.2)

We would also like to point out that a bound of type (5.2) resembles a classical result by
Kesten (see Lemma 7 of [5, p. 149]) stating that the sum of heavy-tailed (subexponential)
random variables satisfies

P(Xi+-+ Xy, >x) <K(1+6)"P(X1 >x)

uniformly for all #» and x, forany € > 0 (see also [14] for more recent work). The main difference
between this result and (5.2) is that while n above refers to the number of terms in the sum, in
(5.2) it refers to the depth of the recursion. This makes the derivation of (5.2) considerably more
complicated, and perhaps implausible if it were not for the fact that we restrict our attention to
regularly varying distributions, as opposed to the general subexponential class.

In view of (5.2), we can now prove the main theorem of this section.

Theorem 5.1. Suppose that P(N > x) = x~*L(x) with L(-) slowly varying and @ > 1. Let
o = E[N]E[C] and p, = E[N]E[C®]. Assume that p V p, < 1, and that E[C*¢] < oo and
E[Q%T¢] < oo for some € > 0. Then,

P(R >x)~MP(N>x)

(I =p)*( = pa)
as x — 0o, where R was defined by (2.2).

Remarks. (i) A related result that also allows Q and N to be dependent was derived very
recently in [35] using transform methods and Tauberian theorems under the moment conditions
E[Q] < 1and E[C] = (1 — E[Q])/ E[N].

(ii) Note that this result implies the classical result on the busy period of an M/G/1 queue
derived in [13]. Specifically, the total number of customers in a busy period B satisfies the
recursion B = 1 + Zi:l B;, where the B;s are i.i.d. copies of B, N(t) is a Poisson process
of rate A, and S is the service distribution; {B;}, N(¢), and S are mutually independent, and
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p = E[N(S)] < 1. Now, the recursion for B is obtained from our theorem by setting C = 1
and QO = 1, implying that P(B > x) ~ P(N(S) > x)/(1 — ,o)‘“‘l. Next, we can obtain
the asymptotics for the length of the busy period P by using the identity B = N(P). This
can be easily derived, in spite of the fact that N(#) and P are correlated, since N (¢) is highly
concentrated around its mean. For recent work on the power law asymptotics of the GI/GI/1
busy period, see [37].

(iii) In view of Lemma 5.1, the theorem shows that the limits lim_ o0 lim,— oo P(R® >

x)/ P(N > x) are interchangeable.

Proof of Theorem 5.1. Fix 0 < § < 1 and ng > 1. Choose p V p, < n < 1, and use
Proposition 5.1 to obtain, for some constant Ko > 0,
P(W, > x) < Kon"P(N > x)

foralln > 1andall x > 1. Let H{” = (E[C]1E[Q])*(1 — p)~® Y %_, pk(1 — p"*)* and
Hy = H™. Then

[P(R > x) — Hy P(N > x)| < [P(R > x) — P(R"0 > x)]| (5.3)
+ [P(R" > x) — H" P(N > x)| (5.4)
+ |H") — Hy|P(N > x). (5.5)

By Lemma 5.1, there exists a function ¢ (x) | 0 as x — oo such that
IP(R™ > x) — H"™ P(N > x)| < ¢(x)Hy P(N > x).
To bound (5.3), let 8 = n'/22+2 < 1 and note that

IP(R > x) — P(R"™ > x)|
<P(R"™ 4+ (R—R") > x, R— R" < §x) —P(R™ > x) + P(R — R™) > §x)

o
Z W, > 5x>

n=nop+1

<P(R"™ > (1 —8)x) — P(R™ > x) + P(

<P(R"™ > (1 = 8)x) — H" P(N > (1 — 8§)x) + H"™ P(N > x) —P(R" > x)

+HIP(N > (1= 8)x) — HM'P(N > x)+ Y P(W, > sx(1—p)p" ™"
n=nop+1
P(N > (1 —8x) (PN > (1 —8)x)
< {2¢((1 — 8)x) TS ( T 1) }Ha P(N > x)

+ Y Kon"P(N >sx(1—p)p "),

n=ng+1
where in the last inequality we applied the uniform bound from Proposition 5.1. The expression
in curly brackets is bounded by
L((1—9d)x)
L(x)

L((1—d)x)

20((1 = 8)x)(1 =8~ Lo

+<(1_5)—a _1)—>(1—a)—“—1

as x — 0o. By Potter’s theorem (see Theorem 1.5.6(ii) of [8, p. 25]), there exists a constant
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A = A(1) > 1 such that

Y Kon"P(N > éx(1—p)p ")

n=ngp+1

<KoA Y "= H PN > x)
n=ngp+1

= KoAG(1 — )1 — A7yt PN > x)

< K5I P(N > x).

Next, for (5.5), simply note that

1

o | H" = Hol
o

[} no
= (- po»(z Py =D Pull = p"O—k)“>
k=0 k=0

no 00
=1 =p) Y P =L =p" )+ =p) Y 1

k=0 k=no+1

no
< (1= pa) Y phop™* + prot!

k=0
< la(l = pg)(mo + 1) + pal(pa vV p)"°
< Kn".

Finally, by replacing the preceding estimates in (5.3)—(5.5), we obtain

P(R
im | SR >0 g gyme g kst
x—oo| Hy, P(N > x)
Since the right-hand side can be made arbitrarily small by first letting ng — oo and then § |, 0,
the result of the theorem follows.

5.1. Engineering implications

Recall that, for Google’s PageRank algorithm, the weights are given by C; = ¢/D; < 1,
where 0 < ¢ < 1 is a constant related to the damping factor and the number of nodes in the
Web graph, and D; corresponds to the out-degree of a page. We point out that dividing the
ranks of neighboring pages by their out-degree has the purpose of decreasing the contribution
of pages with highly inflated referencing. However, Theorem 5.1 reveals that the page rank
is essentially insensitive to the parameters of the out-degree distribution, which means that
PageRank basically reflects the popularity vote given by the number of references N. This
same observation was previously made in [35].

Furthermore, Theorem 4.1 clearly shows that the choice of weights C; in the ranking
algorithm can determine the distribution of R as well. Note that, for the PageRank algorithm,
the weights C; = ¢/D; < 1 can never dominate the asymptotic behavior of R when N is a
power law. Therefore, Theorem 4.1 suggests a potential development of new ranking algorithms
where the ranks will be much more sensitive to the weights.
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6. The case when Q dominates

This section of the paper treats the case when the heavy-tailed behavior of R arises from the
{Q;}, known in the autoregressive processes literature as innovations. The results presented
here are very similar to those in Section 5, and so are their proofs. We will therefore only
present the statements of the results and skip most of the proofs. We start with the equivalents
of Lemmas 5.1 and 5.2 in this context; similarly as in Section 5, the proofs are standard and
can be found in the preprint version of this paper [20].

Lemma 6.1. Suppose that P(Q > x) = x~%*L(x) with L(-) slowly varying, « > 1, and
E[N*t€] < oo, E[C*T¢] < oo for some € > 0; let p, = E[N]E[C%]. Then, for any fixed
neil,2,3,..}

P(R™ > x) ~> pkP(Q>x)

k=0
as x — oo, where R™ was defined in Section 2.1.

As for the case when N dominates the asymptotic behavior of R, we can here expect that
P(R > x) ~ (1 = po) "' P(Q > ),

and the technical difficulty is justifying the exchange of limits. The same techniques used in
Section 5 can be used in this case as well. Therefore, we give a sketch of the arguments in
Section 7.4 but omit the proof. The following is the equivalent of Lemma 5.2.

Lemma 6.2. Suppose that P(Q > x) = x~%“L(x) with L(-) slowly varying, o > 1, and
E[N%"€] < oo, E[C*"€] < oo for some € > 0; let p, = E[N]E[C*). Then, for any fixed
nefl,2,3,...},

P(W, > x) ~ ;OZ P(Q > x)

as x — 0o, where W,, was defined in Section 2.1.
The corresponding version of Proposition 5.1 is given below.

Proposition 6.1. Suppose that P(Q > x) = x~*L(x) with L(-) slowly varying, @ > 1, and
E[C¥™] < oo, E[N*™] < oo for some v > 0, and let E[N]max{E[C*],E[C]} < n < L.
Then, there exists a constant K = K(n, v) > 0 such that, foralln > 1 and all x > 1,

P(W, > x) < Kn"P(Q > x).

A sketch of the proof can be found in Section 7.4.
Finally, we present the main theorem of this section. The proof again greatly resembles that
of Theorem 5.1 and is therefore omitted.

Theorem 6.1. Suppose that P(Q > x) = x~*L(x) with L(-) slowly varying and o > 1. Let
p = E[N]E[C] and p, = E[N]E[C®]. Assume that p V' p, < 1, and that E[C*T¢] < oo and
E[N%"€] < oo for some € > 0. Then

P(R > x) ~ (1= po) "' P(Q > )

as x — 0o, where R was defined by (2.2).
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Compare this result with Lemma A.3 of [29], where the autoregressive process of order 1
with regularly varying innovations is shown to be tail equivalent to Q. In particular, if we set
N = 1in Theorem 6.1 and let A; = 1—[{:11 C;, our result reduces to

P(Z AcQr > x) ~ D _EIA{IP(Q > x),
k=0

k=0

which is in line with the commonly accepted intuition about heavy-tailed large deviations where
large sums are due to one large summand Q.

7. Proofs

This section contains the proofs to most of the technical results presented in the paper,
together with some auxiliary lemmas that are needed along the way. The section is divided into
four subsections, each corresponding to the content of Sections 3, 4, 5, and 6, respectively.
7.1. Moments of W,

Here we give the proof of the moment bound for the B-moment, 8 > 1, of the sum of the
weights, W), of the nth generation. As an intermediate step, we present a lemma for the integer
moments of W, but first we give the proof of Lemma 4.2.

Proof of Lemma 4.2. Let p = [B] € {2,3,...} and y = B/p € (0, 1]. Define A,(k) =
{Gts- o) € Z5: i+ 4 jk = p, 0 < ji < p}. Then

() - ()

p R \Y
=<Zy,~p+ > ( .)y{1~~y,§k>
i=1 o d)€Ap ) M1 Tk
k . N\
SZy,W-l-( Z ( p .>y{1...ylgk> ’
i=1 o d)€Ap oy 1o Tk

where, for the last step, we used the well-known inequality (35_, x;)? < Y¥_, x” for 0 <
y < 1 and x; > 0 (see the proof of Lemma 3.1). We now use Jensen’s inequality to obtain

(&) 2=l 2, G )]

i=l oo JOEA )

<, =, Gl)r])

Uses Ji)EAp ()

p Ji Jk Y
= E[Y; --.Y, .
( Z <j1,-~-,jk) i k]>

J1sees k) EAp (k)

Since the {Y;} are i.i.d., we have
B[y -y T=171 - 1Y,

where ||Y || = E[|Y[<]"/% for k > 1 and ||Y||o := 1. Since ||Y || is increasing for x > 1, it
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follows that || | < |[Y||/'_,. Furthermore, it follows that
J1 Jk
WYy < ype_y.
which in turn implies that
k

&) -20=(, 2, 6]

(1sees k) EAp (K)
= 1Y I5_ kP — k)
< Y _ kP,

Lemma 7.1. Suppose that E[Q?] < oo, E[N?] < oo, and E[N]max{E[C?], E[C]} < 1 for
some p € {2,3,...}. Then, there exists a constant K, > 0 such that

E[W] < K, (E[N]max{E[C], E[C]})"
foralln > 0.

Proof. Let Y = CW,_1, where C is independent of W, _1, and let {Y;} be independent
copies of Y. We will give an induction proof in p. For p = 2, we have

N

o] ()]

= E[N]E[Y?] + E[N(N — D](E[Y])?
= E[N]E[C*]E[W,_ ]+ E[N(N — DIE[C]E[W,_1])*.
Using the preceding recursion, letting p = E[N]E[C] and p» = E[N]E[C 2], and noting that
E[W,—1] = p" ' E[Q],

we obtain
E[W?] = ;y E[W2_ |1+ Kp*" D, (7.1)

where K = E[N(N — 1)](E[C] E[Q])z. Now, iterating (7.1) gives the result for p = 2.
Forany p € {2, 3, ...}, the result can be obtained inductively using Lemma 4.2 and standard
algebra, and, thus, we present the details in the preprint version of this paper [20].

The proof for the general S-moment, 8 > 1, is given below.

Proof of Lemma 3.2. Set p = [B] > B > 1. Since the result when p = g follows from
Lemma 7.1, we assume that p > 8. Let Y = CW,,_1, where C is independent of W,_;, and
let {Y¥;} be independent copies of Y. Also, recall that p = E[N]E[C] and pg = E[N] E[CP).

Then, by Lemma 4.2,
< 3 ) i|
1

i=

(]

i=1

<E[(Xk: Y,) - 12:1: Yf} +E[12:: YfD P(N = k)

1 i=1

E[W/] =

I_l

p"qg

~
Il
=

o

~
I
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kP E[YP~1P/ =D L kE[YP) P(N = k)

M

=

~
Il
MR

= EINAIEICP ™ D0 @Iw S DT 4 og LW, 1.

n

Then, by Lemma 7.1,

E[W’] < g EIW?_ 1+ EINPIEICP ' D/ P=D(K 1 (pp_1 Vv p)"~ 1P/ =D
= ppEIWL_ |1+ K (pp—1 v p) ™17,

where y = B8/(p — 1) > 1. Finally, iterating the preceding bound n — 1 times gives

n—1
EIWf] < ol EIWS1+ K S pl(p v ppop)? "1
i=0
n—1 o
<E[WJ(0 v pp)" + K Y (p v pp)? @10+
i=0
n—1 -
=E[Q%1(0 v pp)" + KoV pp)" ™" > (p v pp) V)
i=0
< Kg(pV pp)".
This completes the proof.

7.2. The case when the Cs dominate: implicit renewal theory

In this section we state a lemma that is used in the proof of Theorem 4.1, and we give the
proofs to Theorem 4.1 and Lemma 4.3.

Lemma 7.2. Leta, 8 > 0 and H > 0. Suppose that fot v tB=1P(R > v)dv ~ HtP/B as
t — oo. Then
P(R>1t)~ Ht™?, t — oo.

Proof. This lemma is a special case of the monotone density theorem; see Theorem 1.7.5
(also Exercise 1.11.14) of [8]. However, for completeness, we give a direct proof here, similar
to that of Lemma 9.3 of [16]. By assumption, forany b > 1, ¢ € (0, 1), and sufficiently large 7,

ba+ﬂ_l bt
P(R>n*HP— — > / v HBIP(R > v) do
a+ B t
- H_E(bt)ﬁ _ H+€tﬁ

- B
B
%(H(bﬁ — 1) —e(1+bP)).

v

Since € was arbitrary, we can take the limit as ¢ — 0 and obtain
H(a+ B)(bF — 1)
BBetF —1)

Similarly, we can prove thatlim sup,_, ., P(R > #)t* < H starting from fbtt v P(R> v)do
with0 < b < 1.

litm inf P(R > 1)t* > — H, b 1.
—00
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Proof of Theorem 4.1. For any k € N, define [Ty = ]—[f-;l Ciand Vj = Zf:l log C;, with
ITp = 1 and V) = 0, where the C;s are independent copies of C. Then, for any ¢t € R,

n
P(R > ¢') = Z(mk_l P(ITx_iR > e') — mF P(TI4R > €')) + m" P(I,R > ¢)
k=1

n
= Z(mk—1 P 'R > e') —m"PEe ' CyR > &) + m"P(e"" R > ¢')
k=1

n—1 00
= ka/ (P(R > ') —mP(CR > ¢ ")) P(V; € dv)
k=0 -

+m"PEe""R > ¢').

Next, define

n
v (dr) = e kaP(Vk € dn), g(t) =e“(P(R > ¢') —mP(CR > ¢")),
k=0
r(t) =e* P(R>¢'), and 68,(t)=m"PE"" R > ¢).

Then, foranyt € Randn € N,

r(t) = (g * vp—1)(1) + 8,(1).
Next, for any 8 > 0, define the smoothing operator

v

t
F) = / e P () du

and note that

t
F(r) = / P (g 5 vy 1) () du + 8, (1)

t [e9]
- / g Pl / g — V)1 (dv) du + 8, (1)
—00

—00

o0 t
— / / e PU g (u — v) duv,_1 (dv) + 8, (1)
—00 —0Q

= / g(l‘ — U)Un_l(dv) + Sn(t)

—00
= (& * va—1)(0) +8,(0). (7.2)
Next, we will show that we can pass n — o0 in the preceding identity. To this end, let

n(du) = e**mP(log C € du), and note that this measure places no mass at —oo. Also, by
assumption, 7(-) is a nonarithmetic measure on R. Moreover,

o0
/ n(du) = mE[e*°2C] = mE[C¥] = 1
—0oQ0
and

o0
/ un(du) = mE[e*'°2C log C] = mE[C* log C] = mpu

—0o0
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imply that n(-) is a probability measure with mean 0 < mu < oo. Furthermore,
o
v(dr) = ka PV, € dr)

is its renewal measure since v(dt) = ZZO:O n*'(dt). Since mu > 0, then (| f| * v)(#) < 00
for all t whenever f is directly Riemann integrable. From (4.2) we know that g € L', so, by
Lemma9.2 of [16], g is directly Riemann integrable, resulting in (|g|*v)(¢) < oo forall¢. Thus,
(18] % v)(t) = B[Y 32, m*e®Vk|g(t — Vi)|] < oo. By Fubini’s theorem, E[Y 7o, m*e®Vkg(r —
V)] exists and

(g *v)(0) = [Zm" Vg m} = ) Elm et — Vi)l = lim (g % va)(1).
k=0

Now, by assumption we can choose § in the definition of the smoothing operator such that
O0< B <oaandm E[C?] < 1. We show below that, for such B, we have §,(t) - Oasn — oo
for all fixed ¢, since

t
Sn(t) = / e P pehVn RE = &Py du
—00

eft

—Bt .n
_sm / P(eﬁv”Rﬂ > v)dv
B 0
e P!

E[RP1(m E[CP])"

IA

— 0 as n— oo.
Hence, the preceding arguments allow us to pass n — oo in (7.2), and obtain
F(t) = (g xv)(@).

Now, by the key renewal theorem for two-sided random walks in [5],

el

—Bt a+p—1 y L[, H
e v P(R>v)dv=r(t) > — gw)ydu =: —, t — oo.
0 mup Jj_oco B
Clearly, H > 0 since the left-hand side of the preceding equation is positive, and, thus, by
Lemma 7.2,
P(R >1t) ~ Ht™%, t — oo.
Finally,

/ / ~PU=D¢(1)dr du
—/ ¢()dr

— | v YP(R > v) —mP(CR > v))dv.
mu Jo

We end this section with the proof of Lemma 4.3.
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Proof of Lemma 4.3. That the integral is positive follows from the union bound. That

/OOO(E[N] P(CR > 1) — P(lrgixN CiR;i > t))to‘_l dr

= —E[Z(C,R) (1I<nla<x CiR )a}

follows from similar arguments to those used to derive the alternative expression for H in the
proof of Theorem 4.2 found in the preprint version of this paper [20]. The rest of the proof
shows that the integral is finite.

Clearly,

1 1
/ (E[N]P(CR >1)— P( max C;R; > t))z“*‘ dr < E[N]/ 21 dr < oo.
0 1<i<N 0

Hence, it remains to prove that the remaining part of the integral (| 1°° ---dt) is finite. To do
this, we start by letting Y = CR and F(y) = P(Y < y). Then

E[N]P(CR > 1) — <1max CiR; > t) Z(F(t)k —1+KkF@)P(N = k)
i=N k=1

=E[1-F®))Y =1+ NF®)).
Use the inequality 1 — x < e™ for x > 0 to obtain
E[(1 - F1)Y — 1+ NF®] <Ele 7OV — 1 4 NF@0)].

Choose 0 < § < ae/(1+¢€) (recall that 0 < € < 1), and let 8 = o —§. By Markov’s inequality
and Lemma 3.3,

F() <t PE[YP1 =t PE[RPIE[CP] = c17F < 0

* — 1 + x is increasing on [0, 00), so

for any # > 0. Note that the function 2(x) = e~
R(NF(1)) < h(cNt™P).

Thus, by Fubini’s theorem (the integrand is nonnegative),

/IOO(E[N]P(CR > 1) — P( max C;R; > t))t“—l dr

1<i<N

o -8
< E[/ (e N — 14 eNtPye! dt:|.
1

Using the change of variable u = cNt~# gives

00 o N o/B cN
/ e N + Nt Py ldr = (e ,8) / e —=1+wu*Pdy
1 0

N o/B oo
(N) / e —1+wuFdu.
0

https://doi.org/10.1239/aap/1293113151 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1293113151

Information ranking and power laws on trees 1085

Our choice of B = o —§ guaranteesthat 1 < «/8 < 1+4¢€,s0 E[(¢cN)*P] < co. Tt only remains
to show that the last (nonrandom) integral is finite. To see this, note that e ™ — 1 +x < x%/2
ande™ — 1 <0 forany x > 0, so

o0 1 1 00
/ @ —1+uwu P 'du < —/ u' =P du —i—/ u=F du
0 2 Jo 1
1 1
= +
2Q—a/B)  a/f—1

< Q.

This completes the proof.

7.3. The case when N dominates

This section contains the proof of Proposition 5.1. We also present in Lemma 7.3 a result
for sums of i.i.d. truncated random variables that may be of independent interest in the context
of heavy-tailed asymptotics, since it provides bounds that do not depend on the distribution of
the summands. Most of the work involved in the proof of Proposition 5.1 goes into obtaining a
bound for one iteration of the recursion satisfied by W,,, and, for the convenience of the reader,
it is presented separately in Lemma 7.4.

Lemma 7.3 below is based on traditional heavy-tailed techniques based on Chernoff’s
inequality for truncated random variables, such as those used in [9] and [30], to name some
references. The reason why we cannot simply use existing results is our need to guarantee
that the bounds do not depend on the distribution of the summands, which will be key when
we apply them to W,,. Hence, special care goes into accounting for the constants explicitly;
see [20] for the proof. The corollary that we obtain from this lemma will be used in the proof
of Lemma 7.4.

Lemma 7.3. Suppose that Y1, Ya, ... are nonnegative i.i.d. random variables with the same
distribution as Y, where E[Y?] < oo for some B > 0. Fix0 < € < 1. Then

1. forO0 < B < 1,1 <k <xP/E[YP) and x > exp[(Ke)'/(1=P)),

k
X
P( Yi >x, max ¥; < )
P I<i<k log x

1 K
< exp|:—(l - ,B)(logx)(loglogx)(l - %)}

2. forB>1,1<k<(1—e)x/(E[Y]VE[YP]), andx > eV (Ke/e)?/B~D,

I<i<k =~ logx

< eXp[—e(ﬂ - 1>(logx>2(1 _loglogx  log(Ke/e) ) +eS(B— 1)2},
log x (B—1)logx

k
P< Yi >x, max Y; < ol >
i=1

where K = K(B) > 1 is a constant that does not depend on €, k, or the distribution of Y.

As an immediate corollary to the preceding lemma, we obtain the following result.
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Corollary 7.1. Suppose that Y1, Ya, . .. are nonnegative i.i.d. random variables with the same
distribution as Y, where E[Y?] < oo for some B > 0. Then, for any k > 0, there exists a
constant xo > 0 that does not depend on the distribution of Y such that

k
sup P( Yi >x, max ¥; < a ) <x*
I<k=mp(x) \jo; I<i<k log x
for all x > xq, where
B
, 0<pB <1,
E[YA]
mg(x) =
(1—-e)x

L Tex 1.0 1.
Erjvers P b V<€s

Lemma 7.4 below gives a bound for the distribution of W), in terms of that of W,,. This
lemma can also be used to prove the corresponding uniform bound for W, in the case when
Q dominates recursion (1.1). In the statement of the lemma we assume that 1/L(x) is locally
bounded on [1, 00).

Lemma 7.4. SupposethatP(N > x) < x~*L(x), witha > 1 and L(-) slowly varying, and that
E[N]max{E[C?],E[C]} < n < 1. Then, foranyc > 0,0 <€ < l,and0 < § < 1 A (a—1)/2,
there exist constants K = K (8, €, ¢, n) > 0 and xo = xo(8, €, ¢, n) > 0, which do not depend
on n, such that, forall 1 <n < clogx/|logn| and all x > x,

P(Was1 > x) < Kn@N@™"x™L(x) + EINIP(CW, > (1 = e)x),
where C and W,, are independent.

Remark. Note that the condition E[N]max{E[C%], E[C]} < 1 is natural since it is needed
for the finiteness of E[R?] for any 8 < «. It is also in agreement with Lemma 5.1 in the
sense that it is a necessary condition for the convergence (as n — 00) of the sum appearing
in (5.1). The choice of n is also suggested by the fact that, for § < «, we can obtain a
weaker uniform bound by applying the moment estimate on E[W,f ] from Lemma 3.2, i.e.
P(W, > x) < E[W§ Ix# < Kp(E[N]max{E[C], E[C#]})"x~*.

Before presenting the proof, we would like to emphasize that special care goes into making
sure that K and xg in the statement of the lemma do not depend on n. This is important since
Lemma 7.4 will be applied iteratively in the proof of Proposition 5.1, where we do not want K
and xg to grow from one iteration to the next.

Proof of Lemma 7.4. By convexity of f(0) = E[C?], max{E[C?], E[C]} > max{E[C*~*],

E[C]}, implying that
" E[N]max{E[C%—?%], E[C]}
Next, recall that W, = ZlNzl C;W,.;, where the W, ; arei.i.d. copies of W, andlet Y = Y, =
CiW,,;and B = a —§ > 1. Note that, by Lemma 3.2, there exists a constant K1 > 0 (that
does not depend on n) such that
E[Y”] = E[CP]E[W/] < K\ (EIN]max{E[C* ], E[C)" = Ki(1 +&)"n",  (7.3)

where the last equality comes from the definition of €. Since E[Y] = E[Q](E[N]E[C])" <
E[Q1(E[N] max{E[C*°®], E[C]})", then

E[YP]VE[Y] < Ka(1 4 &))" (7.4)

1>0.
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for some constant K, > 0 that does not depend on n. With the intent of applying Corollary 7.1,

we define
d ) €2x
=ex and mgx) = —|.
Y p E[YP] Vv E[Y]
Let M,Ei) be the ith order statistic of {Y7, ..., Yz}, with M ,Ek) being the largest. Then

N

P(Wyyp1 > x) = P(Z Y; > x)

i=1

N
<Z Yi >x, N < mﬁ(x)> +P(N > mg(x))

i=1

IA

N
P(Z Yi>x, M <(1—e)x, N <m,3(x))
i=1
+PMY > (1 —e)x, N < mp(x)) + P(N > mp(x))

N
<ZY >, MV < —ex, MYV < 2 N<m,3(x)> (1.5)

i=1 B 1 ogy
- y
+P<M1(VN DS T N < mﬂ(x)) (7.6)
+PM > (1 —€)x, N < mg(x)) + P(N > mg(x)). (7.7)

Note that the term in (7.5) can be bounded as follows:

N
(ZYl>x MY <1 —ex, M{'~ ”_ly N<mﬁ(x))
i=1 ogy
al y
1
5P<ZY—M<N)>y My )_@,meﬂ(x))

i=1

1
mg(x)
§P< Yi>y, max Y; < y)
1<i<mg(x) logy

Fix v =a 4+ § + c(e — §). Then, by Corollary 7.1, there exists a constant x; > e, which does
not depend on the distribution of Y (and, therefore, does not depend on n), such that

mg(x) y
P Yi>y, max Y; < <y’
(X v v ) <

1<i<mpg(x)
— E—unc(a—(S) log x/|log nlx—oz—s

< éfun(afé)nxfafé
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x*ﬁ
=e V" —pf'x*L(x)
L(x)
1
<e Vsup—nP"xT*L(x)
=1 L)

for all y > xj, where the second inequality follows from the assumption that n <

clog x/|log n|, and in the second equality we used the definition § = o — §. To bound (7.6),
we condition on N:

mg(x)

(N-1) Y (k—1) y
P(M —— N < =Y P(M —— )P(N =k
< Yo gy _mﬂ(x)) ; < ¢ >10gy) =0
mg(x)

IA

k y 2
Z(>P<Y> )P(N:k)
P 2 logy

2
y
< E[N? l{NSmﬁ(x)}]P<Y g @)

2
< E[NzAﬂ]m/g(x)(z_ﬁ)+P<Y > ) ,
logy

where in the last inequality we used N < mg(x) in case N does not have a second moment.
Now, by Markov’s inequality and the definition of mg(x),

2 2

E[Y?]( B
mp0)@ P (¥ = L) < mpoe-pt (E100eN

log y yh
E[Yf] PGP E[y PP (log )

(E[Yﬁ] \% E[Y]) y2BrGE=2)
- c@=-pF E[Y£]?8 (log y)Zﬁ
= y2BAGE-2)

Q-p* —n,,n\2AB 28
€ (K1(1 +&)7"n™)**Pdogy)
= y2BA(G3B-2) (by (7.3)).

Our choice of § guarantees that 286 A 38 —2) >« +§and 8 = o — & > 1, and, therefore,
Q@AB)n
P MI(\,N_I) > L, N <mg(x) | < Kgn—x_“_5
logy (1 +&)@nBm

-5

X
< K3——n@ By =y
< 3L(x)77 (x)

-3
1
< Kzsup — @=L (x)
tzrl) L(1)

for all x > xy = ¢ le, where
2
K3 = K3(¢, 8§) = E[N?Ple@P T —a=d g21P (log 1)?#

1 fgg [2BAGB—2)—a—5"
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To bound the second term in (7.7), we first note that, by Potter’s theorem (see Theorem 1.5.6(ii)
of [8, p. 25]), there exists a constant x3 = x3(¢, §) such that, for all x > x3,

(mp(x))~*L(mp(x)) L)
x~YL(x)

—a+8 —a—6
<q +e)max{<mﬂx(’“)> , (’"ﬁ(")> }x—“L(x)

P(N > mg(x)) <

X

E[Y?] \/E[Y])"‘_‘S (E[Yﬁ] vE[Y])"‘“} Y
- - - | — x “L(x)

=(1 —l—s)max{( = -
1+e »
m(E[Yﬁ] VEYDPxL(x)

SRS o
— e2(a+d) a1+ 8)ﬂn—1
KanP"x~*L(x).

x"*L(x) (by (7.4)

IA

Finally, for the first term in (7.7),

PMY) > (1 —e)x, N <mpgx)) <P(MJ > (1—e)x)
<ENIP(Y > (1 —)x).

Combining the preceding bounds for (7.5)—(7.7), and setting xo = max{xi, x2, x3} and K =
(€7 + K3) sup,> t=3/L(t) + K4 completes the proof.

Finally, we give the proof of Proposition 5.1, the main technical contribution of Section 5.

Proof of Proposition 5.1. Note that it is enough to prove the proposition for all x > xo for
some xg = xo(n, v) > 1, since, forall 1 < x < xpandn > 1,
P(W,
POW, > x) = 2 W0 >0 ip iy

n"P(N > x)

_ EIQIBINIE[C])"x""

- n"P(N > x)

E[Q]

sup ———— " P(N > x).
SR PN =1

n"P(N > x) (by Markov’s inequality)

Next, choose 0 < € < 1 such that
E[N]E[C*]((1 — e)_‘)‘_1 + 2¢) <, (7.8)

define ¢ = v/2,

Y= ! 10g< L )
[log 1| E[N]max{E[C¥], E[C]}

and select 0 < § < min{l, (@ — 1)/2, cy}. Now, by Lemma 7.4, there exist constants K,
x1 > 0 (that do not depend on n) such that

P(Wyp1 > x) < Kin@ @ p(N > x) + E[N]P(CW,, > (1 —e)x) forall x > xj.
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Hence, by defining ng = (2 A (o« — 8) — 1)~ (log n)~! log(e E[N]E[C“]), we obtain
P(W,41 > x) < K1 E[N]E[C%]en" P(N > x) + E[N]P(CW, > (1 — €)x) (7.9)
forall n > ng and all x > x;.

Next, in order to derive an explicit bound for P(W,, > x), we need the two estimates, (7.10)
and (7.11), below. In this regard, choose x¢ > 1 Vv x1 such that

P(CN > (1 —€)x) <E[C*](1 — ) 'P(N > x) (7.10)

for all x > x¢. This is possible since, by Lemma 4.2 of [22], P(CN > (1 —€)x) ~ E[C*](1 —
€)"“P(N > x). Also, by Markov’s inequality we have, for all 1 <n < clogx/|logn]|,

1 —
P(C > ﬂ) S E[Cot-‘rl)](l _ G)—Ot—\)xg-va—Ol—v
X0

E[CYMx§ ™ )

_ —v/2

=0- e)“+"x"/2L(x)x P(N > x)
+

- E[C“+”]x8‘ v

T (1 —e)*txv/2L(x)

where in the second inequality we used x ~"/2 = x—¢ = pelogx/llognl < pn Now, define

E[Ca+v]xa+v
K> = maxq1, K1, sup 0 .
x>xg € E[C¥](1 — €)%V xV/2L(x)

n"P(N > x), (7.11)

Now we proceed to derive bounds for P(W,, > x) for differentranges ofn. Forall1 <n < ng
and all x > x¢, by Lemma 5.1, there exists a constant Ky > K> such that

P(W, > x) < Kon"P(N > x). (7.12)

Next, for the values ng < n < clogx/|logn|, we proceed by induction using (7.9). To this
end, suppose that (7.12) holds for some 7 in the specified range. Then, note that, by (7.11) and
the induction hypothesis (7.12), we have, for all x > x,

P(CW, > (1 —€)x)
= P<CWn >0 —-e€)x, C< —(1 _G)x) +P(C - a _E)x>

X0 X0

(I1=€)x/xo (1—e)x
< / P(Wn > T) P(C € dy) + KL E[C*]en" P(N > x)
0
o0 (1—e)x
< Kon”/ P<N > —) P(C € dy) + K, E[C*len” P(N > x)
0 y
= Kon"P(CN > (1 — e)x) + K E[C*len” P(N > x)
< KoE[C*1(1 — &)™ '+ e)n" P(N > x),

where in the last inequality we used (7.10) and Ko > K. Then, by replacing the preceding
bound in (7.9) and using (7.8), we derive

P(W,11 > x) < KoE[N]JE[C®]((1 — €)' +2¢)n" P(N > x)
< Kon""'P(N > x)

forallx > xpandall 1 <n < clogx/|logn|.
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Finally, for n > clog x/|log n|, we follow a different approach that comes from our moment

estimates for W,,. Let
Ui

= —1
* = E[NImax(E[C¥]. EIC])
and note that, by convexity,

>0,

E[N]max{E[C*7%], E[C]} < E[N]max{E[C®], E[C]} = (1 4+ &)~ !p.
Then, by Markov’s inequality and Lemma 3.2, we have
P(W, > x) < E[W2°]x—o+?
< Ko s(E[N]max{E[C*~°], E[C]})"x~*+*
— Ky s(1 4 &) p"x—a+s

< [(01_8x*10g(1+€)C/|10g77\,7nxfot+tS (7.13)

for all x > 0. Note that the preceding bound,

log(l+¢) 1 . ( n ) B
= Og =Y,
[log n| [log n| E[N]max{E[C*], E[C]}

and (7.13) yield
P(W, > x) < Ko_gn"x™ V7%

< Ky_s nnxfaJrSfcy
S—cy

= Ko_sn"——P(N > x)
L(x)

S—cy

< Ky_ssup " P(N > x)

- =1 L)

for all x > 1; recall that § < cy. Thus, setting K = max{Ko, Ky—s Sup;>| =V (L)~}
completes the proof.

7.4. The case when Q dominates

We end the paper with a sketch of the proof of Proposition 6.1. As mentioned before, the
proofs of the other results presented in Section 6 have been omitted since they are very similar
to those from Section 5.

Sketch of the proof of Proposition 6.1. By Markov’s inequality,
P(N > x) < E[N*"V]x %7V
for all x > 0. Use Lemma 7.4 to obtain
P(Wy+1 > x) < K1 E[N]E[C*]en" P(Q > x) + E[N]P(CW,, > (1 — €)x)

for all ngp < n < klogx and all x > x; (for suitably chosen constants €, ng, and k). Choose
xo > 1V x1 such that

P(CQ > (1 —€)x) <E[CYI(1 — ) ' P(Q > x).

The rest of the proof continues as in Proposition 5.1 with some modifications.
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