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§1. In a recent paper! Dr J. M. Whittaker has shown that the
Fourier series
tay + 2 (a, cosnf + b, sin nd)
n=1

of a function f(6) which has a Lebesgue integral in (— =, @), is?
absolutely summable (A) to sum [, if

@  Jisorea
exists, where
26 () =1 (6 + 2¢) + f (8 — 2t) — 21.

In this paper two other forms of criterion for absolute summability
(4) of a Fourier series are obtained. In §2, it is shown that the series
is absolutely summable (4), if

(B) & (t) is absolutely continuous in (0, 3).
In § 3, another criterion is found, viz.
5
(») the existence of the integral J | D ()| t2dt,
0
where

D) = J: & (u) du.

In §4, the mutual relations of these three criteria are discussed,
where it is shown that, while (B8) is independent of (a) and (y), (y)
includes (a).

U Proc. Edinburgh Math. Soc. (2), 2 (1930), 1-5.
2 A series
Z an,
n=0
has been defined to be absolutely summable (4), if
f@)= Z anan
n=0

is convergent in (0 << < 1) and if f(z) is of bounded variation in (0, 1).
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In the last article it is proved that a Fourier series may be
absolutely summable (4) at a point, without being convergent in the
ordinary sense at that point.

§2. From the Poisson’s series! (convergent for 0 {z < 1)

P(x)=1a,+ Z z" (a, cos nf + b, sinnf),

() — &

Lo
2

1 —2?
j 1 — 22 cos 2t - x‘zdt’

T, 1 _x2
IO+S5 ¢ (1) 1—2x cos2t+x2dt’
= @ (x) + @; (2), say,

we get

[N
3

:0
||

Il

where § is a constant such that 0 < § < % .

It is easy to prove that

|10 @),

where 0 <x; <1, is less than a constant and hence @,(x) is of
bounded variation in (0, 1).

Now suppose ¢ (t) is absolutely continuous in (0, 3). Hence,
integrating by parts

Q1 (x) = $(8) tan™! {1 s tan 8} j tan-?! {HZ tan t} (#> dt
= J (z) — K (2).

Here J () is obviously a function of bounded variation in (0, 1),

whilst
j:‘ |K'(%)|dz = j.o j: d(‘zt(t) d(i tan- {1 - xtant ]dt
<[ o] |0 ey
. d%—t(t) U (z,, t) dt

inverting the order of integration?; here

1 E. W. Hobson, Theory of Functions of @ Real Variable, 2 (1926), 629.
21bid., 1 (1927), 630.
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|
i

sin 2¢
1 — 2xcos 2t + a2

U (xy,t) = j:)

— ajlt+a L
tan \l—xltantf t<—

NJ

Therefore j | K' (z)|dx < 2'[’ \dt<c

where ¢ is a constant.! Hence K (x) is a function of bounded
variation in (0, 1). Therefore @, (x) and consequently @ (z) from (2)
is a function of bounded variation in (0, 1), so that the series (1)
is absolutely summable (4) at 6, if it converges in virtue of ¢ (¢)
being absolutely continuous in (0, §).

§3. Let
1 —2a?

1 — 2xcos 2t + 2%

and D (t) = I; é (u) du.

Wz, t) =

Taking 8 = %, we have

j:’m'l(x);dx_j U $0). aW oW (2, 1) dt,dx
t)%x’—]m—r o) V@Y gy

=L or 0 dtow |
z, (‘n/4 2

<A+I j 10 @)1.|EY® D 4 g,
0o Jo ot ox

where 4 is a constant. Inverting the order of integration, we have

*W (x, t)
j #)|dw < A+I I(D(‘)l{j e |9 )
Now
= 0* W (=, ' W (=, ¢) 1+ a* — 627 + 22 (1 + 2?) cos 2¢
= 4 2
j‘, T otor Id 0 sin 2¢ (1 — 2z cos 2f + 27)® ldx
=jl|V(x,t)|dx,
0
where

1+ x* — 62® 4 22 (1 + 2?) cos 2¢
(1 — 2xcos 2t + a?)® ’

V(x, t) =4sin 2¢

1 Ibid., 593.
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Let us write

. 1 —2
t, = sin 1\/—2\/(T1x12)' (0 <t < m/4).
Then, if 0 <t < ¢, we have

t
ot 0z Viw 1) dz

j‘tl
0

WWwa

_ 4sin2t. 2 (1 — 27
T (1 = 23,0082t + x,2)2"

Now sginee
(1 — 22,008 2t + 2,%)? = (1 — ,)* + 82, (1 + «,°) sin®t — 16x;® 8in®¢ cos?¢
> 8z, (1 — z,)%sin’t,
it follows that, for 0 <t ¢,
r‘l PW (x, 1)
Jo ot ox
If 6, <t} and 2/, such that (/2 — 1) 2’ < 1, be given by

2

(1 + xl)cost T
dx<(1 Ty sint 2

I2 I4
cos2t=6x —l-z

2z’ (1 + )
we see that

=02 W (x, t)l
jo ot ox dz <

LW (x, t)‘d
ot 0x

0

V2-1
=j Vi, t dx—{—j
L]

1

V(z, t)dx ~J. V(x, t)dx

Ve-1
__ 8sin 2t.x’(1—x’)
(1 — 22" cos 2t + x’2)2

xX

< Dcostcosec’t < 1n?Dt™?,
where D is a constant.

Thus we have

[iewtas e ([ [0} P22 as)a

1 /4
<A+%#I;®mu4m+%mpj|¢muﬂm
0 t

4

m/
<A+Bj|®mu4M
0

where B is a constant.
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Hence @, (x) will be of bounded variation in (0, 1) and con-
sequently the Fourier series will be absolutely summable (A4),
provided that

5
j |@(¢)|t2de
0
exists.

§4. The criterion (y) includes (a).
The proof of this is quite straightforward and is therefore

omitted.
(y) is not included in (a).
Take
.1 1 1
¢ () =ptr=tsin — — o cos -, (1<p<2),
80 that

1
(I)(t) = {* sin T
Then (y) exists, but (a) does not exist.

(B) 1s included neither in (a) nor in (y).
Thus

1\-
$() = (log 1)
satisfies (B), but neither (a) nor (y).

Again (B) being an especial case of Jordan’s test, cannot include
(a) or ().}
§5. The existence of the integral

[1omra
0

is not a sufficient condition for the convergence of the corresponding
Fourier series.
For if we take

¢ (t) =rt""!sin tl —tzi_r cos —, (L<r<3d),
80 that
QM=ﬂﬁn%,
‘Then we have
(3 . 1
1=lj (rer- sin L — L oo i>. sin (2n + 1)t
™ Jo 14 7 t t
€ 3 € 0 2 l
- _1_-‘ rsini.sm(zn_!_l)tdt—ij 1 cosl .sm( n-+ )tdt
T Jo t t2-r a otZ—r ¢ i
=I] _IQ-

1 See G. H. Hardy, Messenger of Math., 49 (1919-20), 150.
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Now lim I, is zero, but by means of results due to Du Bois-
n=-—w
Reymond,! it can be proved that I, does not tend to any definite

limit, as n—> . Hence the corresponding Fourier series will not
converge at 0, although

s

f D () -0 dt

0
exists.

Thus it has been shown that a Fourier series may be non-
convergent at a point, but nevertheless absolutely summable (4) at
that point.

I am much indebted to Dr J. M. Whittaker for his kind interest
and advice during the preparation of this paper.

1 Abhand. d. Bayer. Akad. (1876), I1, 37.
See also G. H. Hardy, Quarterly Journal, 44 (1913), 242-263.
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