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Abstract
We propose a logic-based framework to model a system whose aim is to help provide the user with those pieces of
information that are useful with respect to his/her current information need, as well as relevant to his/her query. More
precisely, we propose three measures of information usefulness which take into account the fact that the user can be
represented as a cognitive agent endowed with some beliefs—a partial “picture” about what it already knows—and
goals—a certain state of affairs in which the agent would like to be. This paper extends a previous version of the
framework by considering a more realistic hypothesis, according to which there are several ways to achieve goals.
We present three different approaches: the binary approach, the ordinal approach, and the numerical approach.
We take information retrieval (IR) as a particular application domain, and we compare some existing measures with
the usefulness measure we introduce here.

1. Introduction
We can assume that during the process of communication or dialog between two people, at least at some
point, one has an idea of the beliefs and goals of the other. Of course, these ideas may not correspond
to the perfect reality, but this does not prevent them from having a conversation or a debate and thus
deciding what to say or not to say. The same assumption can be made about the interaction between a
user and a machine (Hollnagel & Woods, 1983) or even between a user and an information retrieval (IR)
system during an interactive IR process (Belkin, 1992). This is the main motivation of our proposal.
Indeed, we propose three measures of information usefulness that consider the IR system as a cognitive
agent (Rao & Georgeff, 1991). This agent has beliefs about the information that the user—who is also
considered as a cognitive agent—needs to achieve his/her goals. Our final aim is to help provide the
users with documents that help them achieve an informative goal or accomplish a task.

As pointed out by Xu and Yin (2008), ‘The information science research community is character-
ized by a paradigm split, with a system-centered cluster working on IR algorithms and a user-centered
cluster working on user behavior. The two clusters rarely leverage each other’s insight and strength’.
Most of the existing works dealing with the ‘system’s view about the user needs’ are essentially based
on the user profile (or on the past behavior of other users), whose contents are the user’s interests,
preferences, etc., acquired from the user’s past interactions with the system (Stewart & Davies, 1997;
Schiaffino & Amandi, 2009). Overall, as it has been recently pointed out by Vakkari et al. (2019), the
existing studies typically focused on perceived usefulness rather than on actual use of the piece of infor-
mation by the user. While this is adapted to represent the user’s interests in general, it may not be adapted
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to represent the user’s current needs especially if the user is looking for novelty in information to be used
to achieve a given goal—I was interested in a washing machine until the last week when I bought one;
now, while it is part of my past interests, I am not interested in it anymore because I already achieved my
goal. The user profile represents, for sure, the user past interests, and in the cases in which the research
for information is not related to a particular goal, it can be that the user is still looking for the same or
similar piece of information. In this paper, we are interested in modeling the usefulness of information
for information retrieval goal-driven users. Therefore, a piece of information is considered useful by the
user if and only if it is new with respect to what the user already knows, and it helps the user to achieve
his/her current goals.

We have recently proposed in Cholvy and da Costa Pereira (2019) a general logic-based framework
in which there are two cognitive agents: one is the user who has some beliefs and some goals modeled
as propositional formulas; the second is the system, which has some beliefs about the user’s beliefs and
goals. This framework aims at providing the user with information which is the most useful for him/her
to achieve his/her own goals. The proposed framework is general enough to model the paradigm of
cooperative exchanges with a system (a speaker, a database, the search engine) that answers the query
expressed by the user (the listener, the database user, the web user. . .) and has to provide the most useful
information to the user. The definition of the concept of information usefulness in such a context takes
the system point of view and tries to characterize how useful a piece of information can be for the user.

However, in such a framework there are some limitations which could prevent its use in many real-
world situations. For example, it is assumed that there is only one way to achieve a goal, that is, each
goal has exactly one conjunction of literals allowing its achievement. Here, we propose a solution to
relax this hypothesis by assuming that a goal can be achieved in different ways. We extend the three
definitions of usefulness, that is the binary approach, the ordinal approach and the numerical approach,
proposed in Cholvy and da Costa Pereira (2019), and prove that the new proposed definitions are indeed
a generalization of the definitions proposed therein.

The article is organized as follows. In Section 2, we present some related work by underlining the
differences with what we are proposing here. In Section 3, we give some preliminaries and state some
basic definitions. In Sections 4, 5, and 6, we propose three different definitions of information usefulness
and their extensions, respectively, called binary, ordinal, and numerical. In Section 7, we consider the
particular case of IR and compare some measures defined there with ours. Some concluding remarks
are given in Section 8.

2. Related work
In IR, the aim is to take into account a query expressed by a user and provide documents which best suit
the user request. In system-centered IR paradigms, the topical-relevance-based approach is considered.
In this case, the relevant documents are those whose topics best match the topics of the user query
(Huang & Soergel, 2013)—this led to the aboutness or topicality measure.

User-centered systems have also been proposed. Those systems consider (also) other dimensions to
assess the usefulness of a document for the user, for example: coverage, which measures how strongly
the user interests are included in a document (Pasi et al., 2007); appropriateness, which measures how
suitable a document is with respect to the user interests (da Costa Pereira et al., 2012); and novelty,
which measures how novel the document is with respect to what the system has already proposed to
the user (Clarke et al., 2008). However, works considering explicitly the fact that the users behave as
cognitive agents are still rare. A good start in this direction has been proposed by Belhassen et al.
(2000), but, unfortunately, the authors did not follow up on their work. It is indeed believed that users
behave as cognitive agents (Mizzaro, 1996; Sutcliffe & Ennis, 1998; Culpepper et al., 2018) having
their own beliefs and knowledge about the world. They try to fill their information gaps (missing or
uncertain information) by conducting information search activities. Users interact with search systems
by submitting queries expecting to receive new or ‘relevant’ information that will help them reach their
search goal and thus reduce their information gaps.
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In Social Science, studying how people achieve effective conversational communication in common
social situations is needed. In this area, Grice (1975), introduced the maxim of quantity which empha-
sizes the fact that a speaker contribution must be as informative as required for the current purposes
of the exchange, but not more informative. Xu and Chen (2006) considered IR as an indirect form of
human comunication and chose Grice’s maxims on human communication as the theoretical foundation
to identify the relevance criterion. Their study was based on a cognitive approach and focused on the
criteria users employ to estimate the document’s relevance judgment beyond aboutness. Five criteria,
in line with Grice’s maxims, have been considered in Xu and Chen (2006): scope, novelty, topicality,
reliability, and understandability. Scope has been defined as the ‘extent to which the topic or content
covered in a retrieved document is appropriate to the user’s need’. Novelty, instead, has been defined
as the ‘extent to which the content of a retrieved document is new to the user or different from what
the user has known before’. This implicitly assumes that the user’s previous knowledge can somehow
be represented. Topicality has been defined as the ‘extent to which a retrieved document is perceived
by the user to be related to her current topic of interest’; Reliability has been defined as the ‘degree to
which the content of a retrieved document is perceived to be true, accurate, or believable’ while under-
standability has been defined as the ‘extent to which the content of a retrieved document is perceived
by the user as easy to read and understand’. The results obtained show that, among the five proposed
criteria, only the scope criterion is not supported by the data. Besides, the results suggested that topical-
ity and novelty criteria are the two factors that are most significant to judge if a document is relevant to
the user. Some limitations of the study have been pointed out by the authors. Indeed, they assumed an
additive model to compute the overall relevance based on the five considered criteria. They left out of
their studies non-topical relevant documents. However, in other contexts where non-topical documents
are also considered, non-additive models, such as a multiplicative model, might be considered. Another
problem raised by this choice of an additive model is that when the cognitive aspects are considered, a
relevant document is not one that is just on topic.

The change it introduces to the current cognitive state is also indispensable. Such cognitive
change is the heart of relevance as a potentially dynamic subjective notion. Because cognitive
change hinges on novelty, relevance would be a static concept without novelty.

In this paper, we take this fact into account by considering an achievement goal as representing what
the user needs in terms of information to achieve a given task. We represent it as a rule with a list of
pieces of information needed in its left-hand side and the goal in its right-hand side. Because we do not
consider the ‘forgetting’ possibility, if the user becomes aware of a piece of information they will not
forget it. This means that if the user obtains the same information again, it will not contribute to help
achieving any goal—not useful anymore. On the contrary, an acquired piece of information which is
in the left-hand side of a rule but novel, that is, not yet ‘known’ by the user, is considered useful. To
summarize, when the retrieved piece of information is to be used to help accomplishing a task related
to an informative goal, the novelty of the piece of information is an important factor to decide about
its utility or usefulness. The representation of the rules we have used to represent informative goals is
inspired by the Jason’s planning rules (Bordini et al., 2007). More precisely, we have used the extension
of Jason rules we have recently proposed in Zein and da Costa Pereira (2022). The difference between
the original Jason’s rules and our rules is essentially due to the fact that the plan execution in Jason is
reliant on the occurrence of the triggering event. While it is adapted for action plans is it not adapted for
representing updating beliefs.

Belkin et al. (1982) defined the concept of ‘Anomalous State of Knowledge (ASK)’ as the state
representing what is wrong in the user’s knowledge, that is, what is missing in the user’s knowledge
base that prevents him/her to achieve his/her goals or tasks—this is at the basis of the information need.
Belkin stressed also the fact that in general, the user is not in a position to specify precisely what he or
she needs to resolve the anomaly, hence it is more suitable to describe the anomaly rather than asking
the user to specify his/her need as a request to the system. Hollnagel (1980), argued that the use of the
word ‘Anomalous’ was misleading. According to the author ‘there really is nothing anomalous about
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not knowing something’. He suggested to rename the paradigm as the Incomplete state of knowledge
while Reid (2000) suggested to name it as a knowledge gap. More recently, Belkin recognized that the
research in IR should address more directly the user, as a central actor in the IR system. He has very
well pointed out in Belkin (2015) that:

For many years, the field of IR has accepted something like ‘the provision of relevant docu-
ments’ as the goal of its systems. This goal has served us quite well, for quite some time, but
it is quite different from the goal of ‘the support of people in achievement of the goal or task
which led them to engage in information seeking’.

In the multi-agent systems domain, the problem of pursuing an agent’s goals in the absence of certain
beliefs needed to achieve them has recently been addressed by Chhogyal et al. (2020). They intro-
duced the notion of information-seeking actions in the BDI (Belief-Desire-Intentions) framework to
help address these information needs and show how they can be exploited by the agent to increase the
expected utility of its goals. While this work can be considered relevant to our work, the main aim is not
the same. They use informative actions to fulfill the requirements for achieving the user’s goals while
we are also interested in which requirements help the most the user to achieve a given goal and propose
the documents helping closing the user’s knowledge gap. Our idea of measuring the usefulness of infor-
mation can then be seen as a measure of the progress or advancement of the agent’s knowledge toward
satisfying the informative goal. A similar idea has been recently treated in a different context by Harland
et al. (2022) to quantify the progress of goals in intelligent agents.

Search-as-Learning (SAL) (Collins-Thompson et al., 2017) is a new field that examines user search
sessions with learning intent. Among the current challenges for studying SAL identified by Hoppe et al.
(2018), we have the recommendation that the process of ranking the results to be proposed to the user
‘should consider the actual knowledge state of a user and his/her learning intent’. This implies the need
of an explicit representation of both the user knowledge as well as the user informative goal.

To the best of our knowledge, apart from the work we are extending here (Cholvy & da Costa Pereira,
2019), there is no approach in any of the above-mentioned fields that proposes a framework that rep-
resents an IR system as a cognitive agent endowed with an explicit representation of the user as an
information-seeking cognitive agent looking for information to fill a gap in its knowledge. for explic-
itly representing an information-seeking user as a cognitive agent seeking information to fill a gap in
its knowledge. We propose an improved representation of the IR system as a cognitive agent, with the
ability to measure the usefulness of a piece of information to help another cognitive agent, represent-
ing the user, bridge the knowledge gap between its current and desired state of knowledge. We propose
indeed an improvement of the representation of the user as a cognitive agent endowed with the capac-
ity of measuring the usefulness of a piece of information to help it fill the knowledge gap between its
current knowledge state and the desired knowledge state. We extend the three definitions of information
usefulness we proposed in Cholvy and da Costa Pereira (2019). A particular added value of our proposal
is that the numerical based measure presented in Section 6 allows to capture in a single value different
dimensions which have an impact in the relevance measure of a document, without the need for eliciting
an explicit priority order on those dimensions, unlike in da Costa Pereira et al. (2012). In that work, a
model based on the aggregation of the satisfaction degrees of the different dimensions has been consid-
ered. In addition, a priority was associated to the different dimensions which requires explicit weights
for each criterion by the user. Here, given a piece of information, we account, in one single measure, for
what is needed and provided by a piece of information, what is not useful and what is still missing to
achieve a goal. We do not need priorities.

3. Extending previous definitions: a preliminary step
In this section, we present the extensions we made to the definitions proposed in Cholvy and da Costa
Pereira (2019). To understand these extensions, we need to go back and present some of the original
definitions.
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3.1. Languages
In this section we present the languages we used throughout the paper.

Definition 1 Let A be a set of atomic propositions and let L be the propositional language such that
A ∪ {�, ⊥} ⊆ L, and, ∀φ,ψ ∈ L, ¬φ ∈ L, φ ∧ψ ∈ L, φ ∨ψ ∈ L.

The agent’s beliefs and goals can be represented as formulas in L. However, it can be the case that two
different atoms, one representing a belief and the other a goal, have the same English translation. For
example, the atom for ‘know modal logic’ as a goal should be different from the atom for ‘know modal
logic’ as a belief, although their English translations are the same. We made the choice of using two
separate languages to avoid to use modal logic and then have an unnecessarily complicated formalism.

We consider LG a subset of language L used to represent the goals. Let a be an agent. We assume the
following:

• Agent a has a goal set Ga = {g1, .., gn}, each gi being a positive literal of language LG. For
instance finish my paper, prepare Monday’s class.

• Agent a has a belief base Ba composed of two subsets BW
a and BG

a .

– BW
a is the set of formulas from L \ LG which represent a′s beliefs about the state of the world,

such as for example, I know modal logic, I don’t know the Python language, if I read such
book I will know BDI .

– BG
a is a set of formulas of L which represent the beliefs of agent a about the different ways to

achieve its goals. It is defined as follows: For each g ∈ Ga there are ng (ng ≥ 1) formulas in BG
a

of the form: premise1(g) → g, . . ., premiseng (g) → g, where each premisek(g) is a conjunc-
tion of positive literals of L \ LG and called the kth premise of g. For example, to finish my
state of the art (g), I need knowledge about modal logic (p) or BDI agents (q) (i.e., p → g,
q → g).

3.2. Basic notions
We will define the concept of missing information which is a formula containing the pieces of infor-
mation the agent needs in order to be able to achieve a goal. The main idea is that with the arrival of
new (maybe relevant) information, the amount of missing information should reduce and never increase.
Therefore, the more a piece of information allows to reduce the missing information the more useful it
is for the user. We will then be led to compare formulas before and after receiving some information in
order to measure the usefulness of the new piece of information.

The extension we are proposing here will consider different ways to achieve a goal. We represent those
different ways as a disjunction of conjunctions, one conjunction corresponding to one way to achieve a
goal. We need then to define a notion of inclusion for disjunctions of conjunctions. Two different types of
inclusion will be considered. The first is related to the literals contained in the formulas and the second
to the number of literals contained in a formula.

We would like to stress that our formalism is not supposed to consider what happens after the goal
has been achieved. We made the hypothesis that as soon as the agent has the necessary information to
reach its goal it will not look for that information anymore—we do not consider the forgetting aspect.

In the following definitions, the term ‘literal’ means ‘literal of a propositional language’ (Buss, 1998).

Definition 2

• Let us consider two conjunctions of literals C and C′. We define C as being included in C′, noted
C ⊆ C′, if and only if all the literals in C are also in C′. C ⊂ C′ if and only if C ⊆ C′ but C �= C′.
C is equal to C′, noted C = C′, if and only if the literals of C are exactly the same as the literals
of C′. The result of the intersection between C and C′, noted C ∩ C′, contains literals which
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are both in C and in C′. The result of the difference between C and C′, noted C \ C′, contains
literals which are in C but not in C′. The cardinality of a conjunction of literals C, noted |C|,
corresponds to the number of literals in C.

• Let D be a disjunction of conjunctions of literals. C ∈ D means that C is one of the conjunctions
of D.

• Let D and D′ be two disjunctions of conjunctions of literals. D ⊆ D′ if and only if ∀C ∈ D
∃C′ ∈ D′ st C ⊆ C′. D ⊂ D′ if and only if D ⊆ D′ but D′ �⊆ D that is, ∀C ∈ D ∃C′ ∈ D′ st C ⊆ C′

and ∃C′
0 ∈ D′ st ∀C ∈ D C′

0 �⊆ C.

Equipped with this notion of formula inclusion, we can now define a preference relation over
disjunctions of conjunctions based on it.

Definition 3 Let S and S′ be two sets of disjunctions of conjunctions of positive literals. S �1 S′ if and
only if (i) |S| ≤ |S′| and (ii) if |S| = |S′| then there is a bijection f : S → S′ such that: ∀D ∈ S D ⊆ f (D).
S ≺1 S′ if and only if S �1 S′ and S′ ��1 S.

In some settings, the above preference relation might be too strong. For this reason, we now define
a weaker notion of formula inclusion, which only cares about the number of literals they contain, and
which will be used to define a weaker preference relation.

Definition 4 Let D and D′ be two disjunctions of conjunctions of literals. We write D � D′ if and only if
∀C ∈ D ∃C′ ∈ D′ such that | C |≤| C′ |. D � D′ if and only if D � D′ but D′ �� D that is, ∀C ∈ D ∃C′ ∈ D′

st | C |≤| C′ | and ∃C′
0 ∈ D′ st ∀C ∈ D | C′

0 |>| C |.
Obviously, D ⊆ D′ implies D � D′. But the contrary is not true. Indeed, p ∨ q � (r ∧ s) but p ∨ q �⊆

(r ∧ s). Moreover, D ⊂ D′ implies D � D′ but the contrary is not true. Indeed, we have p ∨ q � (r ∧ s)
but p ∨ q �⊂ (r ∧ s).

We are now ready to define a weaker preference relation, based on �, which we will name �2.

Definition 5 Let S and S′ be two sets of disjunctions of conjunctions of positive literals. S �2 S′ if and only
if (i) |S| ≤ |S′| and (ii) if |S| = |S′| then there is a bijection f : S → S′ such that: ∀D ∈ S D � f (D).S ≺2 S′

if and only if S �2 S′ and S′ ��2 S.

Thus, S �1 S′ (resp., S �2 S′) if and only if S does not have more elements than S′; if S and S′ have
the same number of elements, then the disjunctions in S are included in the disjunctions of S′ (resp., are
less complex than those of S′).

Let us notice that:

• �1 is a preorder but not total. Some sets of disjunctions of conjunctions are incomparable, such
as {p, q ∧ r} ��1 {r, s} and {r, s} ��1 {p, q ∧ r}.

• �2 is a preorder but not total. For instance, {p ∨ (q ∧ r), q ∧ r} ��2 {p ∨ q, q ∨ (r ∧ s)} and {p ∨
q, q ∨ (r ∧ s)} ��2 {p ∨ (q ∧ r), q ∧ r}.

• S �1 S′ implies S �2 S′ but the contrary is not true in general.
• S ≺1 S′ if and only if (i) |S|< |S′| or (ii) |S| = |S′| and there is a bijection f : S → S′ such that:

∀D ∈ S D ⊆ f (D) and ∃D0 ∈ S such that D0 ⊂ f (D0).
• S ≺2 S′ if and only if (i) |S|< |S′| or (ii) |S| = |S′| and there is a bijection f : S → S′ such that:

∀D ∈ S D � f (D) and ∃D0 ∈ S such that D0 � f (D0).
• S ≺1 S′ implies S ≺2 S′ but the contrary is not true in general.

3.3. An extended defnition of missing information
In this section we propose an extension of the definition of missing information we have proposed in
Cholvy and da Costa Pereira (2019):
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Definition 6 Let a be an agent with its belief base Ba and its goal set Ga. Let g ∈ Ga be such that Ba �|= g.
Missing(Ba, g), is defined as follows:

Missing(Ba, g) =
∧

l:l∈premise(g) and Ba �|=l

l

Missing(Ba, g) is the conjunction of all the literals in the premise of g which cannot be deduced from
Ba (i.e., which are not yet believed by the agent). Therefore, in the particular case in which Bm

a = ∅,
Missing(Ba, g) = premise(g), that is, the missing piece of information to achieve g is premise(g).

The extension proposed here is based on the fact that there may be more than one way to achieve a
goal instead of just one as we proposed in Cholvy and da Costa Pereira (2019). For example, suppose
you have a goal of knowing the mail address of Mr John. The different ways to achieve your goal could
be to have access to his homepage or to have access to the directory of his department. This will imply
to account for the usefulness of a piece of information with respect to the two possibilities to achieve
the goal.

It is well known that a rule containing a disjunction, like p ∧ (q ∨ r) → g can be decomposed into
two distinct rules, like p ∧ q → g and p ∧ r → g, to be considered as being connected by a disjunction
(i.e., (p ∧ q → g) ∨ (p ∧ r → g). However, computing the usefulness of incoming information in this
case cannot be just trivially performed by computing its usefulness separately for each rule having the
same goal and then combining them, for example by the maximum operator. Indeed, with the above
example and assuming to already know p, if the incoming information is q ∨ r, this is not enough to
deduce g by either decomposed rule separately; however, it surely is enough if we consider the original
(complete) rule.

The extension of Definition 6 can now be stated as follows.

Definition 7 Let a be an agent with its goal base Ga and its belief base Ba. Let g ∈ Ga.

Missing(Ba, g) =
∨

k=1..ng

∧
l: l∈premisek(g) and Ba �|=l

l

Thus, Missing(Ba, g) is a disjunction of conjunctions of literals. There are many conjunctions as
premises of g. The kth conjunction is the conjunction of the literals in premisek(g) which are not
yet believed by a if there are some. If Ba |= premisek(g)1 then this kth element is any tautology, thus
Missing(Ba, g) is also any tautology and is denoted �. This means that g is achieved, that is, Ba |= g.
Intuitively, the ng premisses (conjunctions of literals) associated to goal g represent the possible ways
to achieve the goal. If at least one of them is believed by the agent, it means that the goal is achieved.

Definition 8 Let a be an agent whose belief base is Ba and goal set is Ga = {g1, . . . , gn}. Missing(Ba, Ga)
is a multiset defined by:

Missing(Ba, Ga) = {Missing(Ba, g1), . . . , Missing(Ba, gm)}
with gi ∈ Ga, Ba �|= gi and i ∈ {1 . . .m}.

Thus, the cardinality of Missing(Ba, Ga) is the number of goals that are not yet achieved.

Example 1 Suppose Ga = {g1, g2} and BG
a = {p ∧ q → g1, r ∧ s → g1, p → g2, r → g2}. Suppose BW

a =
{p}. Then, Missing(Ba, g1) = q ∨ (r ∧ s), Missing(Ba, g2) = �, and Missing(Ba, Ga) = {q ∨ (r ∧ s)}.
Thus, g1 is the only goal that remains to be achieved and there are two ways to achieve it: getting q
or getting r and s. Goal g2 is achieved.

The following proposition ensures that the usefulness measures we are proposing satisfy some
common-sense properties, namely that (i) if some information is received, the missing information to
achieve a goal cannot increase, (ii) more general information will not diminish missing information

1In propositional logic, φ |=ψ means that ψ is a logical consequence of φ.
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to achieve a given goal less than more specific information, and (iii) receiving a conjunction of two
information items has the same effect as receiving the two items one after the other.

Proposition 1 Let ϕ ∈ L and g ∈ Ga.

• Missing(Ba ∪ ϕ, g) ⊆ Missing(Ba, g).
• If ψ |= ϕ then Missing(Ba ∪ψ , g) ⊆ Missing(Ba ∪ ϕ, g).
• Let ϕ1 ∈ L, ϕ2 ∈ L be two formulas of L and g ∈ Ga be a goal of agent a. We have that

Missing(Ba ∪ (ϕ1 ∧ ϕ2), g) = Missing((Ba ∪ ϕ1) ∪ ϕ2), g).

Proof

• (First item) Missing(Ba ∪ ϕ, g) =∨
k=1..ng

∧
l: l∈premisek(g) and Ba∪ϕ �|=l l. Take k ∈ {1..ng} and l ∈

premisek(g). Ba ∪ ϕ �|= l implies Ba �|= l. Thus, the conjunction
∧

l: l∈premisek(g) and Ba∪ϕ �|=l l is included
in
∧

l: l∈premisek(g) and Ba �|=l l. This proves Missing(Ba ∪ ϕ, g) ⊆ Missing(Ba, g).
• (Second item) Consider the kth conjunction of Missing(Ba ∪ψ , g) that is∧

l: l∈premisek(g) and Ba∪ψ �|=l l. Ifψ |= ϕ then Ba ∪ψ �|= l implies Ba ∪ ϕ �|= l. Thus, the kth conjunction
of Missing(Ba ∪ψ , g is included in the kth conjunction of Missing(Ba ∪ ϕ, g. This proves that
Missing(Ba ∪ψ , g) ⊆ Missing(Ba ∪ ϕ, g).

• (Third item) The proof is similar to the previous one. We just have to notice that Ba ∪ (ϕ1 ∧
ϕ2), g �|= l if and only if (Ba ∪ ϕ1) ∪ ϕ2), g �|= l. �

Example 2 Let us consider a propositional language whose letters are p, q, r, s, g1, and g2, respec-
tively, meaning ‘I know the main papers about modal logic’, ‘I know the main papers about BDI
agents’, ‘I know Python’, ‘I know SQL’, ‘I can write my paper’ and ‘I can prepare my Monday’s
class’. Let us consider Ga = {g1, g2} and BW

a = {p}. Suppose BG
a = {p ∧ q → g1, r → g2, s → g2}. Then

Missing(Ba, Ga) = {q, r ∨ s}. This means that, in order to achieve its two goals, the agent lacks knowledge
about BDI agents and about Python or SQL.

The following proposition shows that adding a belief to the belief base Ba does not increase the
number of goals that remain to be achieved. Finally, if adding a belief to the belief base Ba reduces the
number of missing conjunctions, then this means that such new belief allows to achieve one or more
goals.

Proposition 2 Let ϕ ∈ L.

• |Missing(Ba ∪ ϕ, Ga)| ≤ |Missing(Ba, Ga)|.
• If |Missing(Ba ∪ ϕ, Ga)|< |Missing(Ba, Ga)| then ∃gi ∈ Ga such that Missing(Ba, gi) ∈

Missing(Ba, Ga) and Ba ∪ ϕ |= gi.

Proof

• (First item) Let g ∈ Ga. Ba ∪ ϕ �|= g implies Ba �|= g. Thus, {g : g ∈ Ga st Ba ∪ ϕ �|= g} ⊆
{g : g ∈ Ga st Ba �|= g}. Thus, | {g : g ∈ Ga st Ba ∪ ϕ �|= g} |≤| {g : g ∈ Ga st Ba �|= g} |. Finally,
|Missing(Ba ∪ ϕ, Ga)| ≤ |Missing(Ba, Ga)|.

• (Second item)) Suppose that |Missing(Ba ∪ ϕ, Ga)|< |Missing(Ba, Ga)|. Thus, | {g : g ∈
Ga st Ba ∪ ϕ �|= g} |<| {g : g ∈ Ga st Ba �|= g} |. But since, {g : g ∈ Ga st Ba ∪ ϕ �|= g} ⊆ {g : g ∈
Ga st Ba �|= g}, this means that ∃g ∈ Ga such that Ba �|= g and Ba ∪ ϕ |= g. That is, ∃g ∈ Ga st
Missing(Ba, g) ∈ Missing(Ba, Ga) and Ba ∪ ϕ |= g. �

Notice however that, even if |Missing(Ba ∪ ϕ, Ga)| ≤ |Missing(Ba, Ga)|, it may happen that
Missing(Ba ∪ ϕ, Ga) �⊆ Missing(Ba, Ga). See example below.
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Example 3 Consider Ga = {g1, g2}, BW
a = ∅ and BG

a = {p ∧ q → g1, r → g2, s → g2}. Then
Missing(Ba, Ga) = {p ∧ q, r ∨ s}, that is none of the two goals is achieved: to achieve g1, p ∧ q must
be believed and to achieve g2, r or s must be believed. Missing(Ba ∪ p, Ga) = {q, r ∨ s}. The two goals
remain to be achieved but now, only q is missing to achieve g1. Finally, Missing(Ba ∪ r, Ga) = {p ∧ q}.
Here, g2 is achieved that is Ba ∪ r |= g2.

As we have pointed out in Section 2, the aim of traditional IR systems is to provide to the user a list of
documents that best fit with the user query. The proposed documents are then ranked with respect to the
aboutness measure, which, roughly speaking, represents the degree of matching between the document
and the user query. However, such a measure does not consider what the user already knows, nor their
informative goals; as a consequence, it does not necessarily help providing documents that make the
user knowledge advance toward their goals.

In the following three sections, we propose three different measures, of increasing refinement, allow-
ing a system to evaluate the usefulness of a piece of information to the user (given the beliefs about the
user goals and about the current user knowledge), in various ways: the first one is binary, in that it just
tells whether a piece of information is useful or not; the second one allows to compare two pieces of
information and decide if one of them is more useful than the other; finally, the third measure assigns a
numerical value of information usefulness to a given piece of information, which, in addition to telling
if one piece of information is more useful that another, also quantifies by how much.

4. A binary approach
In this section, we extend the binary definition of the usefulness measure proposed in Cholvy and da
Costa Pereira (2019). We characterize useful information for an agent in view of achieving (or getting
closer to), at least one of its goals in two different ways. According to this binary approach, a piece of
information is either useful or not.

Definition 9 Let a be an agent with its belief base Ba and its set of goals Ga. Let ϕ ∈ L. ϕ is U1-useful
for agent a if and only if Missing(Ba ∪ ϕ, Ga) ≺1 Missing(Ba, Ga). We use the notation U1

Ga ,Ba
ϕ or, more

simply, U1ϕ, when there is no ambiguity.

According to this definition, a formula ϕ in L is useful for a in view of achieving its goals Ga if and
only if being aware of ϕ will allow a to achieve a goal or to reduce (by inclusion) missing information.

Example 4 Take Example 3 with Ga = {g1, g2}, BW
a = ∅ and BG

a = {p ∧ q → g1, r → g2, s → g2}. We
have shown that Missing(Ba, Ga) = {p ∧ q, r ∨ s}. And we have Missing(Ba ∪ p, Ga) = {q, r ∨ s} and
Missing(Ba ∪ r, Ga) = {p ∧ q}. Notice that {q, r ∨ s} ≺1 {p ∧ q, r ∨ s} since q ⊂ p ∧ q. Thus, p is U1-
useful for agent a : even if getting p does not help a to achieve a goal, it helps it to reduce missing
information. Besides, {p ∧ q} ≺1 {p ∧ q, r ∨ s} since the set {p ∧ q} is smaller that {p ∧ q, r ∨ s}. Thus,
r is U1-useful for agent a because getting r helps a to achieve one of its goals.

Definition 10 Let a be an agent with its belief base Ba and its goals Ga. Let ϕ ∈ L. ϕ is U2-useful for a
if and only if Missing(Ba ∪ ϕ, Ga) ≺2 Missing(Ba, Ga). We use the notation U2

Ga ,Ba
ϕ or U2ϕ when there is

no ambiguity.

According to this second definition, a formula ϕ of L is U2-useful for a if knowing ϕ allows a to
achieve one goal or to reduce (by cardinality) its missing information.

The following proposition shows that the two previous definitions, based on two different preorders,
are equivalent. What this means is that providing the user with a piece of information which is part of
the missing information also decreases the cardinality of missing information, and vice versa.

Proposition 3 U1ϕ ⇐⇒ U2ϕ.
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Proof

• In Section 3.2, we have noticed that S ≺1 S′ implies S �2 S′. Thus, Missing(Ba ∪ ϕ, Ga) ≺1

Missing(Ba, Ga) implies Missing(Ba ∪ ϕ, Ga) ≺2 Missing(Ba, Ga). Thus finally, U1ϕ =⇒ U2ϕ.
• Let us now show U2ϕ =⇒ U1ϕ. U2ϕ if and only if Missing(Ba ∪ ϕ, Ga) ≺2 Missing(Ba, Ga).

Thus, (i) | Missing(Ba ∪ ϕ, Ga) |<| Missing(Ba, Ga) | or (ii) | Missing(Ba ∪ ϕ, Ga) |=|
Missing(Ba, Ga) | and there is a bijection f : Missing(Ba ∪ ϕ, Ga) → Missing(Ba, Ga) such
that ∀D ∈ Missing(Ba ∪ ϕ, Ga), D � f (D) and ∃Do ∈ Missing(Ba ∪ ϕ, Ga) such that D0 � f (D0).
Thus, ∃C0 ∈ D0 ∀C′ ∈ f (D0) | C0 |<| C′ |.

– If (i) is true then Missing(Ba ∪ ϕ, Ga) ≺1 Missing(Ba, Ga) thus finally U1ϕ.
– If (ii) is true, then by the second item of Proposition 2, we conclude that ∀D ∈ Missing(Ba ∪
ϕ, Ga), D ⊆ f (D).
Take D0. Since D0 ⊆ f (D0) we have: ∀C ∈ D0 ∃C′ ∈ f (D0) st C ⊆ C′. Take C0. We have
∃C′

0 ∈ f (D0) st C0 ⊆ C′
0. and ∀C′ ∈ f (D0) | C0 |<| C′ |. Thus, ∃C′

0 ∈ f (D0) st C0 ⊂ C′
0. Thus,

D0 ⊂ f (D0).
Finally, ∀D ∈ Missing(Ba ∪ ϕ, Ga), D ⊆ f (D) and ∃D0 ∈ Missing(Ba ∪ ϕ, Ga) st D0 ⊂ f (D0).
That is, Missing(Ba ∪ ϕ, Ga) ≺1 Missing(Baϕ, Ga). Thus, U1ϕ. �

Since U1ϕ and U2ϕ are equivalent, we will use just Uϕ to denote both.

Example 5 Consider Example 2 again. Missing(Ba, Ga) = {q, r ∨ s}. Missing(Ba ∪ {r}, Ga) = {q}.
Missing(Ba ∪ {q}, Ga) = {r ∨ s}. Missing(Ba ∪ {q ∧ r}, Ga) = ∅. Therefore, U r, U q, and U(q ∧ r).

Finally, let us show a weakness of this binary model by illustrating it on the previous example. We
can show that if x is a propositional letter, r ∧ x is also useful. Indeed, knowing Python and Java is useful
for the agent because it allows the agent to achieve g2. But this could be questionable because reading a
document on Python and Java, certainly allows the agent to acquire useful information about Python to
prepare the class, but leads the agent to read content about Java, not useful for achieving its goals. This
limitation is formally emphasized by the following proposition.

Proposition 4 Let ϕ1 and ϕ2 be two formulas of L such that ϕ2 |= ϕ1. Then,

Uϕ1 =⇒ Uϕ2

Proof First notice that because ϕ2 |= ϕ1 we have ∀g ∈ Ga Missing(Ba ∪ ϕ2, g) ⊆ Missing(Ba ∪ ϕ1, g)
(see Proposition 1) thus Missing(Ba ∪ ϕ2, Ga) ⊆ Missing(Ba ∪ ϕ1, Ga). Finally, | Missing(Ba ∪ ϕ2, Ga) |≤|
Missing(Ba ∪ ϕ1, Ga) |.

Suppose Uϕ1 that is, Missing(Ba ∪ ϕ1, Ga) ≺1 Missing(Ba, Ga)

• Suppose | Missing(Ba ∪ ϕ1, Ga) |<| Missing(Ba, Ga) |. Then, by the previous remark we con-
clude | Missing(Ba ∪ ϕ2, Ga) |<| Missing(Ba, Ga) | and finally Uϕ2.

• Suppose now that | Missing(Ba ∪ ϕ1, Ga) |=| Missing(Ba, Ga) | and ∃f : Missing(Ba ∪ ϕ1, Ga) →
Missing(Ba, Ga) st ∀D ∈ Missing(Ba ∪ ϕ1, Ga)D ⊆ f (D) and ∃D0 ∈ Missing(Ba ∪ ϕ1, Ga) D0 ⊂
f (D0).

– If | Missing(Ba ∪ ϕ2, Ga) |<| Missing(Ba ∪ ϕ1, Ga) | then | Missing(Ba ∪ ϕ2, Ga) |<|
Missing(Ba, Ga) | thus finally Uϕ2.

– If | Missing(Ba ∪ ϕ2, Ga) |=| Missing(Ba ∪ ϕ1, Ga) | then | Missing(Ba ∪ ϕ2, Ga) |=|
Missing(Ba, Ga) |.
Moreover, since Missing(Ba ∪ ϕ2, Ga) ⊆ Missing(Ba ∪ ϕ1, Ga), we can consider the restric-
tion of function f to Missing(Ba ∪ ϕ2). Thus, ∀D ∈ Missing(Ba ∪ ϕ2, Ga) D ⊆ f (D).
Consider D0. ∃g0 ∈ Ga st D0 = Missing(Ba ∪ ϕ1, g0). We thus have Missing(Ba ∪ ϕ2, g0) ⊆ D0.
Finally ∃D′

0 = Missing(Ba ∪ ϕ2, g0) st D′
0 ⊂ f (D′0). Finally Uϕ2. �
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The following proposition ensures that some more common-sense properties are satisfied by our
proposed measures: (i) acquiring a useless piece of information does not modify the missing information,
(ii) any piece of information which allows one to deduce a useful piece of information is also useful,
(iii) a piece of information may be useful only in part and therefore may not be one of the elements in
the missing information set, (iv) anything that can be derived from useful information is not necessarily
useful in itself.

Proposition 5

• If ϕ is not useful then Missing(Ba ∪ ϕ, Ga) = Missing(Ba, Ga).
• If ∃D ∈ Missing(Ba, Ga) such that ϕ |= D then Uϕ.
• But Uϕ does not imply ∃D ∈ Missing(Ba, Ga) suchthat ϕ |= D.
• Even if ∃D ∈ Missing(Ba, Ga) st D |= ϕ, it may happen that ϕ is not useful.

Proof

• (First item) If ϕ is not useful then Missing(Ba ∪ ϕ, Ga) �≺1 Missing(Ba, Ga). Thus,
| Missing(Ba ∪ ϕ, Ga) |≥| Missing(Ba, Ga) | and if | Missing(Ba ∪ ϕ, Ga) |=| Missing(Ba, Ga) |
then ∀f bijection : Missing(Ba ∪ ϕ, Ga) → Missing(Ba, Ga), ∃D ∈ Missing(Ba ∪ ϕ, Ga) st D �⊆
f (D) or ∀D ∈ Missing(Ba ∪ ϕ, Ga)D �⊂ f (D).
Since | Missing(Ba ∪ ϕ, Ga) |≤| Missing(Ba, Ga) | we conclude | Missing(Ba ∪ ϕ, Ga) |=|
Missing(Ba, Ga) | and then ∀fbijection : Missing(Ba ∪ ϕ, Ga) → Missing(Ba, Ga),
∃D ∈ Missing(Ba ∪ ϕ, Ga)) st D �⊆ f (D) or ∀D ∈ Missing(Ba ∪ ϕ, Ga)D �⊂ f (D).
Consider the bijection f defined by f (Missing(Ba ∪ ϕ, g)) = Missing(Ba, g) for any g ∈ Ga By
Proposition 1, we have ∀g ∈ Ga Missing(Ba ∪ ϕ, g) ⊆ Missing(Ba, g); thus, we cannot have
∃D ∈ Missing(Ba ∪ ϕ, g) stD �⊆ f (D). Thus, we have ∀D ∈ Missing(Ba ∪ ϕ, g)D �⊂ f (D). Thus
∀g ∈ Ga Missing(Ba ∪ ϕ, g)D �⊂ Missing(Ba, g). Consequently, ∀g ∈ Ga Missing(Ba ∪ ϕ, g) =
Missing(Ba, g). Finally, Missing(Ba ∪ ϕ, Ga) = Missing(Ba, Ga).

• (Second item) First notice that ∀D ∈ Missing(Ba, Ga), U D. Indeed, if D ∈ Missing(Ba, Ga), there
exists g ∈ Ga st Ba �|= g and D = Missing(Ba, g) and Ba ∪ D |= g. Thus finally, Missing(Ba ∪
D, Ga) ≺1 Missing(Ba, Ga) that is, U D.
Take ϕ and suppose ∃D ∈ Missing(Ba, Ga) such that ϕ |= D. Thus, by Proposition 4 we conclude
Uϕ.

• (Third item) Consider Example 1. We have shown Missing(Ba, Ga) = {q ∨ (r ∧ s)}. We can
show that U r, but r �|= q ∨ (r ∧ s).

• (Fourth item). Consider Example 5 and ϕ = q ∨ x. q ∈ Missing(Ba, Ga) and q |= q ∨ x but q ∨ x
is not useful. �

5. An ordinal approach
In this section we are interested in a notion of relative usefulness by defining, in two different ways,
a preorder between the formulas. To compare two formulas ϕ1 and ϕ2, we compare the two sets of
information that is missing once the piece of information is added to the belief base, that is, we compare
Missing(Ba ∪ ϕ1, Ga) and Missing(Ba ∪ ϕ2, Ga), by using either of the preorders �1 and �2. Here, the
obtained definitions will not be equivalent (see Example 6 below).

Definition 11 Let a be an agent, Ba be its belief base and Ga be its set of goals. Let ϕ1 and ϕ2 be two
formulas of L \ LG. ϕ1 is at least as useful for a as ϕ2, denoted by ϕ2 �1

u ϕ1, if and only if Missing(Ba ∪
ϕ1, Ga) �1 Missing(Ba ∪ ϕ2, Ga). ϕ1 is strictly more useful for a than ϕ2, denoted by ϕ2 ≺1

u ϕ1, if and only
if ϕ2 �1 ϕ1 and ϕ1 ��1 ϕ2. Finally, ϕ1 is as useful for a as ϕ2, denoted by ∼1

u, if and only if ϕ2 �1
u ϕ1 and

ϕ1 �1
u ϕ2.
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According to this definition, if one piece of information allows to achieve more goals than another,
then it is more useful. If it makes it possible to achieve the same number of goals but if, for at least one
goal, it makes it possible to reduce missing information, then it is more useful.

Definition 12 Let a be an agent, Ba be its belief base and Ga be its set of goals. Let ϕ1 and ϕ2 be two
formulas of L \ LG. ϕ1 is at least as useful for a as ϕ2, denoted by ϕ2 �2

u ϕ1, if and only if Missing(Ba ∪
ϕ1, Ga) �2 Missing(Ba ∪ ϕ2, Ga). ϕ1 is strictly more useful for a than ϕ2, denoted by ϕ2 ≺2

u ϕ1, if and only
if ϕ2 �2

U ϕ1 and ϕ1 ��2
U ϕ2. Finally, ϕ1 is as useful for a as ϕ2, denoted by ∼2

u, if and only if ϕ2 �2
u ϕ1 and

ϕ1 �2
u ϕ2.

According to this definition, if one piece of information allows to achieve more goals than another,
then it is more useful. If it achieves the same number of goals and if the missing information is generally
shorter, then it is more useful.

These two definitions are not equivalent, as shown below.

Example 6 Let us suppose that: Ga = {g1, g2} and BG
a = {p ∧ q → g1, p ∧ r → g2}. We have for

instance, Missing(Ba ∪ (p ∧ x), Ga) = {q, r} and Missing(Ba ∪ r, Ga) = {p ∧ q, p}. Thus, r ≺2
u (p ∧ x) but

r �≺1
u (p ∧ x).

Proposition 6 If ψ |= ϕ then ϕ �1
U ψ and ϕ �2

U ψ .

Proof Supposeψ |= ϕ. The second item of Proposition 1 allows us to conclude Missing(Ba ∪ψ , g) ⊆
Missing(Ba ∪ ϕ, g) for any g ∈ Ga and thus, Missing(Ba ∪ψ , Ga) ⊆ Missing(Ba ∪ ϕ, Ga).

First suppose that | Missing(Ba ∪ψ , Ga) |<| Missing(Ba ∪ ϕ, Ga) |. In this case, Missing(Ba ∪
ϕ, Ga) �1 Missing(Ba ∪ψ , Ga) and Missing(Ba ∪ ϕ, Ga) �2 Missing(Ba ∪ψ , Ga). Thus, ϕ �1 ψ and
ϕ �2

U ψ .
Suppose now that | Missing(Ba ∪ψ , Ga) |=| Missing(Ba ∪ ϕ, Ga) |. We consider the bijection which

associates, for any goal g in Ga, the element Missing(Ba ∪ψ , g) of Missing(Ba ∪ψ , Ga) to the element
Missing(Ba ∪ ϕ, g) of Missing(Ba ∪ ϕ, Ga). Since Missing(Ba ∪ψ , g) ⊆ Missing(Ba ∪ ϕ, g), we have
| Missing(Ba ∪ψ , g) |≤| Missing(Ba ∪ ϕ, g) |. This proves ϕ �1 ψ and ϕ �2

U ψ . �
In words, the logical consequence of a formula is at least as useful as the formula.

6. A numerical approach
The numerical approach we propose here has its bases in an informal survey we conducted with
30 people of different ages. We have considered different non achieved goals and the lists of pieces
of information needed to achieve those goals. Survey participants were asked which information was
of most interest to them: (i) information that allows them to get closer to more than one goal, without
achieving none of them, (ii) information that allows them to achieve a single goal and does not con-
tribute to any other goal, or (iii) information that allows them to both achieve one goal and to get closer
to the other goals. What emerged from the answers is that of course people prefer to achieve one goal
and getting closer to other goals, but what is more surprising is that people would rather prefer to have
at least one goal achieved than to be closer to achieving several goals! However, if none of the goals can
be achieved, most people prefer information that allows them to get closer to most of the goals. Another
interesting point is that people are not interested at all in having more information than necessary, which
is consistent with Grice’s principle, by the way. The postulates we are proposing here are in line with
the results of this survey.

6.1. Postulates for a usefulness measure
In this section, we follow a numerical approach by associating each piece of information with a useful-
ness degree. To begin with, we state some rationality postulates, which are based on the results of our
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Table 1. The values of Nm and Nu measurements

ϕ | (E(ϕ) | Nm(ϕ) Nu(ϕ)
x 0 3 1
p 1 2 0
p ∧ r 1 1 0
p ∧ r ∧ s 2 0 0

survey, such a measure must satisfy. The general case will not be treated, and we will limit ourselves to
calculating the degree of usefulness of conjunctions of positive literals.

Again, consider an agent a with its belief base Ba and its goal base Ga. Let ϕ be a conjunction of
positive literals. We define:

• EBa (ϕ) = {g ∈ Ga, Ba �|= g and Ba ∪ ϕ |= g}
• Cons(Ba, ϕ) = {l positive literal of L : Ba ∪ ϕ |= l}
• Nm(ϕ) =�g∈Ga MinC∈Missing(Ba ,g)|C \ Cons(Ba, ϕ)|
• Nu(ϕ) = |ϕ \ ∪g∈Ga ∪C∈Missing(Ba ,g) C|

EBa (ϕ) is the set of goals that a can achieve after adding ϕ to its beliefs. Thus, | EBa (ϕ) | is the number
of goals that a can achieve after adding ϕ to its beliefs.

Cons(Ba, ϕ) is the set of positive literals of L that are deducible from Ba ∪ ϕ.
Nm(ϕ) sums, for all goals in Ga, the smallest number of literals that are missing to achieve the goals

and that are not deductible from Ba ∪ ϕ. The smaller Nm(ϕ), the more ϕ reduces information which are
missing to achieve the goals.

Nu(ϕ) counts the positive literals deducible from Ba ∪ ϕ that are not literals of missing information.
Adding them is therefore not useful to achieve the goals. Thus, the greater Nu(ϕ), the more ϕ brings non
useful information.

Example 7 BW
a = ∅, BG

a = {p → g1, q → g1, r ∧ s → g2}. Missing(Ba, g1) = {p ∨ q}, Missing(Ba, g2) =
{r ∧ s}. Table 1 illustrates these different numbers for different formulas.

Let U(ϕ) be a real number representing how much ϕ is useful for a. We have based our definition on
the following postulates.

Monotonicity on the number of goals
(P1) |E(ϕ1)|< |E(ϕ2)| =⇒ U(ϕ1)<U(ϕ2).

The number of goals that a piece of information allows an agent to achieve should influence the
degree of usefulness of such a piece of information for the agent. Intuitively, a piece of information
which allows to achieve a higher number of goals (with respect to another piece of information) should
be more useful.

Monotonicity on the quantity of information needed:
(P2) |E(ϕ1)| = |E(ϕ2)| and Nm(ϕ1)<Nm(ϕ2) =⇒ U(ϕ1)>U(ϕ2).

The amount of missing information (needed information) provided by a formula should influence its
degree of usefulness. Intuitively, when two formulas allow to achieve the same number of goals, one of
them is more useful than the other if it further reduces the number of missing information.

Monotonicity on the quantity of useless information:
(P3) |E(ϕ1)| = |E(ϕ2)| and Nm(ϕ1) = Nm(ϕ2) and Nu(ϕ1)<Nu(ϕ2) =⇒ U(ϕ1)>U(ϕ2).
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The amount of useless information conveyed by a piece of information should also influence its degree
of usefulness. Intuitively, when two formulas allow to achieve the same number of goals, a formula is
more useful than another if it provides less useless information than the other. This idea agrees with the
maximin principle of Grice’s. Useless information while not being harmful in view of reaching a goal
may produce an additional overhead on whom has to process it which may be qualified as a cost.

Equality:
P4 |E(ϕ1)| = |E(ϕ2)| and Nm(ϕ1) = Nm(ϕ2) and Nu(ϕ1) = Nu(ϕ2) =⇒ U(ϕ1) = U(ϕ2).

Two pieces of information which allow to achieve the same number of goals, and which have exactly
the same amount of useful and useless information should have the same degree of usefulness.

6.2. The usefulness measure U
In this section we will present an extension of the numerical measure of usefulness proposed in Cholvy
and da Costa Pereira (2019):

Definition 13 Let a be an agent whose goals are in Ga and let ϕ be a conjunction of positive literals.
The usefulness degree2 has been defined as follows:

U(ϕ) = 1

|Ga| + 1

[
|E(ϕ)| + N1(ϕ)

N1(ϕ) + N2(ϕ) + N3(ϕ)
N3(ϕ)+1

]

N1(ϕ) quantifies the useful part of ϕ for the agent, while N2(ϕ) quantifies the agent’s disappointment
(lack of needed information) toward ϕ and, finally, N3(ϕ) quantifies the disturbance caused to the agent
by the unexpected and unnecessary content of ϕ. The above definition of usefulness takes these three
aspects into consideration.

The intuitive idea behind this definition of usefulness is as follows. The usefulness of information can
be seen as a calculation of the similarity between the information the agent needs to achieve its goals and
the piece of information that arrives. The more direct or indirect elements (that can be deduced) there are
in common between the two, the more useful the information will be. We would like to stress that this fact
allows to account for the serendipity factor (Toms, 2000) in the definition of usefulness. Indeed, an agent
gets (asks for) a piece of information to achieve a given goal, but if the received piece of information also
enables other goals to be achieved, this fact is taken into considered in the computation of the usefulness.
However, the number of common elements is not always enough to distinguish the degrees of usefulness
between two pieces of information. Indeed, in some cases it would also be necessary to take into account
their differences. We have been inspired by Tversky’s idea (Tversky, 1977), according to which, in order
to calculate the similarity between two objects A and B, we should consider, in addition to what they
have in common, what distinguishes them, that is, the features of A which are not features of B and vice
versa. This is the reason why these three values, N1(ϕ), N2(ϕ), and N3(ϕ), we have been considered.

Here, N1(ϕ) is no longer needed; for the sake of intuitiveness, the extension of N2(ϕ) will be renamed
Nm(ϕ) (for ‘number of missing [literals]’) and the extension of N3(ϕ) will be renamed Nu(ϕ) (for ‘number
of useless or unexpected [literals]’).

This gives the following extension of Definition 13.

Definition 14 We denote αa =�g∈Ga MinC∈Missing(Ba ,g) | C |. Then the usefulness measure U is defined by:

U(ϕ) = 1

|Ga| + 1

[
|E(ϕ)| + αa − Nm(ϕ)

αa + Nu(ϕ)
Nu(ϕ)+1

]
.

2Such a degree should be noted UBa ,Ga (ϕ) but we will note it U(ϕ) when there is no ambiguity.
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Table 2. The values of Nm, Nu, and U measurements

ϕ | E(ϕ) | Nm(ϕ) Nu(ϕ) U(ϕ)
x 0 3 1 0

q 1 2 0
4

9

p 1 1 0
5

9

p ∧ q 1 1 0
5

9

p ∧ r 1 1 1
1

2

p ∧ x 1 1 1
1

2

p ∧ s ∧ x 2 0 1
11

12
p ∧ s 2 0 0 1

Nm(ϕ) quantifies how far the agent is from achieving its goals after acquiring ϕ, while Nu(ϕ) quantifies
the disturbance caused to the agent by the unexpected and unnecessary content of ϕ.

Example 8 Let us now consider the following example, which illustrates how our definition of usefulness
takes into account both the novelty (relative to what the agent already believes) and the serendipity
of a piece of information. BW

a = {r} (the agent already believes r), BG
a = {p → g1, q → g1, p ∧ r ∧ s →

g2}. Missing(Ba, g1) = {p ∨ q}, Missing(Ba, g2) = {p ∧ s}. Table 2 illustrates these different numbers for
different formulas. We have αa = 3.

In words, p ∧ s is the piece of information that has the maximal degree of usefulness, 1. This is
explained by the fact that adding p ∧ s allows to achieve both goals g1 and g2 without adding useless
information as it is instead the case for p ∧ s ∧ x, which, indeed, has a slightly lower degree of usefulness,
11
12

. The usefulness of p, 5
9
, is higher than the usefulness of q, 4

9
, because while both allow to achieve

goal g1, p, unlike q, allows in addition, to reduce the ‘distance’ from achieving g2 (serendipity); the
usefulness of p is also higher than the usefulness of p ∧ x, 1

2
, because x is not useful for achieving any

goal. However, p ∧ x is as useful as p ∧ r, although for a different reason: r is not novel for the agent.
Finally, the usefulness of p ∧ q is the same as the usefulness of p because having q in addition to p does
not decrease the distance from achieving any further goal.

Proposition 7 We can notice that for any conjunction of positive literals ϕ we have:

0 ≤ αa − Nm(ϕ)

αa + Nu(ϕ)
Nu(ϕ)+1

≤ 1

αa − Nm(ϕ)

αa + Nu(ϕ)
Nu(ϕ)+1

= 1 =⇒ E(ϕ) = Ga

Proof

• First we notice that Nm(ϕ) ≤ αa. Indeed ∀g ∈ Ga ∀C ∈ Missing(Ba, g) | C \ Cons(ϕ) |≤| C |.
Thus, ∀g ∈ Ga MinC∈Missing(Ba ,g) | C \ Cons(ϕ) |≤ MinC∈Ga | C |. Finally, �g∈Ga MinC∈Missing(Ba ,g) ≤
�g∈Ga | C | Thus, αa − Nm(ϕ) is positive.
Moreover, αa + Nu(ϕ)

Nu(ϕ)+1
is positive. Thus, αa−Nm(ϕ)

αa+ Nu(ϕ)
Nu (ϕ)+1

is positive.

Besides αa − Nm(ϕ) ≤ αa + Nu(ϕ)
Nu(ϕ)+1

. Thus, αa−Nm(ϕ)

αa+ Nu (ϕ)
Nu(ϕ)+1

≤ 1

https://doi.org/10.1017/S0269888924000031 Published online by Cambridge University Press

https://doi.org/10.1017/S0269888924000031


16 Célia da Costa Pereira and Laurence Cholvy

• αa−Nm(ϕ)

αa+ Nu (ϕ)
Nu(ϕ)+1

= 1 implies αa − Nm(ϕ) = αa + Nu(ϕ)
Nu(ϕ)+1

. Thus, Nu(ϕ)
Nu(ϕ)+1

+ Nm(ϕ) = 0. Since these two
numbers are positive, this implies Nm(ϕ) = N3(ϕ) = 0. Finally, Nm(ϕ) = 0 implies that any goal
is achieved that is E(ϕ) = Ga.

Proposition 8 The measure U(ϕ) proposed in Definition 14 satisfies postulates (P1)–(P4).

• (P1). Suppose |E(ϕ1)|< |E(ϕ2)|. Then |E(ϕ1)| + 1 ≤ |E(ϕ2)|. Suppose now αa−Nm(ϕ1)

αa+ Nu (ϕ1)
Nu(ϕ1)+1

= 1. This
would imply (by Proposition 7) |E(ϕ1)| = |Ga|. This is impossible because |E(ϕ1)|< |E(ϕ2)|.
Thus, αa−Nm(ϕ1)

αa+ Nu(ϕ1)
Nu (ϕ1)+1

< 1. Thus, |E(ϕ1)| + αa−Nm(ϕ1)

αa+ Nu(ϕ1)
Nu(ϕ1)+1

< |E(ϕ2)|. Finally, U(ϕ1)<U(ϕ2).

• (P2) Suppose |E(ϕ1)| = |E(ϕ2)| and Nm(ϕ1)<Nm(ϕ2)
We denote U = Nu(ϕ2)

Nu(ϕ2)+1
and V = Nu(ϕ1)

Nu(ϕ1)+1
.

Thus, U(ϕ2) − U(ϕ1) = 1
|Ga|+1

[
αa−Nm(ϕ2)
αa+U

− αa−Nm(ϕ1)
αa+V

]
We distinguish 3 cases:

– U = V . We denote αa + U = αa + V = D′. Then
U(ϕ2) − U(ϕ1) = −Nm(ϕ2)+Nm(ϕ1)

D
′ < 0, because Nm(ϕ1)<Nm(ϕ2).

– U < V ⇒ 1
αa+V

< 1
αa+U

⇒ −Nm(ϕ2)
αa+U

< −Nm(ϕ1)
αa+V

⇒ αa−Nm(ϕ2)
αa+U

< αa−Nm(ϕ1)
αa+V

⇒ U(ϕ2) − U(ϕ1)< 0

– V <U ⇒ 1
αa+U

< 1
αa+V

⇒ Nm(ϕ1)
αa+U

< Nm(ϕ2)
αa+V

⇒ −Nm(ϕ2)
αa+V

< −Nm(ϕ1)
αa+U

⇒ αa−Nm(ϕ2)
αa+V

< αa−Nm(ϕ1)
αa+U

⇒ αa−Nm(ϕ2)
αa+U

< αa−Nm(ϕ2)
αa+V

< αa−Nm(ϕ1)
αa+U

< αa−Nm(ϕ1)
αa+V

⇒ U(ϕ2) − U(ϕ1)< 0

• (P3) Suppose |E(ϕ1)| = |E(ϕ2)|, Nm(ϕ1) = Nm(ϕ2) and Nu(ϕ1)<Nu(ϕ2). Since Nu(ϕ1)<Nu(ϕ2)
we also have Nu(ϕ1)

Nu(ϕ1)+1
< Nu(ϕ2)

Nu(ϕ2)+1
. Thus, 1

αa+ Nu (ϕ2)
Nu(ϕ2)+1

< 1

αa+ Nu (ϕ1)
Nu(ϕ1)+1

.
We denote αa − Nm(ϕ1) = αa − Nm(ϕ2) = k.
Then k

αa+ Nu(ϕ2)
Nu(ϕ2)+1

< k

αa+ Nu(ϕ1)
Nu(ϕ1)+1

. Finally, U(ϕ2)<U(ϕ1)

• (P4) Straightforward.

6.3. Particular case
In this section, we consider the particular case in which there is only one way to achieve each goal that
is, ∀g ∈ Ga ng = 1, which was the case considered in Cholvy and da Costa Pereira (2019).

• First, we prove that the definition of U given in Definition 14 is an extension of the definition
of U given in Cholvy and da Costa Pereira (2019). Indeed, under this assumption, we have:

– Nm(ϕ) =�g∈Ga |Missing(Ba, g) \ Cons(Ba, ϕ)|
– Nu(ϕ) = |ϕ \ ∪g∈Ga Missing(Ba, g)|
– αa =�g∈Ga | Missing(Ba, g) |
Now consider the two terms αa − Nm(ϕ) and αa + Nu(ϕ)

Nu(ϕ)+1
in Definition 14.

– αa − Nm(ϕ) =�g∈Ga | Missing(Ba, g) | −�g∈Ga |Missing(Ba, g) \ Cons(Ba, ϕ)|.Thus,
αa − Nm(ϕ) =�g∈Ga | Missing(Ba, g) ∩ Cons(Ba, ϕ) |.

– αa + Nu(ϕ)
Nu(ϕ)+1

=�g∈Ga | Missing(Ba, g) | + |ϕ\∪g∈Ga Missing(Ba ,g)|
|ϕ\∪g∈Ga Missing(Ba ,g)|+1
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Thus, U as defined in Definition 14 becomes

U(ϕ) = 1

|Ga| + 1

⎡
⎣|E(ϕ)| + �g∈Ga | Missing(Ba, g) ∩ Cons(Ba, ϕ) |

�g∈Ga | Missing(Ba, g) | + |ϕ\∪g∈Ga Missing(Ba ,g)|
|ϕ\∪g∈Ga Missing(Ba ,g)|+1

⎤
⎦

This is exactly the one which was given in Cholvy and da Costa Pereira (2019).

• Moreover, now assume that BW
a = ∅. In this case, the only beliefs of the agent concern the agent’s

needs in terms of information about the ways to achieve its goals and we have: Missing(Ba, g) =
premise(g) and Cons(Ba, ϕ) = ϕ. U(ϕ) can then be written as:

U(ϕ) = 1

|Ga + 1| ·
⎡
⎣|E(ϕ)| + �g∈Ga |ϕ ∩ Premise(g)|

�g∈Ga |premise(g)| + |ϕ\∪g∈Ga Premise(g)|
|ϕ\∪g∈Ga Premise(g)|+1

⎤
⎦

with E(ϕ) = {g ∈ Ga, premise(g) ⊆ ϕ},
• Now assume that Bm

a = ∅ and Ga is a singleton. In this case, the agent has a single goal, g0, and
its only beliefs is the formula which expresses the information need for achieving that single
goal. U(ϕ) can then be written as follows:

U(ϕ) = 1

2
·
(

n(ϕ) + |ϕ ∩ premise(g0)|
|premise(g0)| + |ϕ\premise(g0)|

|ϕ\premise(g0)|+1

)

with n(ϕ) = 1 if premise(g0) ⊆ ϕ and n(ϕ) = 0 otherwise.

Example 9 Take premise(g0) = a ∧ b. Then we have U(c) = 0, U(a ∧ c) = 1/5, U(a) = 1/4, U(a ∧ b ∧
c) = 9/10, U(a ∧ b) = 1. In other words, c is not useful at all because knowing c does not allow the agent
to reach or get closer to its goal. a ∧ c is a little more useful, because even if knowing c is not useful
to the agent, knowing a allows it to get a little closer to its goal. a is more useful than a ∧ c because it
does not add unnecessary information. a ∧ b ∧ c is even more useful because even if it adds unnecessary
information, it allows the agent to achieve its goal. Finally, a ∧ b is the most useful because it allows
the agent to reach its goal and does not add any unnecessary information.

7. An example of application to IR
In this section, we will first recall some relevance dimensions in IR which have been used in the liter-
ature (da Costa Pereira et al., 2009) to propose documents to a user (who now takes the place of what
we called ‘agent’ in the above general framework). We will then compare those dimensions with the
usefulness measure we are proposing here. However, to have a fair comparison, we need to reformulate
those dimensions in a logical setting (Abdulahhad et al., 2019; Lalmas, 1998; Chen, 1994).

7.1. A refresher on relevance dimensions
The aboutness (Cooper, 1971) dimension is a core notion in IR. It is used to compute the topical matching
between a document and a user query. However, its modeling gave raise to several distinct interpre-
tations, which characterize a variety of IR models, of which the vector space model is an example.
Formally, in the vector space model, a piece of information or, more generally, a document d, can be
represented as a vector of T elements, d = [w1d, . . . , wTd]. The user interests are represented by a vector
q = [w1q, . . . , wTq], T being the size of the term vocabulary used. Different choices have been made in
the literature regarding the values of wid, for example: simply based on the presence or absence of a word
in the document, in this case the vector contains values in {0, 1}, or based on the frequency of the word
in the document and in the whole repository (TF-IDF) (Baeza-Yates & Ribeiro-Neto, 2011). Here, we
will use the vector space model interpretation, and, like in da Costa Pereira et al. (2009), in addition to
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the aboutness measure, we will consider the appropriateness dimension (proposed in da Costa Pereira
et al., 2009) and the coverage dimension (proposed in Pasi et al., 2007). We have considered those three
relevance dimensions because they explicitly account for the user query/goals. This is not the case for
the popularity relevance dimension for example.

7.1.1. Aboutness
The term aboutness (topical relevance) is formally defined as follows. Let d = [w1d . . .wTd] and q =
[w1q . . .wTq] representing document d and query q, respectively, with T representing the size of the
term vocabulary used. The measure of aboutness (topical relevance) is calculated by the standard cosine-
similarity (Salton & McGill, 1984):

AboutnessIR(d, q) =
∑T

i=1 (wiq.wid)√∑T
i=1 w2

iq .
∑T

i=1 w2
id

. (1)

7.1.2. Coverage
The coverage criterion is assessed on the document representation and on the user profile representation.
It measures how strongly the user interests are included in a document.

CoverageIR(d, q) =
∑T

i=1 min (wiq, wid)∑T
i=1 wiq

. (2)

This function produces the maximum value 1 when the non null elements in q′s vector also belong
to d ′s vector. It produces the value zero when the two vectors have no common element. Moreover, the
value of the function increases with the increase of the number of common elements.

7.1.3. Appropriateness
This dimension allows to measure how appropriate or how seemly a document is with respect to the
user interests.

AppropriatenessIR(d, q) = 1 −
∑T

i=1 |wiq − wid|
T

. (3)

According to this definition, a piece of information is considered fully appropriate if it covers all the
user interests. However, if in addition it covers other subjects, it is considered less appropriate.

7.2. Reformulation in logic
We can consider a user query in IR as the information needed to achieve a goal.

This way, the premise of the goal can be represented by a formula that corresponds to the agent’s
information need. Let ϕ and ψ be two conjunctions of positive literals of a propositional language. We
have:

AboutnessLogic(ϕ,ψ)) = |ϕ ∩ψ |√|ϕ| . |ψ | ,

CoverageLogic(ϕ,ψ) = |ϕ ∩ψ |
|ψ | ,

AppropriatenessLogic(ϕ,ψ) = 1 − |ϕ \ψ | + |ψ \ ϕ|
|L| .
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After replacing the premises of the agent’s goal by the formula ψ , the measure defined in Definition
14 is then re-written as follows:

U(ϕ,ψ) = 1

2
·
(

n(ϕ) + |ϕ ∩ψ |
|ψ | + |ϕ\ψ |

|ϕ\ψ |+1

)

with n(ϕ) = 1 if ψ ⊆ ϕ and n(ϕ) = 0 otherwise.
More precisely, we consider a propositional language L that has T propositional letters p1 . . . pT and

a letter g0 representing the goal of the user. A document d can then be represented by a formula noted
ϕd defined as: ϕd =∧

i=1,...,T and wi,d=1 pi. A query q can also be represented by a formula noted premise(g0)
defined by ψq =∧

i=1,...,T and wi,q=1 pi.
The following two propositions allows us to, respectively, reformulate in logic the three IR relevance

dimensions we have considered from the literature, and to provide some comparisons between the U
measure and the IR ones.

Proposition 9
AboutnessI R(d, q) = AboutnessLogic(ϕd,ψq)

CoverageI R(d, q) = CoverageLogic(ϕd,ψq)

AppropriatenessI R(d, q) = AppropriatenessLogic(ϕd,ψq)

Proposition 10 Let ϕ and ψ be two conjunctions of literals.

• U(ϕ,ψ) = Aboutness(ϕ,ψ) = Appropriateness(ϕ,ψ) = 1 ⇐⇒ ϕ =ψ .
• Coverage(ϕ,ψ) = 1 ⇐⇒ψ ⊆ ϕ.
• U(ϕ,ψ) = Aboutness(ϕ,ψ) = Appropriateness(ϕ,ψ) = Coverage(ϕ,ψ) = 0 ⇐⇒ ϕ ∩ψ = ∅.
• Coverage(ϕ1,ψ)<Coverage(ϕ2,ψ) =⇒ U(ϕ1,ψ)<U(ϕ2,ψ)
• Appropriateness(ϕ1,ψ) ≤ Appropriateness(ϕ2,ψ) and Coverage(ϕ1,ψ) = Coverage(ϕ2,ψ)

=⇒ U(ϕ1,ψ) ≤ U(ϕ2,ψ).

Example 10 Let us consider again Example 9, with the propositional language whose letters are p, q,
r and g0. ψ = p ∧ q and let us consider the five formulas: ϕ1 = r, ϕ2 = p ∧ r, ϕ3 = p, ϕ4 = p ∧ q ∧ r, and
ϕ5 = p ∧ q. The following table summarizes the values of the four measurements.

ϕ About Cov Approp U
ϕ1 = r 0 0 0 0

ϕ2 = p ∧ r
1

2

1

2

1

3

1

5

ϕ3 = p
1√
2

1

2

2

3

1

4

ϕ4 = p ∧ q ∧ r
2√
6

1
2

3

9

10
ϕ5 = p ∧ q 1 1 1 1

A number of observations emerge from these results. First of all, we notice that two formu-
las can have identical degrees of coverage without their degrees of usefulness being identical.
Thus, Coverage(ϕ2,ψ) = Coverage(ϕ3,ψ) but U(ϕ2,ψ) �= U(ϕ3,ψ). Similarly, two formulas may
have identical degrees of appropriateness without their degrees of usefulness being identical. Thus,
Appropriatemess(ϕ3,ψ) = Appropriateness(ϕ4,ψ) but U(ϕ3,ψ) �= U(ϕ4,ψ). We also notice that p and
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p ∧ q ∧ r have identical appropriateness values although for different reasons: appriopriateness(p, p ∧
q) = 2/3 because p says nothing about q, whereas this is part of the user’s information need, and
appriopriateness(p ∧ q ∧ r, p ∧ q) = 2/3 because p ∧ q ∧ r, although providing all the information the
user need to achieve his/her goal, it provides unnecessary information, r. On the other hand, these dif-
ferent reasons lead to different degrees of usefulness and, in particular, U(p, p ∧ q) is much lower than
U(p ∧ q ∧ r, p ∧ q). Indeed, by definition, U favors information that allows the user need to be satisfied
(this is fully the case with p ∧ q ∧ r whereas it is partially the case with p). Even if p ∧ q ∧ r provides
unnecessary information, namely r, the user will be able to achieve his/her goal with it, unlike with p.

8. Conclusion and future work
We have proposed an extension of the three definitions of usefulness of information for a cognitive
agent proposed in Cholvy and da Costa Pereira (2019). The extension has consisted in considering a
more realistic hypothesis, whereby there could be more than one way to achieve a given informative
goal. We have then extended the binary approach, which allows to classify a piece of information as
being useful or not, and the ordinal approach, which allows to compare two pieces of information in
order to establish which one is more useful. Like in Cholvy and da Costa Pereira (2019), two different
operators have been proposed in this case: a preorder operator and a total order operator. However,
neither the binary nor the ordinal approaches allow to take into account unnecessary information when
computing the extent to which a piece of information is useful for the user. This is accounted for by the
third approach by means of a numerical definition of usefulness which has been inspired by Tversky’s
definition of similarity between two objects (Tversky, 1977). We have compared, through an easy to
understand example, three IR measures from the literature with our numerical measure. The results
of the comparison show that our numerical definition of usefulness, based on the cognitive aspects
of the user, allows to capture in a single value different dimensions, without the need for eliciting an
explicit priority order on the dimensions from the user. In addition, it allows to somehow account for
the serendipity (see Example 8). We agree with Reviglio (2019) that there is still room for improvement
in addressing the concept of serendipity in disciplines like IR and Recommender Systems. On the other
hand, there are many formalisms to represent user’s goals and their generation as well as their updating
process (see for example da Costa Pereira & Tettamanzi, 2010; Harland et al., 2017, 2022), which makes
it possible to track the evolution of the achievements of the user’s goal. The formalism we are proposing
here can be regarded as a first step toward considering the representation of user’s goals in order to
represent the category of serendipity named Illusory by Smets et al. (2022). Moreover, our formalism
also allows to account for novelty with respect to the user’s beliefs, not only with respect to the past user
interactions as usual in the literature (see again Example 8, in which the fact that a piece of information
contains information already known by the user diminishes its usefulness).

We believe that in addition to both IR and Search-as-Learning approaches, our usefulness measure
can be used in cognitive recommendation systems (Beheshti et al., 2020) to personalize the items pro-
posed according to the user’s goals, when a representation of the user’s goals is available, or when such
representation can be obtained from some learning process (Drachsler et al., 2009). The framework will
then take into account, in addition to the ‘traditional’ user profile, which is built on the basis of the user’s
search history, the evolution of the user’s needs (goals) thanks to the calculation of the updated useful-
ness of the information to be provided to the user. Similarly, our proposed measure could be adapted
to Collaborative Filtering approaches for which Parker in his very visionary work (Parker, 1995) under-
lined the interest to take into account holistic profiles instead of history-based search profiles in order
to also consider the dynamic aspects of the user’s interests. Another possible application of our work
is to adapt/apply our usefulness measure to question-answering systems in order to take into considera-
tion the evolution of the user information needs. Just to cite one example, we plan to adapt and extend
the BDI-based framework for conversational agents proposed byWong et al. (2012) with our numerical
usefulness measure. The idea is to provide to the user not only an answer which is relevant to his/her
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question and/or to use the available plans relevant to the question, but also to consider the answer which
is more useful with respect to the user’s real needs that is an answer which does not include what he/she
already knows. We also plan to consider weighted goals in order to take into account the importance of
goals in the definition of information usefulness.

An interesting possible extension of our work could be to take into account the cost or the reliability
of the different ways to achieve the goals. Indeed, going back to Example 8 (Section 6), if we consider
the current version of our framework, having both p and q will be considered as if one of them were
unnecessary information because we have a non deterministic representation of the way to achieve a
goal: the usefulness of p ∧ q ∧ r is 20

21
, that is, slightly less than 1 because it contains information that

has become useless with the acquisition of the other (p or q).
Finally, we would like to notice that we have used propositional logic because for the application

to IR, where atoms can be represented as ‘nuggets’, that is a small piece of information that can be
considered as a whole, propositional logic is sufficient. An interesting direction could be to extend
the formalism to more expressive logic, in order to handle fine-grained representations of information
regarding individuals and their relationships.
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