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Alternative Binary Offset Carrier (AltBOC) modulation signal has the constraint of an equal
power allocation scheme. Thus, it is not flexible enough tomeet different requirements. To solve
this problem, we propose a General AltBOC (GAltBOC)modulation. The proposed technique
can achieve the same function as AltBOC. Meanwhile, its power allocation ratio can be
adjusted when required. The detailed derivation of the GAltBOC modulation is presented,
and three representative cases as well as the signal properties are discussed. To further
improve the combination efficiency, we develop the Interlacing GAltBOC (IGAltBOC) modu-
lation based on the GAltBOC modulation. The Power Spectrum Density (PSD) and correl-
ation functions of the proposed signals are verified by simulation. The code tracking error
and implementation complexities are analysed and compared with existing methods. Results
show the proposed signals indeed enhance the flexibility of power allocation ratio with the
same level code tracking accuracy. Compared with AltBOC modulation, the proposed signal
can reach a higher combination efficiency at the expense of relatively higher implementation
complexity. ComparedwithAsymmetric Constant EnvelopeDouble-sideband (ACED)modu-
lation, the proposed signals have significantly lower complexity of signal generation, which is
helpful in simplifying the signal generation in the payload transmitter.

KEYWORDS

1. Constant envelope modulation. 2. Power allocation ratio. 3. AltBOC. 4. GNSS.

Submitted: 13 October 2013. Accepted: 3 October 2015. First published online: 20 November 2015.

1. INTRODUCTION. With the rapid development and evolution of the BeiDou
Global Navigation Satellite System (GNSS), the signal design is facing some new chal-
lenges. At the B1 frequency, the early BeiDou regional (Phase II) system is transmitting
a Quadrature Phase Shift Keying (2) (QPSK(2)) signal at 1561·098 MHz (Liu et al.,
2010). However, the centre frequency for the BeiDou global system (Phase III) is
1575·42 MHz (Zhang et al., 2011). For the B2 signal, two service signals need to be
transmitted at the B2a (1176·45 MHz) and B2b (1207·14 MHz) frequencies, respect-
ively (Tang et al., 2010). In order to reduce the signal distortion and propagation
time instability (Lestarquit et al., 2008), it is necessary to combine these signals
located at adjacent frequencies into a constant envelope composite signal. The
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purpose of a constant envelope is to maximize the efficiency of the High-Power
Amplifier (HPA) and reduce nonlinear distortions (Dafesh and Cahn, 2009). On the
other hand, for GNSS signal design, how to best allocate power between data compo-
nent and pilot component is not simple, and the final solution is usually a trade-off
between navigation data bit rate and signal power split (Won et al., 2012). Hence, the
power allocation scheme may change at any time. In order to simplify the online recon-
structing function in the payload transmitter, a demand is that the Power Allocation
Ratio (PAR) between signal components can be easily adjusted. Thus the dual-sideband
constant envelope modulation technique with adjustable PAR is desired.
Traditional constant envelope modulation techniques, including Interplex (Butman

and Timor, 1972), Coherent Adaptive Subcarrier Modulation (CASM) (Dafesh et al.,
1999) and Phase-Optimised Constant-Envelope Transmission (POCET) (Dafesh and
Cahn, 2009), mainly focus on signals with the same carrier frequency. Alternative
Binary Offset Carrier (AltBOC) (Rebeyrol et al., 2007; Lestarquit et al., 2008) can
combine two QPSK signals located at different carrier frequencies into a constant enve-
lope signal, and AltBOC is proposed for the Galileo E5 signal (Galileo OS SIS ICD,
2010). Time Division AltBOC (TD-AltBOC) (Tang et al., 2011) and Time-Multiplexed
Offset Carrier-Quadrature Phase Shift Keying (TMOC-QPSK) (Shivaramaiah and
Dempster, 2013) integrate time multiplex technology to AltBOC modulation, which
can achieve a similar function to AltBOC. Nevertheless, these signal components in the
three techniques have to share the same power level. The POCET method can be used
to combine GNSS signals at different carrier frequencies (Dafesh and Cahn, 2011).
However, this method is based on numerical optimisation and provides little information
on the signal structure. To solve the multiplexing problem of the Beidou B1 signal, non-
symmetrical AltBOC multiplexing (Zhu et al., 2012) and unbalanced AltBOC (Zhang
et al., 2013) were developed. Obviously, these techniques are only applicable for the spe-
cific case. In addition, Zhang (2013) proposed the generalised AltBOC modulation that
multiplexes two QPSK-like signals with unequal power. However, the power between
data component and pilot component at the same sideband has to be equal. Yao and
Lu (2012; 2013b) proposed Asymmetric Constant Envelope Double Sideband (ACED)
modulation to achieve dual-frequency constant envelope multiplexing, in which the
PAR between signal components can be adjusted. However, the required driving clock
rate to generate the ACED signal would change for different power allocation schemes.
The rate is even up to 24 times subcarrier frequency for some special cases (Yao and
Lu, 2013a), which would obviously increase the complexity of signal generation in the
payload transmitter. To reduce the driving clock rate, a simplification method for
ACED modulation was proposed (Zhang et al., 2014), but this results in performance
degradation in terms of combination efficiency.
The aim of this paper is to develop a dual-sideband constant envelope modulation

technique with adjustable PAR for GNSS application, and the proposed signals can be
easily generated in the satellite payload transmitter. Thus, we propose the General
AltBOC (GAltBOC) modulation technique in this paper, which can be seen as an ex-
tension of AltBOC modulation. This technique has almost all the advantages of
AltBOC, meanwhile, the PAR between signal components is adjustable. The proposed
GAltBOCmodulation signal can be generated by phase Look-up Table (LUT). In con-
trast to ACEDmodulation, the driving clock rate does not increase when adjusting the
PAR. For a given PAR scheme, in order to further improve the combination efficiency,
we introduce the interlacing technique and develop the Interlacing GAltBOC
(IGAltBOC) modulation scheme.
The remainder of the paper is organised as follows. Section 2 briefly reviews the

AltBOC and ACED modulation, and derives the proposed GAltBOC technique.
Section 3 describes three representative cases of GAltBOC modulation as well as the
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signal properties. Section 4 introduces the IGAltBOC modulation, and provides the
structure of IGAltBOCmodulation. Section 5 presents the simulation results, and ana-
lyses the implementation complexities. Finally, Section 6 concludes the paper.

2. GENERAL ALTBOC MODULATION. Before we begin to introduce the
GAltBOCmodulation, we first review the AltBOCmodulation and ACEDmodulation.

2.1. AltBOC modulation. AltBOC modulation can provide different services at
the lower and upper sideband, and each service signal includes a data and a pilot com-
ponent. The baseband expression of constant envelope AltBOC modulation is
expressed as (Shivaramaiah and Dempster, 2009):

sAltBOC tð Þ ¼ 1

2
ffiffiffi
2

p s1 tð Þ þ js2 tð Þð Þ scS tð Þ � jscS t� Ts=4ð Þ½ �

þ 1

2
ffiffiffi
2

p s3 tð Þ þ js4 tð Þð Þ scS tð Þ þ jscS t� Ts=4ð Þ½ �

þ 1

2
ffiffiffi
2

p s2 tð Þs3 tð Þs4 tð Þ þ js1 tð Þs3 tð Þs4 tð Þð Þ scP tð Þ � jscP t� Ts=4ð Þ½ �

þ 1

2
ffiffiffi
2

p s1 tð Þs2 tð Þs4 tð Þ þ js1 tð Þs2 tð Þs3 tð Þð Þ scP tð Þ þ jscP t� Ts=4ð Þ½ �

ð1Þ

where Ts is the period of the subcarrier functions. j ¼ ffiffiffiffiffiffiffi�1
p

is the imaginary unit. s1(t)
and s2(t) denote the data component and pilot component at the lower sideband, re-
spectively. s3(t) and s4(t) denote the data component and pilot component at upper
sideband, respectively. s1(t), s2(t), s3(t) and s4(t) are binary Pseudo Random Noise
(PRN) code signals. s2(t)s3(t)s4(t), s1(t)s3(t)s4(t), s1(t)s2(t)s4(t) and s1(t)s2(t)s3(t) re-
present the product signals. For conciseness, at times the time variable t of s1(t),
s2(t), s3(t) and s4(t) is ignored. Then s1(t), s2(t), s3(t) and s4(t) are expressed as s1, s2,
s3 and s4 respectively. scS(t) and scP(t) represent the four-valued subcarrier functions
for the single signals and the product signals respectively, whose waveforms in a
period are illustrated in Figure 1 (Galileo OS SIS ICD, 2010).
Figure 1 shows that every subcarrier period is sub-divided into eight equal sub-

periods. During each sub-period, the subcarrier coefficients remain constant.
Equation (1) can be rewritten as (Lestarquit et al., 2008):

sAltBOC tð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ ffiffiffi

2
pp

4
s1þ js2ð Þe�jθS ið Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ ffiffiffi

2
pp

4
s3þ js4ð ÞejθS ið Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ffiffiffi

2
pp

4
s2s3s4þ js1s3s4ð Þe�jθP ið Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ffiffiffi

2
pp

4
s1s2s4þ js1s2s3ð ÞejθP ið Þ

ð2Þ

where θS ið Þ¼ 1
8
þ1
4
i

� �
π, θP ið Þ¼ 5

8
�3
4
i

� �
π. i = 0, 1, 2,… , 7 represents the eight sub-

periods.
Equation (2) shows that sAltBOC(t) can be seen as a constant envelope composite signal

of the four binary signals during each sub-period. In different sub-periods, only the phase
angles of the single signals and the product signals change. Figure 2 shows the signal
vectors in the first two sub-periods of subcarrier. After one sub-period, the phase angles
of s1 and s2 would decrease 45° along the clockwise direction, and the angles of s3 and
s4 would increase 45° along the counter clockwise direction (Zhang et al., 2012).

2.2. ACED modulation. ACED modulation can also combine two QPSK signals
located at twoadjacent carrier frequencies into a constant envelope signal. InACEDmodu-
lation, these signal components can have an arbitrary power ratio (Yao and Lu, 2013c).
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As indicated previously, s1, s2, s3 and s4 are four binary PRN code signals.
Their nominal powers are Ps1 ;Ps2 ;Ps3 and Ps4 respectively. Considering the
allocated power, the signal components of four channels are expressed as
sLI ¼

ffiffiffiffiffiffiffi
Ps1

p
s1, sLQ ¼ ffiffiffiffiffiffiffi

Ps2

p
s2, sUI ¼

ffiffiffiffiffiffiffi
Ps3

p
s4 and sUQ ¼ ffiffiffiffiffiffiffi

Ps4

p
s4. Then the baseband

expression of ACED modulation is as follows:

sACED tð Þ ¼
ffiffiffi
2

p

2
αI sign sin 2π fstþ φI

� �� �þ jαQ sign sin 2π fstþ φQ

	 
h in o
ð3Þ

where fs is the frequency of subcarrier functions, sign(·) is the signum function.

αI ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sUI þ sLIð Þ2 þ sUQ � sLQ

� �2q
; αQ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sUI � sLIð Þ2 þ sUQ þ sLQ

� �2q
;

φI ¼ �atan 2 sUI þ sLI , sUQ � sLQ
� �

; φQ ¼ atan 2 sUQ þ sLQ, sUI � sLI
� �

where atan2(·) is the four quadrant arctangent function. Note that the power of a
certain channel can be set to zero without affecting the constant envelope characteristic
of ACED. Therefore, the ACED technique can realise the constant envelope modula-
tion of no more than four signals.

Figure 1. One period of the two subcarrier functions in AltBOC Modulation.

Figure 2. Signal vectors. (a) The first sub-period. (b) The second sub-period.
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Equation (3) can be also written in the form of Equation (1) (Yao and Lu, 2013c).
However, the subcarrier functions of ACED are more complex than AltBOC’s sub-
carrier functions. For different PAR schemes, one period of subcarrier would be
divided into 12 or 24 sub-periods.

2.3. The proposed GAltBOC modulation. Firstly, we only consider a sub-period.
Assume that GAltBOCmodulation is also a constant envelope composite signal of the
four binary signal components in each sub-period. In order to adjust the PAR between
signal components, several adjustable parameters p2, p3, and p4 are introduced. Based
on the previous analysis and Equation (2), we assume that the baseband expression in a
sub-period can be written as

s ¼ s1 þ jp2s2ð Þ a� jbð Þ þ p3s3 þ jp4s4ð Þ aþ jbð Þ
þ p5s2s3s4 þ jp6s1s3s4ð Þ c� jdð Þ þ p7s1s2s4 þ jp8s1s2s3ð Þ cþ jdð Þ ð4Þ

where p5, p6, p7, p8, a, b, c and d are unknown parameters to be determined. a and b are
the subcarrier coefficients for the single signals, which determine the phase angles of
the single signals. c and d are the subcarrier coefficients for the product signals,
which determine the phase angles of the product signals. p5, p6, p7 and p8 are used
to achieve the constant envelope. Evidently, p2, p3, and p4 can represent the PAR of
the four signal components, i.e.

Ps1 : Ps2 : Ps3 : Ps4 ¼ 1 : p22 : p
2
3 : p

2
4

where Ps1 , Ps2 , Ps3 and Ps4 are the power of s1, s2, s3 and s4 respectively. They are
expressed as

Ps1 ¼ a2 þ b2
� �

; Ps2 ¼ p22 a2 þ b2
� �

;

Ps3 ¼ p23 a2 þ b2
� �

; Ps4 ¼ p24 a2 þ b2
� �

:

Once we set the values of p2, p3, and p4, the PAR of the four signal components is
determined.
Expand Equation (4) into the form of a real part and an imaginary part, i.e.

s¼ as1þbp2s2þap3s3�bp4s4þcp5s2s3s4þdp6s1s3s4þcp7s1s2s4�dp8s1s2s3ð Þ
þ j �bs1þap2s2þbp3s3þap4s4�dp5s2s3s4þcp6s1s3s4þdp7s1s2s4þcp8s1s2s3ð Þ ð5Þ

Then we obtain the signal’s envelope in this sub-period from Equation (5). Variable A
is used to denote the envelope value, andA2 represents the power of s, which is given by

A2¼ as1þbp2s2þap3s3�bp4s4þcp5s2s3s4þdp6s1s3s4þcp7s1s2s4�dp8s1s2s3ð Þ2

þ �bs1þap2s2þbp3s3þap4s4�dp5s2s3s4þcp6s1s3s4þdp7s1s2s4þcp8s1s2s3ð Þ2

¼ a2þb2
� �

1þp22þp23þp24
� �þ c2þd2� �

p25þp26þp27þp28
� �

þ2 p4p7�p3p8ð Þ ad�bcð Þs1s2
þ 2p3 a2�b2

� �þ2p5p7 c2�d2� �þ2 p2p8þp4p6ð Þ ac�bdð Þ� �
s1s3

þ 2 bcþadð Þ p3p6þp2p7ð Þ�4abp4�4cdp5p8ð Þs1s4
þ2 acþbdð Þ p5þp3p7þp2p6þp4p8ð Þs1s2s3s4
þ2 ad�bcð Þ p6�p2p5ð Þs3s4
þ 2p2p4 a2�b2

� �þ2p6p8 c2�d2� �þ2 p7þp3p5ð Þ ac�bdð Þ� �
s2s4

þ 4abp2p3þ4cdp6p7�2 bcþadð Þ p8þp4p5ð Þð Þs2s3

ð6Þ

Since the values of s1, s2, s3 and s4 can be 1 or −1, envelope A may have 16 different
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values. To ensureA is constant in this sub-period, a simple idea is that A is unrelated to
the four signal components. As a result, we set all the coefficients relatedwith the signal
components in Equation (6) to be zero, i.e.

p4p7�p3p8ð Þ ad�bcð Þ¼0
p3 a2�b2
� �þp5p7 c2�d2

� �þ p2p8þp4p6ð Þ ac�bdð Þ¼0
bcþadð Þ p3p6þp2p7ð Þ�2abp4�2cdp5p8¼0
acþbdð Þ p5þp3p7þp2p6þp4p8ð Þ¼0
ad�bcð Þ p6�p2p5ð Þ¼0
p2p4 a2�b2

� �þp6p8 c2�d2
� �þ p7þp3p5ð Þ ac�bdð Þ¼0

2abp2p3þ2cdp6p7� bcþadð Þ p8þp4p5ð Þ¼0

8>>>>>>>><
>>>>>>>>:

ð7Þ

Then A2 is simplified as

A2¼ a2þb2
� �

1þp22þp23þp24
� �þ c2þd2� �

p25þp26þp27þp28
� � ð8Þ

Equations (7) can ensure that the composite signal’s envelope is constant in one sub-
period. In order to keep the envelope A unchanged in other sub-periods, we have to
choose carefully the values of a, b, c and d in other sub-periods; meanwhile the
values p5, p6, p7 and p8 do not change. An interesting property of Equations (7)
helps us reach the objective. We find that if {p5, p6, p7, p8, a, b, c, d} is a solution of
Equations (7), it is easy to verify that the following Equations (9) and (10) are also
the solutions of Equations (7).

p5,p6,p7,p8,K �a,K �b,K �c,K �df g ð9Þ
p5,p6,p7,p8,b,a,d,cf g;
p5,p6,p7,p8,�a,b,�c,df g;
p5,p6,p7,p8,a,�b,c,�df g:

ð10Þ

Note thatK in Equation (9) can be an arbitrary real number; this means that we can set
one of a, b, c and d to be an arbitrary real number. For example, let b = 1. Then there
are only seven parameters to be solved. In particular, K =−1 means that a, b, c and d
have an opposite sign simultaneously.
Each subcarrier period is sub-divided into eight equal sub-periods with reference to

AltBOCmodulation. When we obtain a solution of Equations (7), a, b, c and d become
the subcarrier coefficients of the first sub-period. The parameters p5, p6, p7 and p8 are
unchanged in the eight sub-periods. The subcarrier coefficients in the other sub-periods
are set according to Equations (9) and (10), which are expressed as

SCcos, S ¼ a, b, �b, �a, �a, �b, b, af g
SCsin, S ¼ b, a, a, b, �b, �a, �a, �bf g
SCcos, P ¼ c, d, �d, �c, �c, �d, d, cf g
SCsin, P ¼ d, c, c, d, �d, �c, �c, �df g

ð11Þ

where SCcos,S and SCsin,S represent the eight coefficients for the subcarriers of the
single signals. SCcos,P and SCsin,P represent the eight coefficients for the subcarriers
of the product signals. Similar to AltBOC modulation, a period of subcarriers can
be expressed as (Shivaramaiah and Dempster, 2009):

sccos , S tð Þ¼
X7
i¼0

SCi
cos , S pTs=8 t� i �Ts

8

� �
,scsin , S tð Þ¼

X7
i¼0

SCi
sin , S pTs=8 t� i �Ts

8

� �

sccos ,P tð Þ¼
X7
i¼0

SCi
cos ,P pTs=8 t� i �Ts

8

� �
,scsin , P tð Þ¼

X7
i¼0

SCi
sin ,P pTs=8 t� i �Ts

8

� � ð12Þ
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where i represents the ith sub-period of subcarrier period, pTs/8(t) is the rectangular
function which is unity during 0⩽ t< Ts/8 and zero elsewhere.
Figure 3 shows the schematic drawing of subcarriers in GAltBOC modulation.

Because the subcarrier coefficients in Equation (11) are set according to Equations
(9) and (10) in each sub-period, the envelope would always be constant in a period
of the subcarrier functions. Equation (5) is the expression of GAltBOC modulation
in the first sub-period of subcarrier period. By exploiting the subcarrier coefficients
in Equation (11), the expressions of GAltBOC modulation in other sub-periods can
be obtained. For example, the following equations show the expressions in the
second and third sub-period of subcarrier period.

s ¼ s1 þ jp2s2ð Þ b� jað Þ þ p3s3 þ jp4s4ð Þ bþ jað Þ
þ p5s2s3s4 þ jp6s1s3s4ð Þ d � jcð Þ þ p7s1s2s4 þ jp8s1s2s3ð Þ sþ jcð Þ;

s ¼ s1 þ jp2s2ð Þ �b� jað Þ þ p3s3 þ jp4s4ð Þ �bþ jað Þ
þ p5s2s3s4 þ jp6s1s3s4ð Þ �d � jcð Þ þ p7s1s2s4 þ jp8s1s2s3ð Þ �d þ jcð Þ;

Combining these expressions of eight sub-periods into a unified expression, our
GAltBOC modulation can be written as the form of Equation (1), i.e.

sGAltBOC tð Þ ¼ 1
A

s1 tð Þ þ jp2s2 tð Þð Þ sccos, S tð Þ � jscsin, S tð Þ½ �

þ 1
A

p3s3 tð Þ þ jp4s4 tð Þð Þ sccos, S tð Þ þ jscsin, S tð Þ½ �

þ 1
A

p5s2 tð Þs3 tð Þs4 tð Þþ
jp6s1 tð Þs3 tð Þs4 tð Þ

� �
sccos, P tð Þ � jscsin, P tð Þ½ �

þ 1
A

p7s1 tð Þs2 tð Þs4 tð Þþ
j p8s1 tð Þs2 tð Þs3 tð Þ

� �
sccos, P tð Þ þ jscsin, P tð Þ½ �

ð13Þ

where 1/A is used to normalise the power of sGAltBOC(t).
Now we need to determine whether Equations (7) have a non-trivial solution.

Fortunately, for any PAR, namely when p2, p3, and p4 are given, we can find a
special solution, i.e.

a ¼ b ¼ c ¼ d ¼ 1, p5 ¼ 1, p6 ¼ p2,

p7 ¼ p24 � 1� p22 � p2 p3 p4
p3 þ p2 p4

, p8 ¼ � 1þ p3 p7 þ p2 p6
p4

8<
:

9=
; ð14Þ

Figure 3. Schematic drawing of the subcarriers in GAltBOC modulation.
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Substituting Equation (14) into Equations (7), it is easy to verify that Equation (14) is
the solution of Equations (7). It is noted that when a= b= c = d = 1, the subcarriers
defined by Equation (12) become the binary square wave subcarriers with cosine
phasing or sine phasing, which are also adopted in TD-AltBOC modulation (Tang
et al., 2011) and TMOC-QPSK modulation (Shivaramaiah and Dempster, 2013).
Since the power provided by the satellite payload is limited, we expect that the com-

bination efficiency is as high as possible. The combination efficiency is defined as the
total useful signal power divided by the total power transmitted (Fan et al., 2008). For
the GAltBOC modulation, the combination efficiency η is expressed as

η ¼ Ps1 þ Ps2 þ Ps3 þ Ps4

A2 ¼ a2 þ b2
� �

1þ p22 þ p23 þ p24
� �

A2 × 100% ð15Þ

where A2 is defined by Equation (8). The solution that can maximise the combination
efficiency η is referred to as the optimal solution of Equations (7). Generally speaking,
the particular solution Equation (14) is not always the optimal solution.
For an arbitrary PAR, it is generally difficult to solve the analytical expression of the

optimal solution. However, the optimal solution can be obtained by numerical
methods. The above problem is a nonlinear optimisation problem with constraints
of Equations (7). The objective to maximise the combination efficiency is equivalent
to minimising 1− η (Zhang et al., 2011). The constrained optimisation problem is
expressed as

min 1� η
s:t: Equations 7ð Þ ð16Þ

In the subsequent section, we provide the optimal numerical solutions as an example for
several PAR schemes. In order to obtain these optimal numerical solutions, the above
constrained optimisation problem is firstly converted into anunconstrained optimisation
problem by using the positive penalty function method (Dafesh and Cahn, 2009), and
then the optimal numerical solution is found through the quasi-Newton method
(Jasbir, 2004).

2.4. The Power Spectrum Density (PSD) of GAltBOC. Comparing Equation (1)
withEquation (13), it canbeobserved thatGAltBOCmodulationhas a similar expression
to AltBOC modulation. Thus the PSD of GAltBOC modulation can be obtained refer-
ring to thederivationofAltBOC’sPSD.Thedetailedderivationprocesshas beenprovided
by Rebeyrol et al. (2005) and Yarlykov (2012). The frequency of subcarrier is fs. s1, s2, s3
and s4 are binary PRN code signals with chip rate Rc. After a simple derivation, we can
obtain the normalised PSD expression of GAltBOC modulation, that is

G fð Þ ¼

1
A2π2 f 2Tc

cos2 πfTcð Þ
cos2

πf
2 fs

� �P fð Þ, k is odd

1
A2π2 f 2Tc

sin2 πfTcð Þ
cos2

πf
2 fs

� �P fð Þ, k is even

8>>>>>>><
>>>>>>>:

ð17Þ
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where k= 2*fs/Rc is the modulation index, Tc= 1/Rc is the chip period. P(f) is given by
P fð Þ¼

1þp22þp23þp24
� �

a2�b2
� �þ p25þp26þp27þp28

� �
c2�d2
� �� �

cos2
πf
2 fs

� �
þ

�2 1þp22þp23þp24
� �

a2�b2
� �þ p25þp26þp27þp28

� �
c2�d2
� �� �

cos
πf
2 fs

� �
cos

πf
4 fs

� �

�2 1þp22þp23þp24
� �

abþ p25þp26þp27þp28
� �

cd
� �

cos
πf
2 fs

� �

þ4 1þp22þp23þp24
� �

b a�bð Þþ p25þp26þp27þp28
� �

d c�dð Þ� �
cos

πf
4 fs

� �

þ 1þp22�p23�p24
� �

abþ p25þp26�p27�p28
� �

cd
� �

sin
πf
fs

� �

þ 1þp22�p23�p24
� �

a�bð Þ2þ p25þp26�p27�p28
� �

c�dð Þ2
	 


sin
3πf
4 fs

� �

� 1þp22�p23�p24
� �

a2�2abþ3b2
� �þ p25þp26�p27�p28

� �
c2�2cdþ3d2
� �� �

sin
πfTs

2

� �

� 1þp22�p23�p24
� �

a2þ2ab�3b2
� �þ p25þp26�p27�p28

� �
c2þ2cd�3d2
� �� �

sin
πf
4 fs

� �
þ 1þp22þp23þp24
� �

a2�2abþ3b2
� �þ p25þp26þp27þp28

� �
c2�2cdþ3d2
� �� �

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

ð18Þ

The PSD of GAltBOC modulation is verified in Section 5.
For clarity, the GAltBOC modulation is denoted as GAltBOC(m,n,r), where r repre-

sents the PARof four signal components. m and n have the same meanings as those in
AltBOC(m,n) (Rebeyrol et al., 2005), where m represents the ratio of the subcarrier fre-
quency fs to 1·023 MHz, and n represents the ratio of the code rate Rc to 1·023 MHz.

3. SEVERAL SPECIAL CASES. For any PAR scheme, Equations (7) have the ana-
lytical solution Equation (14), and then the corresponding GAltBOCmodulation can be
obtained by substituting Equation (14) into Equation (13). Actually, only some special
PAR schemes are valuable. In particular, the power ratio between data component and
pilot component in the same sideband should be designed carefully. In general, the
power ratio between data component and pilot component is 1:1, such as the Galileo
E1OS, E6CS and E5 signals (Galileo OS SIS ICD, 2010). However, for GPS L1C
signal, 75% of power is allocated to the pilot component for enhanced signal tracking
(Betz et al., 2007).Namely, the power ratiobetweendata component andpilot component
is 1:3 for L1C signal. In this section, we analyse three special cases, which have been dis-
cussed by Yao and Lu (2013a). Additionally, the general cases are briefly discussed.

3.1. Case One. In this case, we consider that the power ratio between the data
component and pilot component in the same sideband is 1:1, but the total power
ratio between the lower sideband and upper sideband is 1: γ2, where parameter γ is
an adjustable positive real number. Thus, p2 = 1, p3 = p4 = γ. The PAR of the four
signal components is r ¼ Ps1 : Ps2 : Ps3 : Ps4 ¼ 1 : 1 : γ2 : γ2. The significance of this
case is that we can reallocate the power of a sideband service signal to another side-
band service signal when required.
In this case, when γ2 = 1, the four signal components have the same power, which cor-

responds to AltBOC modulation. Comparing Equation (13) with Equation (1), we can
see that when the PAR is 1:1:1:1, one solution of Equations (7) can be expressed as

a ¼
ffiffiffi
2

p þ 1
2

, b ¼ d ¼ 1
2
, c ¼ 1� ffiffiffi

2
p

2
, p5 ¼ p6 ¼ p7 ¼ p8 ¼ 1

( )
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The fourth equation in Equations (7) is (ac + bd)(p5 + p3p7 + p2p6 + p4p8) = 0. The
AltBOC modulation shows that ac + bd = 0 for Case One. Namely, a/b =−d/c.
Referring to the subcarrier coefficients of AltBOC modulation in Figure 1, we have

acþ bd ¼ 0;
a
b
¼ � d

c
¼

ffiffiffi
2

p
þ 1 ð19Þ

For simplicity, we can set b= 1 according to Equation (9), then a ¼ ffiffiffi
2

p þ 1.
Substituting Equation (19) into Equations (7), Equations (7) can be simplified as:

d ¼ � ffiffiffi
2

p þ 1
� �

c
p5 ¼ p6, p7 ¼ p8
p5 p7c2 � γ p5 þ p7ð Þc� γ ¼ 0

8<
: ð20Þ

Substituting Equation (20) into Equation (16), the optimisation problem Equation (16)
is transformed into

min
p5, p7,c

1� 1þ γ2
� �

1þ γ2ð Þ þ p25 þ p27
� �

c2

s:t: p5 p7c2 � γ p5 þ p7ð Þc� γ ¼ 0

The objective function is equivalent to minimising p25 þ p27
� �

c2. LetX= p5c,Y = p7c, we
can derive that X = (Y + γ)/(Y− γ). The above optimisation equation is simplified as

min
Y

f Yð Þ ¼ Y þ γð Þ2
Y � γð Þ2 þ Y 2 ð21Þ

Calculate the first derivation of f(Y) and set it to zero, we have

Y 4 � 3γY 3 þ 3γ2Y 2 � 2γþ γ3
� �

Y � 2γ2 ¼ 0 ð22Þ
The negative real number root Y* of Equation (22) is our desired solution. Y* can be
calculated by

Y
� ¼

3
4
γ� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2

4
þ Δ

s
� 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2

2
� Δ� 16γ� γ3

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2

4
þ Δ

r
vuuut ,γ> 4

3�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3þ 2

ffiffiffiffiffi
17

pp
,γ ¼ 4

3
4
γþ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2

4
þ Δ

s
� 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2

2
� Δþ 16γ� γ3

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2

4
þ Δ

r
vuuut ,0< γ< 4

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð23Þ

where

Δ ¼
ffiffiffiffiffi
Δ1

3
p
3

� 14γ2ffiffiffiffiffi
Δ1

3
p ,Δ1 ¼ �54γ4 þ 54γ2 þ 6γ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81γ4 þ 1896γ2 þ 81

q
Let d = 1, then the desired solution of Equations (7) for Case One is

a ¼
ffiffiffi
2

p
þ 1,b ¼ d ¼ 1,c ¼ 1�

ffiffiffi
2

p
, p7 ¼ p8 ¼ Y �

c
, p5 ¼ p6 ¼ Y � þ γ

c Y � � γð Þ
� �

ð24Þ

3.1.1. Combination efficiency for Case One. Substituting Equation (24) into
Equation (15), we can obtain the combination efficiencies of the theoretical solutions
versus γ2, which are shown in Figure 4. For Case One, γ2 represents the total power
ratio between the upper sideband and lower sideband. This clearly illustrates that
the power difference between the lower sideband and upper sideband is greater and
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the combination efficiency is higher. Moreover, when γ2 = 1, it corresponds to the
AltBOC modulation, and it has the lowest combination efficiency in Case One.
As a comparison, we also show the combination efficiencies of the numerical

optimal solutions versus γ2. The numerical optimal solutions are obtained by
solving the optimisation problem Equation (16). The quasi-Newton method is used,
and the convergence condition of the quasi-Newton method is that the norm of the
gradient vector is smaller than 10−6 (Jasbir, 2004). We show several optimal numerical
solutions as examples in Table 1. For each γ2, we list two optimal numerical solutions.
Let b = 1 according to Equation (9) before the optimisation process. For a given PAR,
we can see that the numerical optimal solution is not unique, but the combination ef-
ficiency of numerical optimal solutions is unique.
It can be observed from Figure 4 that the theoretical solution Equation (24) can

reach the optimal combination efficiency. Thus Equation (24) is the theoretical
optimal solution for Case One.

3.1.2. PSD properties of subcarriers for Case One. As shown in Equation (13),
the complex subcarriers are used. The four complex subcarriers are defined as

scL,S tð Þ ¼ sccos,S tð Þ � jscsin,S tð Þ,
scU,S tð Þ ¼ sccos,S tð Þ þ jscsin,S tð Þ,
scL,P tð Þ ¼ sccos,P tð Þ � jscsin,P tð Þ,
scU,P tð Þ ¼ sccos,P tð Þ þ jscsin,P tð Þ

ð25Þ

The four complex subcarriers are called the Single Side Band (SSB) sub-carriers
(Lestarquit et al., 2008).
In Case One, a= 2·414, b= d= 1, c=−0·4142. Therefore, the SSB subcarriers are

equivalent to those subcarriers of AltBOC modulation. Figure 5 shows the PSD of four
SSB subcarriers in Equation (25). The horizontal axis is the ratio of harmonic frequency
to the subcarrier’s frequency fs. The vertical axis is the power ratio of each harmonic to the
total sub-carrier power, expressed in%. scL,S(t) is used to shift the frequencyof s1 and s2 to
the lower sideband, and scU,S(t) is used to shift the frequencyof s3 and s4 to the upper side-
band.We can see that 94·96%of the total power is located at+fs for scU,S(t) and−fs for scL,
S(t) (Lestarquit et al., 2008). scL,P(t) and scU,P(t) are the complex subcarriers for the
product signals, the main power of scL,P(t) and scU,P(t) are at −3fs and 3fs respectively,
which means the product signals have their main lobes at −3fs or 3fs.

Figure 4. Combination efficiency for Case One vs power ratio γ2.
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3.1.3. Phase LUT for Case One. GAltBOC modulation can be implemented
according to the baseband Equation (13). In addition, the GAltBOC modulation
can also be generated by LUT. For Case One, each subcarrier is sub-divided into
eight equal sub-periods. The combinations of s1, s2, s3 and s4 have 16 different
values. Therefore, the LUT is an 8 × 16 two-dimensional table, which is similar to
the one of AltBOC (Galileo OS SIS ICD, 2010). Referring to the method of Yao
and Lu (2013b), the phase state of GAltBOC modulation is calculated by

Angle sGAltBOC tð Þð Þ ¼ atan 2 Im sGAltBOC tð Þð Þ,Re sGAltBOC tð Þð Þð Þ ð26Þ
where Re(sGAltBOC(t)) and Im(sGAltBOC(t)) represent the real part and imaginary part of
sGAltBOC(t) respectively. atan2(·) is the four quadrant arctangent function.
Substituting Equations (13) and (24) into Equation (26), we can obtain the LUTof

Case One. The results show that there are only 32 different phase values in the LUT. In
other words, the total number of phase points in the constellation is 32 for Case One.
For clarity, these 32 phase values form a 1 × 32 row vector Θ. Θ is given by

Θð1 : 4Þ ¼ θ1,θ2,θ3,θ4½ �; Θð5 : 8Þ ¼ �θ1,� θ2,� θ3,� θ4½ �;

Θð9 : 12Þ ¼ π

2
þ θ1,

π

2
þ θ2,

π

2
þ θ3,

π

2
þ θ4

h i
; Θð13 : 16Þ ¼ π

2
� θ1,

π

2
� θ2,

π

2
� θ3,

π

2
� θ4

h i
;

Θð17 : 20Þ ¼ π þ θ1,π þ θ2,π þ θ3,π þ θ4½ �; Θð21 : 24Þ ¼ π � θ1,π � θ2,π � θ3,π � θ4½ �;

Θð25 : 28Þ ¼ �π

2
þ θ1,� π

2
þ θ2,� π

2
þ θ3,� π

2
þ θ4

h i
; Θð29 : 32Þ ¼ �π

2
� θ1,� π

2
� θ2,� π

2
� θ3,� π

2
� θ4

h i

Table 1. Examples of numerical optimal solution for Case One.

γ2 = 1 γ2 = 2 γ2 = 3

p5 0·3353 0·4419 0·5319 0·5759 0·5599 0·4829
p6 0·3353 0·4419 0·5319 0·5759 0·5599 0·4829
p7 0·3353 0·4419 0·4393 0·4756 0·4117 0·3551
p8 0·3353 0·4419 0·4393 0·4756 0·4117 0·3551
a 2·4142 2·4142 2·4142 2·4142 2·4142 2·4142
b 1·0000 1·0000 1·0000 1·0000 1·0000 1·0000
c −1·2354 −0·9373 −0·9937 −0·9174 −1·0647 −1·2341
d 2·9825 2·2628 2·3990 2·2148 2·5704 2·9794
η 85·36% 86·46% 87·96%

Figure 5. The PSD of four complex subcarriers for Case One.
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where

θ1 ¼ atan 2 a� bð Þ þ aþ bð Þγþ c� dð Þ p5 þ cþ dð Þ p7ð Þ; aþ bð Þ þ a� bð Þγþ cþ dð Þ p5 þ c� dð Þ p7ð Þð Þ;
θ2 ¼ atan 2 b� að Þ þ bþ að Þγþ d � cð Þ p5 þ d þ cð Þ p7ð Þ; bþ að Þ þ b� að Þγþ d þ cð Þ p5 þ d � cð Þ p7ð Þð Þ;

θ3 ¼ atan 2 a� bð Þ γ� 1ð Þ þ c� dð Þ p5 � p7ð Þð Þ, aþ bð Þ γþ 1ð Þ � d þ cð Þ p5 þ p7ð Þð Þð Þ;
θ4 ¼ atan 2 aþ bð Þ γ� 1ð Þ þ cþ dð Þ p5 � p7ð Þð Þ, a� bð Þ γþ 1ð Þ � c� dð Þ p5 þ p7ð Þð Þð Þ:

For example, when γ2 = 3, we have θ1 ¼ 0 � 85 radð Þ ¼ 48 � 61 degð Þ, θ2 ¼ 1 � 14 radð ÞÞ ¼
65 � 21 degð Þ, θ3 ¼ 0 � 06 radð Þ ¼ 3 � 61 degð Þ and θ4 ¼ 0 � 35 radð Þ ¼ 20 � 21 degð Þ. Note
that we can have the operation that Θ modulo 2π, and then these phase values would
belong to the region of [0, 2π). These phase values in the LUT can be represented by
the index of phase state Θ (Zhang et al., 2014). For Case One, the general phase LUT
is presented in Table 2.

3.2. Case Two. In this case, we consider that the power of lower sideband and
upper sideband are the same, but the power ratio between the data component and
pilot component in the same sideband is 1:γ2, where parameter γ is an adjustable posi-
tive real number. Namely, p3 = 1, p2 = p4 = γ, and γ≠ 1. The PAR of the four signal
components is r ¼ Ps1 : Ps2 : Ps3 : Ps4 ¼ 1 : γ2 : 1 : γ2. The significance of Case Two
is that we can allocate more power to the pilot component when the total power of
one sideband is limited, which can enhance the signal tracking (Betz et al., 2007).
Considering that s1 and s3 are equivalent, and s2 and s4 are also equivalent, the

product signals s2(t)s3(t)s4(t) and s1(t)s2(t)s4(t) are equivalent, and the product
signals s1(t)s3(t)s4(t) and s1(t)s2(t)s3(t) are equivalent. Therefore, we have p5 = p7 and
p6 = p8. According to Equation (24), the subcarriers of Case One are not applicable
to Case Two. So we can select the binary subcarrier in Equation (14). Namely, a= b
= c= d = 1. Then Equations (7) can be simplified as:

a ¼ b ¼ c ¼ d ¼ 1, p5 ¼ p7, p6 ¼ p8
p6 þ γ p5ð Þ � γ� p5 p6 ¼ 0
p5 þ γ p6 ¼ 0

8<
: ð27Þ

p5 =−γp6. Substituting Equation (27) into Equation (16), the optimisation problem
Equation (16) is transformed into

min
p6

1� 1
1þ p26

s:t: γ p6 þ 1ð Þ p6 � γð Þ ¼ 0
ð28Þ

Table 2. Phase LUT for Case One.

s1 −1 −1 −1 −1 −1 −1 −1 −1 1 1 1 1 1 1 1 1
s3 −1 −1 −1 −1 1 1 1 1 −1 −1 −1 −1 1 1 1 1
s2 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1
s4 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1

iTs t’= t mod Ts Index of phase state Θ(index)
0 [0,Ts/8) 17 23 20 9 28 22 14 15 31 30 6 12 25 4 7 1
1 [Ts/8,2Ts/8) 18 19 8 10 16 21 13 11 27 29 5 32 26 24 3 2
2 [2Ts/8,3Ts/8) 14 20 7 6 15 9 1 12 28 17 25 31 22 23 4 30
3 [3Ts/8,4Ts/8) 13 8 3 5 11 10 2 32 16 18 26 27 21 19 24 29
4 [4Ts/8,5Ts/8) 1 7 4 25 12 6 30 31 15 14 22 28 9 20 23 17
5 [5Ts/8,6Ts/8) 2 3 24 26 32 5 29 27 11 13 21 16 10 8 19 18
6 [6Ts/8,7Ts/8) 30 4 23 22 31 25 17 28 12 1 9 15 6 7 20 14
7 [7Ts/8,Ts) 29 24 19 21 27 26 18 16 32 2 10 11 5 3 8 13
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The optimal solution of Equation (28) is

p6 ¼ � 1
γ
for γ> 1

p6 ¼ γ for 0 � γ< 1

8<
: ð29Þ

Then the solution of Equations (7) in this case is:

a ¼ b ¼ c ¼ d ¼ 1, p5 ¼ p7 ¼ 1, p6 ¼ p8 ¼ � 1
γ
for γ> 1

a ¼ b ¼ c ¼ d ¼ 1, p5 ¼ p7 ¼ �γ2, p6 ¼ p8 ¼ γ for 0 � γ< 1

8<
: ð30Þ

3.2.1. Combination efficiency for Case Two. Substituting Equation (30) into
Equation (15), we can obtain the combination efficiency of Case Two, which is given by

η ¼
γ2

γ2 þ 1
× 100%, γ> 1

1
γ2 þ 1

× 100%,0 � γ< 1

8>><
>>: ð31Þ

For Case Two, γ2 represents the power ratio between the pilot component and data
component in the same sideband.
According to Equation (31), we show the combination efficiencies of theoretical

solutions versus γ2 in Figure 6. The combination efficiencies of the numerical
optimal solutions are also shown in Figure 6. Equation (31) and Figure 6 clearly illus-
trate that the greater the power difference between data component and pilot compo-
nent, the higher the combination efficiency. In particular, when γ2 = 0, it means that
only the data components at the lower and upper sideband are combined. When
γ2→∞, it means that only the pilot components at the lower and upper sideband
are combined. The combination efficiencies of the two special examples are 100%.
The numerical optimal solutions in Figure 6 are obtained by solving the optimisa-

tion problem Equation (16). As examples, we show several numerical optimal solu-
tions in Table 3. Figure 6 clearly shows that the theoretical solution Equation (30)
can reach the optimal combination efficiency. Thus, Equation (30) is the theoretical
optimal solution for Case Two.

3.2.2. PSD properties of subcarriers for Case Two. Since a= b= c= d= 1, the
SSB sub-carriers in Equation (25) become the binary complex subcarrier. Similar to
the earlier case, we show the PSD of sub-carriers of Case Two in Figure 7. We can
see that 81·06% of the total power is located at +fs for scU,S(t) and −fs for scL,S(t)
(Lestarquit et al., 2008). Moreover, the product signals also have their main lobes at
+fs or −fs in Case Two.

3.2.3. Phase LUT for Case Two. Each binary subcarrier of Case Two is sub-
divided into four equal sub-periods. Therefore, the LUT is a 4 × 16 two-dimensional
table for Case Two. Substituting Equations (13) and (30) into Equation (26), we can
derive the LUT. The results show that there are only 12 different phase values in the
LUT. Namely, the total number of phase points in the constellation is 12 for Case
Two. These 12 phase values form a 1 × 12 row vector Φ. Φ is given by

Φ ¼ φ1,0,
π

2
þ φ1,

π

2
,� π

2
þ φ1,�

π

2
,π þ φ1,π,� φ1,

π

2
� φ1,π � φ1,�

π

2
� φ1

h i
;

where
φ ¼ atan 2 γþ p6ð Þ, 1þ p5ð Þð Þ

For example, when γ2 = 3, we have φ ¼ π=6 radð Þ ¼ 30 degð Þ. Using the index of phase
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state Φ, the general phase LUT for Case Two is listed in Table 4. When γ< 1, a part of
these indices should be replaced by those in the parentheses.

3.3. Case Three. In this case, one signal component can be cancelled, and then
only three signals are combined. With no loss of generality, let the power of s3(t) be
zero, namely p3 = 0. The significance of Case Three is that we can cancel the data com-
ponent in the upper sideband when required, and even reallocate its power to the pilot
component in the upper sideband. Since s3(t) is cancelled, the product signals related
with s3 in Equation (4) do not exist. Thus, we have p5 = p6 = p8 = 0. Set a= 1 according
to Equation (9), then Equations (7) are simplified as

d � bc ¼ 0
bcþ dð Þ p2 p7 � 2bp4 ¼ 0
p2 p4 1� b2

� �þ p7 c� bdð Þ ¼ 0

8<
: ð32Þ

Equations (32) can be decomposed into two sub-equations according to the value of b.
When b = 0, Equations (32) are rewritten as

d ¼ 0
p2 p4 þ p7c ¼ 0

�
ð33Þ

Substituting Equations (33) into Equation (15), the combination efficiency when
b= 0 is

η ¼ 1þ p22 þ p24
1þ p22 þ p24 þ c2 p27

¼ 1þ p22 þ p24
1þ p22 þ p24 þ p22p

2
4

ð34Þ

Figure 6. Combination efficiency for Case Two vs power ratio γ2.

Table 3. Examples of numerical optimal solutions for Case Two.

γ2 = 1/3 γ2 = 2 γ2 = 3

p5 −0·6885 −0·9581 0·9270 1·9841 0·9276 −0·9092
p6 1·1925 1·6595 −0·6555 −1·4030 −0·5356 0·5249
p7 −0·6885 −0·9581 0·9270 1·9841 0·9276 −0·9092
p8 1·1925 1·6595 −0·6555 −1·4030 −0·5356 0·5249
a 1·0000 1·0000 1·0000 1·0000 1·0000 1·0000
b 1·0000 1·0000 1·0000 1·0000 1·0000 1·0000
c 0·4842 0·3479 1·0787 0·5040 1·0780 −1·0999
d 0·4842 0·3479 1·0787 0·5040 1·0780 −1·0999
η 75% 66·67% 75·00%
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Let c = 1, p7 =−p2p4. The solution of Equations (32) when b= 0 is
a ¼ c ¼ 1,b ¼ d ¼ 0, p7 ¼ � p2 p4, p5 ¼ p6 ¼ p8 ¼ 0

When b≠ 0, Equations (32) are rewritten as
d ¼ bc
cp2 p7 � p4 ¼ 0,
p2 p4 1� b2

� �þ p7 c� bdð Þ ¼ 0

8<
: ð35Þ

Solving Equations (35), we obtain b= 1, c= d, cp7 = p4/p2. Substituting them into
Equation (15), the combination efficiency when b≠ 0 is

η ¼ a2 þ b2
� �

1þ p22 þ p24
� �

a2 þ b2ð Þ 1þ p22 þ p24
� �þ c2 þ d2ð Þp27

¼ p22 1þ p22 þ p24
� �

p22 1þ p22 þ p24
� �þ p24

ð36Þ

Let c = 1. The solution of Equations (32) when b≠ 0 is

a ¼ b ¼ c ¼ d ¼ 1, p7 ¼ p4
p2

, p5 ¼ p6 ¼ p8 ¼ 0

Comparing Equation (34) with Equation (36), we obtain themaximum combination ef-
ficiency of Case Three, which is expressed as

η ¼
p22 1þ p22 þ p24
� �

p22 1þ p22 þ p24
� �þ p24

× 100%, p22 > 1

1þ p22 þ p24
1þ p22 þ p24 þ p22p

2
4

× 100%, p22 � 1

8>>><
>>>:

ð37Þ

Figure 7. The PSD of four complex subcarriers for Case Two.

Table 4. Phase LUT for Case Two.

s1 −1 −1 −1 −1 −1 −1 −1 −1 1 1 1 1 1 1 1 1
s3 −1 −1 −1 −1 1 1 1 1 −1 −1 −1 −1 1 1 1 1
s2 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1
s4 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1

iTs t’= t mod Ts Index of phase state Φ(index)
0 [0,Ts/4) 7 8 2 (8) 11 6 (4) 3 10 4 6 12 5 4 (6) 9 8 (2) 2 1
1 [Ts/4,2Ts/4) 1 8 (2) 2 9 4 3 10 6 (4) 4 (6) 12 5 6 11 8 2 (8) 7
2 [2Ts/4,3Ts/4) 1 2 8 (2) 9 4 (6) 5 12 6 4 10 3 6 (4) 11 2 (8) 8 7
3 [3Ts/4,Ts) 7 2 (8) 8 11 6 5 12 4 (6) 6 (4) 10 3 4 9 2 8 (2) 1
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The corresponding theoretical optimal solution in this case is:

a ¼ b ¼ c ¼ d ¼ 1, p7 ¼ p4
p2

, p5 ¼ p6 ¼ p8 ¼ 0, p22 > 1

a ¼ c ¼ 1,b ¼ d ¼ 0, p7 ¼ � p2 p4, p5 ¼ p6 ¼ p8 ¼ 0, p22 > 1

8<
: ð38Þ

According to Equation (37), we calculate the combination efficiency versus p24 for a
given value of p2, and show them in Figure 8. For a given value of p2, with the decrease
of p24, a higher combination efficiency is expected to be achieved. In particular, when
p24 ¼ 0, it means that only two signal components s1 and s2 are modulated at the
lower sideband. This is a QPSKmodulation at the lower sideband, whose combination
efficiency is 100%.
We also obtain the numerical optimal solution of Case Three by solving the opti-

misation problem Equation (16). We list several numerical optimal solutions for differ-
ent p22 and p24 in this case in Table 5. It can be easily verified that the combination
efficiencies of these numerical optimal solutions are consistent with the theoretical
results of Equation (37).
Equation (38) shows that there are two kinds of subcarriers for Case Three.

However, the analysis shows the PSD of these two kinds of subcarriers are identical.
The PSD is shown in Figure 7. The LUT for Case Three can be generated following
the method of Case Two, which we do not discuss in detail here.

3.4. General Case. For an arbitrary PAR, Equation (14) is one solution of
Equations (7). Substituting Equation (14) into Equation (13), we can then obtain
the corresponding GAltBOC modulation. In other words, Equation (14) can ensure
that our GAltBOC method is applicable for an arbitrary PAR. However, for the
general case, it is difficult to derive the analytical expression of the optimal solution.
Thus we obtain the numerical optimal solution by solving the optimisation problem
Equation (16). Table 6 lists the numerical optimal solutions for several general cases
as examples. The first two PAR schemes are integer ratios, but they are not special.
The last two PAR schemes are be generated randomly. We can see that the combin-
ation efficiency of a general case is relatively low.

4. INTERLACINGGAltBOCMODULATION. Case One and Case Two are two
kinds of valuable cases. For Case One, the combination efficiency is higher than AltBOC
when the power of lower sideband and upper sideband are unequal. Unfortunately, for
some practical applications, it is desired that the power of upper sideband and lower side-
band are the same (Yao and Lu, 2013b). For Case Two, the required frequency of the
driving clock is only half the frequency of AltBOC. However, its combination efficiency
is lower than 80% when the power ratio of pilot and data components is smaller than
four. In order to make full use of their advantages, and avoid their disadvantages, on
the basis of GAltBOC modulation, we introduce the interlacing technique, and
propose the Interlacing GAltBOC (IGAltBOC) modulation.
The IGAltBOC modulation signal is obtained by interlacing two GAltBOC modu-

lation signals with different PAR schemes. Similar to GAltBOC modulation, the
IGAltBOC modulation is denoted as IGAltBOC(m,n,r), where fs =m× 1·023 MHz
is the subcarrier frequency of IGAltBOC, and Rc= n× 1·023Mcps is the code rate. r
is the power ratio of four signal components. For clarity, the IGAltBOC(m, n, r) modu-
lation signal can be defined by

IGAltBOCðm,n,rÞ ¼ αGAltBOCðm,n,r1Þ þ 1� αð ÞGAltBOCðm,n,r2Þ ð39Þ
Equation (39) means that the IGAltBOC(m,n,r) modulation is obtained by interlacing
the first GAltBOC(m,n,r1) modulation and the second GAltBOC(m, n, r2) modula-
tion. r1 is the PAR of the first GAltBOC signal, and α is the occurrence probability
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of the first GAltBOC signal during a code period. r2 is the PAR of the second
GAltBOC signal, and 1− α is the occurrence probability of the second GAltBOC
signal during a code period.
The IGAltBOC modulation signal is generated by using the phase LUTs of two

GAltBOC modulation signals. In order to simplify the generation of the IGAltBOC
signal, we consider two kinds of structures, which are shown in Figure 9. LUT1
represents the LUTof the first GAltBOC modulation, and LUT2 represents the LUTof
the secondGAltBOCmodulation.Tc= 1/Rc is the chip duration, andL is the code length.

Figure 8. Combination efficiency vs. the power of s4(t) for different p2.

Table 5. Examples of numerical optimal solutions for Case Three.

p22 ¼ 1=3 p22 ¼ 1 p22 ¼ 3

p24 ¼
4
3

p24 ¼
2
3

p24 ¼ 2 p24 ¼ 1 p24 ¼ 4 p24 ¼ 2

p7 2·5713 2·5195 2·7612 0·8081 1·8722 1·8286
a 1 1 1 1 1 1
b 0 0 0 0 1 1
c −0·2593 −0·1871 −0·5122 −1·2375 0·6168 0·4465
d 0 0 0 0 0·6168 0·4465
η 85·71% 90% 66·67% 75% 85·71% 90%

Table 6. Numerical optimal solutions for several general cases.

1:2:3:3 1:5:2:4 1:0·6395:1·0675:0·7610 1:1·5433:0·3839:0·948

p5 1·1464 −0·8530 1·8816 −0·0334
p6 0·8106 0·5770 3·9454 −0·7114
p7 −0·6619 −0·7608 −2·9597 1·2539
p8 −0·6619 0·3193 −2·2683 0·1441
a −1·0000 −1·0000 −1·0000 1·0000
b 1·0000 1·0000 1·0000 1·0000
c −1·2336 1·5348 −0·2942 0·8684
d 1·2336 −1·5348 0·2942 0·8684
η 67·5% 74·53% 54·83% 70·98%

548 TAO YAN AND OTHERS VOL. 69

https://doi.org/10.1017/S037346331500079X Published online by Cambridge University Press

https://doi.org/10.1017/S037346331500079X


When α= 0.5, the structure in Figure 9(a) is selected. We can see that the LUT1
is used in the first (even) slot, and LUT2 is used in the second (odd) slot. In fact, the
interlacing structure of Figure 9(a) is the time-multiplexing structure adopted in
TMOC-QPSK (Shivaramaiah and Dempster, 2013). Accurately speaking, the time-
multiplexing technique can be seen as a special interlacing technique. When α≠ 0.5,
Figure 9(b) is selected. The LUT1 is adopted form the 1st chip to the α · L th chips,
and the LUT2 is adopted from the (α · L+ 1) th chip to the Lth chips. Obviously, in
order to generate the IGAltBOC signal, an additional gating signal is required to
switch these two LUTs.
When r1 and r2 are given, the PAR, combination efficiency and PSD of IGAltBOC

modulation are determined by the value of α. Let η1 and η2 represent the combination
efficiencies of GAltBOC(m, n, r1) modulation and GAltBOC(m, n, r2) modulation re-
spectively. G1(f) and G2(f) represent the PSD of GAltBOC(m, n, r1) modulation and
GAltBOC(m, n, r2) modulation respectively. Then the combination efficiency of
IGAltBOC(m, n, r) modulation is given by

η ¼ αη1 þ 1� αð Þη2
The PSD of IGAltBOC(m, n, r) modulation is given by

GIGAltBOC fð Þ ¼ αG1 fð Þ þ 1� αð ÞG2 fð Þ ð40Þ
Now we can achieve the IGAltBOC modulation with equal PAR scheme by exploiting
the GAltBOC modulation of Case One, Case Two and Case Three. For example,

IGAltBOCðm, n, 1 : 1 : 1 : 1Þ ¼ 1
2
GAltBOCðn, m, 1 : 1 : γ2 : γ2Þ

þ 1
2
GAltBOCð15, 10, 1 : 1 : 1=γ2 : 1=γ2Þ

IGAltBOCðm, n, 1 : 1 : 1 : 1Þ ¼ 1
2
GAltBOCðm, n, 1 : 0 : 1 : 0Þ

þ 1
2
GAltBOCðm, n, 0 : 1 : 0 : 1Þ

IGAltBOCðm, n, 1 : 1 : 1 : 1Þ ¼ 1
2
GAltBOCðm, n, 1 : 1 : 0 : 0Þ

þ 1
2
GAltBOCðm, n, 0 : 0 : 1 : 1Þ

ð41Þ

The first IGAltBOC(m, n, 1:1:1:1) modulation in Equation (41) is obtained based on
the GAltBOC modulation of Case One. It is the equal PAR scheme, and retains the
high combination efficiency of the GAltBOC(m, n, 1:1:γ2:γ2) modulation. The
second and third IGAltBOC(m, n, 1:1:1:1) modulation signals are based on
the GAltBOC modulation of Cases Two and Three. In fact, we can further find that
the second IGAltBOC(m, n, 1:1:1:1) modulation is the “TMOC-QPSK-ab” modula-
tion, and the third IGAltBOC(m, n, 1:1:1:1) modulation is the “TMOC-QPSK-IQ”
modulation (Shivaramaiah and Dempster, 2013).
The IGAltBOC modulation signal with PAR 1:γ2:1: γ2 can also be achieved. For

example,

IGAltBOCðm, n, 1 : 3 : 1 : 3Þ ¼ 5
6
GAltBOCðm, n, 1 : 7 : 1 : 7Þ

þ 1
6
GAltBOCðm, n, 1 :

1
7
: 1 :

1
7
Þ

ð42Þ
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The combination efficiency of the above IGAltBOC(m, n, 1:3:1:3) signal is 87·5%,
which is much higher than 75%, where 75% is the combination efficiency of
GAltBOC(m,n,1:3:1:3) modulation.
Furthermore, we can obtain some general PAR schemes by exploiting Cases One,

Two and Three. For example, to achieve the PAR 1:2:3:3, we can set α = 0.5, r1 =
1:1:3:3, r2 = 1:3:1:3, and then the combination efficiency of IGAltBOC(m, n, 1:2:3:3)
is 81·48%, which is much higher than 67·5%.
To sum up, compared with GAltBOC modulation, the IGAltBOC modulation can

further improve the combination efficiency while keeping PAR unchanged.

5. SIMULATION RESULTS AND PERFORMANCE VALIDATION. In this
section, the PSD, PAR and correlator functions of the proposed GAltBOC and
IGAltBOC signals are validated by simulation. These parameters of Galileo E5 signal
are used: Code rate is taken as 10·23Mcps, subcarrier frequency is 15*1·023 MHz, and
the lengthofPRNcodes is 10230 (GalileoOSSIS ICD, 2010).The equal power allocation
1:1:1:1 and the unequal power allocation 1:1:3:3 and 1:3:1:3 are considered. GAltBOC
(15, 10, 1:1:3:3), GAltBOC(15, 10, 1:3:1:3), IGAltBOC(15, 10, 1:3:1:3) and IGAltBOC
(15, 10, 1:1:1:1) signals are analysed. The IGAltBOC(15, 10, 1:3:1:3) defined in Equation
(42) is adopted, so the corresponding IGAltBOC(15, 10, 1:1:1:1) signal is chosen as

IGAltBOCð15,10,1 : 1 : 1 : 1Þ ¼ 1
2
GAltBOCð15,10,1 : 1 : 7 : 7Þ

þ 1
2
GAltBOCð15,10,1 : 1 : 1=7 : 1=7Þ

5.1. Power Spectrum Density. The PSD of the proposed signals were simulated
by generating the signals with PRN codes at the complex sampling rate of
300*1·023 MHz and averaging the results of periodogram algorithm through 1000
Monte Carlo runs (Dafesh and Cahn, 2009). Then the spectrummeasurement was cor-
rected by a function of frequency to compensate for the sampling effect (Zhang et al.,
2011). The PSD of simulation and theory are shown in Figure 10. The theoretical PSD
are obtained by Equations (17) and (40).
Figure 10 clearly shows that the simulation curves are consistent with the theory

curve. For the GAltBOC(15,10,1:1:3:3) modulation, the upper main-lobe of its PSD
is 4·77 dB higher than that of the lower sideband. This is because the designed
power of upper sideband is 4·77 dB more than that of lower sideband. For the other
three signals, because the lower sideband and upper sideband have equal power, the
two main-lobes of PSD are the same.

Figure 9. The proposed structure of IGAltBOC modulation. (a) α= 0·5. (b) α≠ 0·5.
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5.2. Power Allocation Ratio. As we know, the ratio of the received power of each
signal component cannot strictly meet the designed PAR in the case of bandwidth-
limitation. To analyse the ratio of the received power, we need to measure the received
power of each signal component. The received power can be measured by the average
output of correlator (Dafesh and Cahn, 2009). Thus, we first obtain the correlation
function by simulation. Figure 11 shows the simulation architecture. s1, s2, s3 and s4
are the four PRN code signals. s(t) represents the baseband signal of GAltBOC modu-
lation or IGAltBOC modulation, which is generated by the LUT method.
Similar to TMOC-QPSK, the proposed modulation signals can be received by wide-

band processing or independent sideband processing (Shivaramaiah and Dempster,
2013). The correlation function of the wideband processing Rs(τ) is generated by cor-
relating ŝ tð Þ with s*(t− τ), where ŝ tð Þ is the band limited signal of s(t), and s(t− τ) is the
local reference signal of s(t) with delay τ. To generate the cross correlation function of
the sideband processing, one sideband in frequency domain of s(t) is firstly shifted to
the zero frequency. For s1 and s2, s(t) is multiplied with ej2πfs t. For s3 and s4, s(t) is multi-
plied with e−j2πfs t. After Sideband (SB) filtering, the result is correlated with the corre-
sponding local reference signals s1(t− τ), s2(t− τ), s3(t− τ) or s4(t− τ). Rs1 τð Þ, Rs2 τð Þ,
Rs3 τð Þ and Rs4 τð Þ are the cross correlation functions of s1, s2, s3 and s4 respectively.
Note that the power of s(t) has been normalised, and the power of these local reference
signals is also normalised.
The filters are the ideal brick-wall filters with transfer function H(f),

H fð Þ ¼ 1, fj j � BW=2
0, otherwise

�
whereBW is the bandwidth of the filter. For the wideband processing,BW is 51·15 MHz.
For the independent sideband processing,BW is 20·46 MHz (GalileoOSSIS ICD, 2010).
Figure 12 shows the correlation functions of AltBOC(15,10), GAltBOC(15, 10,

1:1:3:3) and IGAltBOC(15, 10, 1:1:1:1). Figure 13 shows the correlation functions
of GAltBOC(15, 10, 1:3:1:3) and IGAltBOC(15, 10, 1:3:1:3). Figure 12(a) and
Figure 13(a) are the cases of wideband processing, and Figure 12(b) and Figure 13(b)
are the cases of single sideband processing. We can see that the correlation functions
of the proposed GAltBOC and IGAltBOC are similar to AltBOC’s. It is noted that
the correlation peak of IGAltBOC(15, 10, 1:1:1:1) is higher than AltBOC’s correlation
peak, which demonstrates that the proposed IGAltBOC(15, 10, 1:1:1:1) signal has more
useful power compared to AltBOC.
|Rs (0)|2 is the correlator output power of wideband processing, and Rs1 0ð Þj j2,

Rs2 0ð Þj j2, Rs3 0ð Þj j2 and Rs4 0ð Þj j2 correspond to the measured correlator output
power of the four signal components (Yao and Lu, 2013a). Because the power of s(t)
is 1, the power of each signal component is much smaller than 1 and the correlation
peaks of single signal components are lower than 1. For GAltBOC(15, 10, 1:3:1:3)
and IGAltBOC(1:3:1:3), the power of the pilot component is three times the power
of the data component. Therefore the correlation peaks of s2 and s4 are higher than
the correlation parks of s1 and s3.
The values of correlation peaks are listed in Table 7. As a comparison, the results of

AltBOC, TD-AltBOC and ACED are also analysed. In Table 7, Rs1 0ð Þj j2 : Rs2 0ð Þj j2 :
Rs3 0ð Þj j2 : Rs4 0ð Þj j2 is the ratio of the received power, which is not strictly equal to the
designed PAR. For a given PAR, we use the root mean square of the relative power
error to characterise the bias error of PAR, which is defined as

ΔP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3
M¼1

X4
N¼Mþ1

RsN 0ð Þj j2
RsM 0ð Þj j2 �

PsN

PsM

 !2
vuut ð43Þ
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where RsN 0ð Þj j2= RsM 0ð Þj j2 � PsN=PsM

	 

is the relative power error between signal sN

and signal sM (Zhang et al., 2011). PsN and PsM are the designed power of signal sN
and signal sM respectively. ΔP is used to denote the effect of filter on the PAR.
In the case of equal power allocation, compared with AltBOC and TD-AltBOC, our

IGAltBOC(15, 10, 1:1:1:1) signal can receive the most useful power, and the bias error of
PAR is neglected. More useful power usually means better tracking accuracy.
Comparing GAltBOC(15, 10, 1:1:3:3) with ACED(15, 10, 1:1:3:3), we can make the
same conclusion. For a PAR of 1:3:1:3, our GAltBOC and IGAltBOC signals have
more received power for the wideband processing, but less received power for single side-
band processing. The received power of IGAltBOC signal is higher than GAltBOC for
single sideband processing, this is because IGAltBOC(15, 10, 1:3:1:3) modulation has a
higher combination efficiency thanGAltBOC(15, 10, 1:3:1:3) modulation. Note that the
filter has more severe impact on ACED modulation than the proposed signals.
As previously mentioned, the combination efficiency represents the proportion of

the useful power in the total transmitting power. Here, we can also verify the combin-
ation efficiency by measuring the correlator output power. The useful signal power in
the main lobes can be expressed as (Huang et al., 2015)

Pmain ¼ A2 � η � η fs ð44Þ

Figure 10. The simulation and theory PSD. (a) IGAltBOC(15, 10, 1:1:1:1) and GAltBOC(15, 10,
1:1:3:3) (b) GAltBOC(15, 10, 1:3:1:3) and IGAltBOC(15, 10, 1:3:1:3).

Figure 11. The simulation architecture to generate the correlator output.
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Figure 12. Correlation functions of IGAltBOC(15, 10, 1:1:1:1), GAltBOC(15, 10, 1:1:3:3) and
AltBOC(15, 10). (a) Wideband processing (b) Single sideband processing.

Figure 13. Correlation functions of GAltBOC(15,10,1:3:1:3) and IGAltBOC(1:3:1:3).
(a) Wideband processing (b) Single sideband processing.

Table 7. The measured correlator output power in the case of 51·15 MHz bandwidth-limitation.

|Rs(0)|
2

Rs1 0ð Þj j2 Rs2 0ð Þj j2 Rs3 0ð Þj j2 Rs4 0ð Þj j2 Rs1 0ð Þj j2: Rs2 0ð Þj j2: Rs3 0ð Þj j2: Rs4 0ð Þj j2 ΔP

AltBOC(15, 10) 0·5906 0·1651 0·1646 0·1648 0·1649 1:0·9970:0·9983:0·9992 0·0045
TD-AltBOC
(15, 10)

0·6030 0·1654 0·1659 0·1652 0·1652 1:0·9999:0·9986:0·9987 0·0026

IGAltBOC
(15, 10, 1:1:1:1)

0·6804 0·1778 0·1770 0·1775 0·1773 1:0·9959:0·9986:0·9974 0·0061

GAltBOC
(15, 10, 1:1:3:3)

0·6258 0·0850 0·0847 0·2548 0·2552 1:0·9964:2·9959:3·0006 0·0144

ACED
(15, 10, 1:1:3:3)

0·5796 0·0866 0·0864 0·2438 0·2442 1:0·9982:2·8156:2·8194 0·3600

GAltBOC
(15, 10, 1:3:1:3)

0·6147 0·0603 0·1869 0·0605 0·1873 1:3·1000:1·0026:3·1059 0·1757

IGAltBOC
(15, 10, 1:3:1:3)

0·6145 0·0707 0·2177 0·0706 0·2181 1:3·0778:0·9980:3·0831 0·1450

ACED
(15, 10, 1:3:1:3)

0·5928 0·0866 0·2438 0·0864 0·2443 1:2·8147:0·9976:2·8206 0·3111

553GENERAL ALTBOC MODULATION WITH ADJUSTABLE POWERNO. 3

https://doi.org/10.1017/S037346331500079X Published online by Cambridge University Press

https://doi.org/10.1017/S037346331500079X


where A2 denotes total transmitting power, and is set to 1 in simulations. η is the com-
bination efficiency. ηfs represents the fraction of fundamental harmonic in square wave
complex sub-carrier, which is 94·96% for Case One and 81·06% for Case Two in the
proposed signals. Pmain is measured as the sum of the correlator output power in
the case of infinite bandwidth. The results are listed in Table 8. We can see that the
simulated and theoretical values agree well, supporting the analysis of combination ef-
ficiency in Section 3. Since ηfs depends on the PAR, when the PAR is given, higher
combination efficiency also indicates the more useful power in main lobes.

5.3. Code tracking error. In this section, we calculate the code tracking error for
wideband processing in different carrier-to-noise-density ratio (C/N0). The expression
of code tracking error standard deviation has been provided by Sleewaegen and Wilde
(2004). The received bandwidth is 50·15 MHz, correlator spacing is 0·1 chips, the co-
herent integration time is 1 ms, and the code loop noise bandwidth is 1 Hz (Tawk et al.,
2012). The results are shown in Figure 14.
Figure 14(a) shows the code tracking error curve (expressed in metres) versus C/N0

of AltBOC(15,10), TD-AltBOC(15,10) and IGAltBOC(15,10,1:1:1:1). As expected,
for the equal power allocation scheme, the code tracking performance of IGAltBOC
signal is relatively better than AltBOC’s and TD-AltBOC’s due to the more useful
power. Figure 14(b) shows the code tracking performance of ACED(15, 10, 1:1:3:3)
and GAltBOC(15, 10, 1:1:3:3). It can be seen that the tracking accuracy of
GAltBOC(15, 10, 1:1:3:3) signal is slightly better than ACED(15, 10, 1:3:1:3).
Figure 14(c) shows the code tracking performance of ACED(15, 10, 1:3:1:3),
GAltBOC(15, 10, 1:3:1:3) and IGAltBOC(15, 10, 1:3:1:3). It can be observed that
these three modulation signals have almost the same code tracking performance.
The above results demonstrate that the proposed modulation signals can maintain
the same level or even slightly better code tracking accuracy compared with
AltBOC and ACED when adjusting the power allocation ratio.

5.4. Implementation Complexities. All of the above signals can be generated by
arithmetic computation method and phase LUT method. However, the LUT
method is more suited for hardware implementations (Shivaramaiah and Dempster,
2013). Thus, we only discuss the implementation complexities of the LUT method.
We first show the constellation diagrams of GAltBOC(15, 10, 1:1:3:3), GAltBOC

(15, 10, 1:3:1:3), IGAltBOC(15, 10, 1:1:1:1) and IGAltBOC(15, 10, 1:3:1:3) signals
in Figure 15. The constellation diagrams can be obtained from Tables 2 and 4. We
can see that the proposed methods use sophisticated phase values to reach the designed
PAR. Especially, the GAltBOC(15, 10, 1:1:3:3) and IGAltBOC(15, 10, 1:1:1:1) have 32
different phase values in the modulation constellations. This means the implementa-
tion of signal generation and correlator would involve floating point arithmetic,
which is expensive in terms of computation for a practical receiver.
To reduce the complexity, we can use the scaled integer to approximate these values.

As an example, the LUT method of GAltBOC(15,10,1:1:3:3) reference signal

Table 8. The measured correlator output power in the case of infinite bandwidth.

Rs1 0ð Þj j2 Rs2 0ð Þj j2 Rs3 0ð Þj j2 Rs4 0ð Þj j2 Pmain¼ Rs1 0ð Þj j2þ Rs2 0ð Þj j2 þ Rs3 0ð Þj j2þ Rs4 0ð Þj j2

The measured values The theoretical values
IGAltBOC(15, 10, 1:1:1:1) 0·2182 0·2182 0·2183 0·2182 0·8729 0·9192*0·9496 = 0·8729
GAltBOC(15, 10, 1:1:3:3) 0·1044 0·1044 0·3134 0·3133 0·8355 0·8796*0·9496 = 0·8353
GAltBOC(15, 10, 1:3:1:3) 0·0742 0·2298 0·0743 0·2298 0·6081 0·75*0·8106 = 0·6079
IGAltBOC(15, 10, 1:3:1:3) 0·0871 0·2676 0·0872 0·2676 0·7095 0·875*0·8106 = 70·93
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generation is shown in Figure 16. The three bits of the subcarrier NCO (which re-
present the eight phases of the subcarrier) and the four codes act as address inputs
to the LUT. The accurate output values of the LUT should be {±0.063, ±0.3455,
±0.4193, ±0.6611, ±0.7503, ±0.9079, ±0.9384, ±0.9980}. These values are approxi-
mately represented as {±4, ±22, ±27, ±42, ±48, ±58, ±60, ±64}, which require 8 bits.
The scaled integer approximation error is less than 1%. As a result, the LUT
method requires two 128 × 8 LUTs, one for I and one for Q. Since the code mixer of
correlator can also be implemented as an LUT (Shivaramaiah and Dempster, 2010),
the local reference signal s(t− τ) is an input to the code mixer and does not require
true value representation. Thus we can use the mapped representation of s(t− τ).
For GAltBOC(15, 10, 1:1:3:3), there are only 16 levels. 4 bits are sufficient to represent
s(t− τ). Then the LUT method to generate GAltBOC(15, 10, 1:1:3:3) signal only
requires two 128 × 4 LUTs.
According to the criterion for the best possible representation (Shivaramaiah and

Dempster, 2013), we list the arithmetic representation and mapped representation of
local reference signal generation for different modulation signals in Table 9. The
scaled integer approximation error is less than 1%.
Figure 17 takes the LUTmethod of code mixer implementation in GAltBOC(15, 10,

1:1:3:3) modulation as an example. x(t) represents the received signal after carrier
wiping-off, namely the carrier mixer output. For different modulation signals, the
values of x(t) will only have eight levels {± 1, ±2, ±3, ±6}, a 3 bit encoding is sufficient
(Shivaramaiah and Dempster, 2010). The 7 bits of x(t) and ŝ t� τð Þ act as address
inputs to the code mixer. Both of x(t) and ŝ t� τð Þ are complex numbers, namely,

Figure 14. Code tracking error versusC/N0. (a) PAR is 1:1:1:1. (b) PAR is 1:1:3:3. (c) PAR is 1:1:3:3.
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ŝ t� τð Þ. The product of x(t) and ŝ t� τð Þ is expressed as

x tð Þ � ŝ� t� τð Þ ¼ xI tð Þ � ŝI t� τð Þ þ xQ tð Þ � ŝQ t� τð Þ� �
þ j xQ tð Þ � ŝI t� τð Þ � xI tð Þ � ŝQ t� τð Þ� �

Therefore, the maximum value of y(t) is ± 6 × 8 × 2 = ± 768, where y(t) is the output of
code mixer. y(t) requires 11 bits. The LUT method of code mixer implementation in
GAltBOC(15,10,1:1:3:3) requires four 128 × 11 tables and two adder/subtractors.
Table 10 summarises the complexity comparison to realise the reference signal gen-

erator and the code mixer in different modulation signals. The required driving clock
rate is also given. Note the size of LUT in IGAltBOC modulation is twice that of the
size of LUT in corresponding GAltBOC modulation. This is because IGAltBOC
modulation needs an additional bit for the gating signal. We can see that the complex-
ities of the proposed signals are changing with the PAR.
For the equal power allocation scheme, Table 10 shows that the required clock rate

in IGAltBOC(15, 10, 1:1:1:1) is the same as that in AltBOC(15,10). The implementa-
tion of reference signal generator and code mixer in IGAltBOC(15,10,1:1:1:1) is more
complex than that in AltBOC(15,10) and TD-AltBOC(15,10). However, it should be

Figure 15. The constellation diagram (a) GAltBOC(15, 10, 1:1:3:3) (b) GAltBOC(15, 10, 1:3:1:3)
(c) IGAltBOC(15, 10, 1:1:1:1) (d) IGAltBOC(15, 10, 1:3:1:3).
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noted that the PARof the proposed signals is adjustable, and AltBOC modulation is a
special case of GAltBOC modulation. Moreover, IGAltBOC modulation provides an
additional modulation signal with equal PAR and higher combination efficiency at the
expense of higher implementation complexity.
For PAR 1:3:1:3, compared with ACED, GAltBOC and IGAltBOC have a signifi-

cant lower complexity of reference signal generator, and the same complexity of code

Figure 16. LUT method of GAltBOC(15, 10, 1:1:3:3) reference signal generation.

Table 9. Arithmetic representation and mapped representation of local reference signal generation.

sI (t − τ) + jsQ (t− τ) Arithmetic representation(Approximation) Mapped representation

AltBOC(15,10) {0, ±0.707, ±1} 0;±707,± 1f g ≈

0;±5,± 7f g � 4 bits

0,± 5,± 7f g
� 5 levels � 3 bitsTD-AltBOC

(15,10) {±1} {±1} { ± 1}≥ 1bit

IGAltBOC
(15, 10, 1:1:1:1)

±0:1142,± 0:1940,
±5565,± 0:6217,
±0:7832,± 0:8308,
±0:9810,± 0:9935

8>><
>>:

9>>=
>>;

≈

±7,± 12,± 34,

±38,± 48,± 51,

±60,± 61

8><
>:

9>=
>;

� 7 bits

±7,± 12,± 34,

±38,± 48,± 51,

±60,± 61

8><
>:

9>=
>;

� 16 levels � 4 bits
GAltBOC
(15, 10, 1:1:3:3)

±0:063,± 0:3455,
±0:4193,± 0:6611,
±0:7503,± 0:9079,
±0:9384,± 0:9980

8>><
>>:

9>>=
>>;

≈

±4,± 22,± 27,

±42,± 48,± 58,

±60,± 64

8><
>:

9>=
>;

� 8 bits

±4,± 22,± 27,

±42,± 48,± 58,

±60,± 64

8><
>:

9>=
>;

� 16 levels � 4 bits
GAltBOC
(15, 10, 1:3:1:3)

{0, ±0.5, ±0.866, ±1} 0;±0:5,± 0:866,± 1f g ≈

0;±7,± 12,± 14f g � 5 bits

0,± 7,± 12,± 14f g
� 7 levels � 3 bitsIGAltBOC

(15, 10, 1:3:1:3) {0, ±0.6614, ±0.75, ±1} 0;±0:6614,± 0:75,± 1f g
≈ 0,± 8,± 9,± 12f g
� 5 bits

0,± 8,± 9,± 12f g
� 7 levels � 3 bits

ACED
(15, 10, 1:1:3:3) ±0:2588,± 0:7071,

±0:9659

� �
±0:2588,± 0:7071,

±0:9659

� �
≈

±4;±11;±15f g � 5 bits

±4,± 11,± 15f g
� 6 levels � 3 bits

ACED
(15, 10, 1:3:1:3) {0, ±0.5, ±0.866, ±1} 0,± 0:5,± 0:866,± 1f g ≈

0,± 7,± 12,± 14f g � 5 bits

0,± 7,± 12,± 14f g
� 7 levels � 3 bits

557GENERAL ALTBOC MODULATION WITH ADJUSTABLE POWERNO. 3

https://doi.org/10.1017/S037346331500079X Published online by Cambridge University Press

https://doi.org/10.1017/S037346331500079X


mixer. For the PAR 1:1:3:3, we can see that the required clock rate of GAltBOC(15, 10,
1:1:3:3) is only one third of that in ACED(15, 10, 1:1:3:3), which results in an obviously
lower implementation complexity of signal generation and smaller size LUT. This is
very important to the signal generation at the satellite payload transmitter. Though
the implementation of code mixer in GAltBOC(15, 10, 1:1:3:3) modulation is more
complex than that in ACED(15, 10, 1:1:3:3) modulation, the implementation complex-
ity of the reference signal generator in GAltBOC is only one third of that in ACED. As
we know, the implementation complexity of code mixer can be reduced by reducing the
accuracy of arithmetic representation in Table 9. Nevertheless, the complexity of signal
generation cannot be reduced for a given signal. If the complexity of signal generation
is too high, it would be too difficult or even impossible to generate the ideal signal for
the satellite payload. Overall, compared with ACED, the main advantage of the pro-
posed signals is to simplify the signal generation in the payload transmitter.

6. CONCLUSIONS. In this paper, a dual-sideband constant envelope modulation
technique GAltBOC and its variant IGAltBOC are proposed. The proposed
GAltBOC modulation can be seen as an extension of AltBOC modulation, in which
the power ratio of four signal components can be adjusted according to different
requirements. Three representative cases of GAltBOC modulation are discussed in
detail, and the corresponding analytical expressions are derived. IGAltBOC modula-
tion is generated by interlacing two GAltBOC signals with different PARs, which is
used to further improve the combination efficiency for a given power ratio. The
PSD, correlation functions, code tracking error and implementation complexities of
the proposed methods are analysed by theory and simulation. Based on the results,
we summarise the following conclusions:
The proposed GAltBOC modulation and IGAltBOC modulation indeed enhance

the flexibility of PAR. Even in the case of bandwidth-limitation, the ratio of the

Figure 17. LUT method of code mixer implementation in GAltBOC(15, 10, 1:1:3:3).

Table 10. Complexity comparison.

PAR Modulation The driving
clock rate

Reference signal generator Code mixer

1:1:1:1 AltBOC 8fs Two 128 × 3 LUTs Four 64 × 8 LUTs, 2 Add/Sub
TD-AltBOC 4fs Two 128 × 1 LUTs Four 16 × 5 LUTs, 2 Add/Sub
IGAltBOC 8fs Two 256 × 4 LUTs Four 128 × 11 LUTs, 2 Add/Sub

1:1:3:3 GAltBOC 8fs Two 128 × 4 LUTs Four 128 × 11 LUTs, 2 Add/Sub
ACED 24fs Two 384 × 3 LUTs Four 64 × 9 LUTs, 2 Add/Sub

1:3:1:3 GAltBOC 4fs Two 64 × 3 LUTs Four 64 × 9 LUTs, 2 Add/Sub
IGAltBOC 4fs Two 128 × 3 LUTs Four 64 × 9 LUTs, 2 Add/Sub
ACED 12fs Two 192 × 3 LUTs Four 64 × 9 LUTs, 2 Add/Sub
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received power is almost consistent with the designed PAR. It is emphasised that
AltBOC modulation is a special case of GAltBOC modulation; TMOC-QPSK modu-
lation can be seen as a special case of IGAltBOC modulation.
When the PAR is given, the IGAltBOC modulation can further improve the com-

bination efficiency compared with GAltBOC modulation. Especially, the proposed
IGAltBOC(15, 10, 1:1:1:1) signal has the higher combination efficiency and better
code tracking performance than that in AltBOC(15,10) modulation at the expense
of higher implementation complexity.
For the unequal power allocation scheme 1:3:1:3, compared with ACED(15, 10,

1:3:1:3) modulation, the proposed GAltBOC(15,10,1:3:1:3) and IGAltBOC(15, 10,
1:3:1:3) signals provide the same level code tracking accuracy for wideband processing
with significantly lower implementation complexity.
For PAR 1:1:3:3, the proposed GAltBOC(15, 10, 1:1:3:3) modulation can receive

more useful power and provide slightly better code tracking performance compared
with ACED(15, 10, 1:1:3:3) modulation. The driving clock rate of GAltBOC(15, 10,
1:1:3:3) modulation is only a third of that of ACED(15, 10, 1:1:3:3) modulation,
which results in an obviously lower implementation complexity of signal generation.
Given all that, the proposed modulation signals have significant advantages. Not

only the power allocation ratio of the proposed signals can be adjusted to meet differ-
ent requirements, but also the proposed signals can be easily generated in the satellite
payload transmitter.
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