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Abstract

Despite the importance of quantifying how the spatial patterns of heavy precipitation will change with warming, we
lack tools to objectively analyze the storm-scale outputs of modern climate models. To address this gap, we develop
an unsupervised, spatial machine-learning framework to quantify how storm dynamics affect changes in heavy
precipitation. We find that changes in heavy precipitation (above the 80th percentile) are predominantly explained by
changes in the frequency of these events, rather than by changes in how these storm regimes produce precipitation.
Our study shows how unsupervised machine learning, paired with domain knowledge, may allow us to better
understand the physics of the atmosphere and anticipate the changes associated with a warming world.

Impact Statement

Heavy precipitation causes severe flooding and water storage issues across the globe. A better understanding of
how the heavy precipitation will change with warming is a priority. However, the details of the heavy
precipitation are controlled by storm-scale atmospheric dynamics which are normally neglected or averaged
out. We present a data-driven approach using machine learning to leverage the spatial details of dynamics
controlling heavy precipitation. This allows us to determine the degree to which changes in convection type are
responsible for shifts in heavy precipitation as the climate warms. With most machine learning focusing on
prediction problems, our study highlights the impact of unsupervised machine learning on knowledge discovery
in climate science.

1. Introduction: understanding the changing spatial patterns of heavy precipitation

According to the latest Intergovernmental Panel on Climate Change report (Edelman et al., 2014), “there
is high confidence that heavier precipitation events across the globe will increase in both intensity and
frequency with global warming.” As the severity of storms and tropical cyclones magnifies, there will be
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associated increases in flood-related risk (Hettiarachchi et al., 2018) and challenges in water management
(Adger et al., 2007, 2009). To first order, bounds of heavy precipitation are limited by the water vapor
holding capacity of the atmosphere, which increases by about 7% per 1K (Kelvin) of warming following
an approximate Clausius-Clapeyron scaling (O’Gorman and Schneider, 2009). This is referred to as the
“thermodynamic contribution” to heavy precipitation changes (Emori and Brown, 2005) and gives a solid
theoretical foundation for spatially averaged changes in heavy precipitation.

Yet climate change adaptation requires knowledge of how heavy precipitation will change at the local
scale, that is, understanding the changing spatial patterns of heavy precipitation under warming.
Focusing on the tropics, where most of the vulnerable world population lives (Edelman et al., 2014),
these changing spatial patterns are primarily dictated by atmospheric vertical velocity (“dynamical’)
changes because horizontal spatial gradients in temperatures are weak. This is referred to as the “dynamic
contribution” to heavy precipitation changes (Emori and Brown, 2005).

A comprehensive understanding of this “dynamic contribution” remains elusive. Approximate scal-
ings can be derived based on quasi-geostrophic dynamics (O’Gorman, 2015; Li and O’Gorman, 2020)
and convective storm dynamics (Muller etal., 2011; Abbott et al., 2020). As well, some of the effects from
dynamics can be approximated using observational and reanalysis data (Tan et al., 2015). However,
actionable findings require Earth-like simulations of the present and future climates (e.g., Pendergrass and
Hartmann, 2014), which can resolve regional circulation changes and their effects on storms in their full
complexity. These simulations are computationally demanding and output large amounts of multi-scale,
three-dimensional data that challenge traditional data analysis tools. For example, the state-of-the-art
storm-resolving! SPCAM (Super Parameterized Community Atmospheric Model; Khairoutdinov and
Kogan, 1999; Khairoutdinov and Randall, 2003) simulations we use in this study (Section 3.1) output 3.4
Terabytes of data over 90 days, with 76,944,384 samples of precipitation and the corresponding storm-
scale vertical velocity fields (see Figure 1 for examples).

2. Theory: heavy precipitation decomposition

In this section, we outline our strategy to facilitate the analysis of heavy precipitation changes including
spatial details elucidating storm formation.

The crux of this analysis rests on the assumption that we can meaningfully cluster different vertical
velocity fields into N different convection types. Our analysis transforms these convection types into
“cluster probabilities.” For the total N data points being assigned to a set of K clusters, we first
compute a vector of counts Ny, indicating the number of data points assigned to each cluster index by
k: ZQ’:IN r=N. We now convert these numbers to a normalized probability vector as
= (m1,...,m) = (N1 /N,...,N;/N).

To calculate these 7;’s, we use variational autoencoders in conjunction with k-means clustering, also
called vector quantization (Lloyd, 1982; Gray, 1984). Details on the exact coarse-graining procedure will
be presented in Section 3.2; for now, we take the N different convection types and their probabilities as
given.

This unsupervised quantization of regimes of convection through ML allows us to quantitatively
understand changes in heavy precipitation (Ppcavy) from both changes in convection regime characteristics
and probability. Here we define Ppeavy as a fixed high quantile of precipitation (e.g., 80th-99.99th
percentiles) at a given spatial location. To model the effects of climate change, we define APpeavy as its
absolute change from the “Control” to the “Warmed” climate, and show below that relative changes in
heavy precipitation can be decomposed using changes in 7 (equation (7)).

We derive a decomposition of heavy precipitation changes for global warming by making a series of
simple physical assumptions about precipitation. While these approximations facilitate our results’
interpretability and lend physical meaning to each term, they need not hold to derive equation (5),

! Five kilometers or less horizontal grid spacing.
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Figure 1. Selected vertical velocity fields from our “Control” (0K, a—d) and “Warmed” (+4K, e—h)

SPCAM simulations. By sampling the precipitation distribution, we show instances of vertical velocity
fields associated with no precipitation (a,e), drizzle (b,f), heavy rainfall (c,g), and intense storms (d,h).

the final form of the decomposition as it could also be derived by decomposing the heavy precipitation
field into its spatial average and an anomaly, before further decomposing the anomaly using the
objectively identified dynamical regimes. To first order, precipitation (P) scales like condensation rate
(C), which depends on the full vertical velocity (w) and atmospheric water vapor (here quantified using
specific humidity ¢) fields:

P~ C(w,q). (1)

Note that equation (1) neglects the dependence on microphysical processes (see e.g., Muller and
Takayabu, 2020) to focus on the thermodynamical and dynamical components of precipitation. When
focusing on heavier precipitation, we de facto sample atmospheric columns that are so humid that the
specific humidity g equals its saturation value g,,. This allows us to further simplify equation (1) in the
case of high quantiles of P:

Pheavy ~ Pheavy (W’ QSat)' @)

We now make the assumption that the thermodynamic dependence on g, can be factored out of the
right-hand side of equation (2) and denote the dynamical pre-factor as @ (w):

Pheavy R (sat © Q(W) (3)

The previous assumption has been historically justified by assuming a moist adiabatic temperature
profile and scaling the vertical velocity by using a single value for the entire vertical profile for intense
events (O’Gorman and Schneider, 2009; Muller et al., 2011). However, it is more accurate to assume
vertical velocity profiles collapse when changing the vertical coordinate from pressure to the normalized
integral of the moisture lapse rate (Abbott et al., 2020).
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We can now linearly decompose the dynamical pre-factor &(w) into the N regimes identified by our
unsupervised learning framework:

4

@(W,P) ~ @Q + @,‘ < T, (4)

i=1

where 7; is the normalized probability of each dynamical regime determined by the vertical velocity field
information. Combining equations (3) and (4), and taking a logarithmic derivative with respect to climate
change allows us to decompose relative changes in upper precipitation quantiles as follows:

] N ‘
APheaV)’ ~ Aqsat + A(@O + Zi:lni@i)
Pheavy sat Yo+ Zi‘v:ﬂ[i D;

®)

where A denotes absolute changes from the reference to the warm climate. Lastly, we approximate the
thermodynamic contribution to upper quantile precipitation as the relative changes in near-surface
saturation specific humidity, which can be further approximated as spatially uniform:

Aggat

sat

Gsat = qsat(TMps) = ~ 7%, 6)

where T is near-surface temperature and p, near-surface pressure. Expanding equation (5) and substi-
tuting 9(w) using equation (3) yields the desired decomposition of heavy precipitation changes in

climate:
Dynamic
Thermodynamic
AP heavy Aqsat Ysat = S
i & APS— + — A%y + E Am;D; + E T AD; . @)
Pheavy Ysat Pheavy i=1 i=1
~—~— SN—~—
From theory From current climate

Regime prob.shifts  Intra—regime changes

Equation (7) shows that relative changes in Pheayy are the sum of a well-understood, spatially uniform
“thermodynamic” increase in saturation specific humidity (g,,—see equation (6)), and a spatially varying
term. This spatially varying term is the sum of N regime probability shifts Az; (changes in our
unsupervised ML-derived convection cluster assignment probability or “cluster sizes”—covered in more
detail in Section 3), and N changes in regime characteristics A%; (changes in the “dynamic contribution”
pre-factors, in precipitation units).

Our simulation data already contain Pheavy and gg,, and we can derive z; from our unsupervised
learning framework, giving us all the information we need to calculate the elusive pre-factors &; and their
changes with warming. Using equation (4), we linearly regress % on the regime probabilities z; in both
the reference and warm climates to derive the pre-factors &;, which are the weights of the multiple linear
regression. This is a step toward understanding how the spatial patterns of storm-scale dynamical changes,
which are notably hard to analyze, can affect the spatial patterns of heavy precipitation. Understanding
these changes is critical to trust local climate change predictions.

3. Machine learning approach

We will now discuss the data, models, and statistical techniques used in this paper. Additional details can
be found in the Supplementary Material.

3.1. Data: high-resolution, earth-like simulations of global surface warming

The multi-scale modeling framework (Randall et al., 2003) used to generate our training and test data is
composed of small, locally periodic 2D subdomains of explicit high-resolution physics that are embedded
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within each grid column of a coarser resolution (1.9° % 2.5° degree) host planetary circulation model
(Khairoutdinov and Kogan, 1999). In total, we performed six simulations of present-day climate launched
from different initial conditions (but consistent resolution), configured with storm-resolving models that
are 512 km in physical extent, each with 128 grid columns with a horizontal resolution of 4 km. We
approximate the atmosphere with a simple bulk one-moment microphysical scheme and thirty vertical
levels. We extract snapshots every four hours. We then perform six additional simulations but increase the
sea surface temperatures by 4K. We compare the “Control” simulations against those with uniform
increases in sea surface temperatures (“Warmed”). For our purposes, this creates a testbed for climate
change, but we acknowledge that surface warming is only an approximation for the thermodynamic
consequences of CO, concentration increase.

To investigate the “dynamic mode” of precipitation, we choose vertical velocity to represent the state of
the atmosphere. These vertical velocity fields contain information about complex updraft and gravity
wave dynamics across multiple scales. We considered the entire 15S—15N latitude band containing
diverse tropical convective regimes. Examples of these vertical velocity snapshots, selected by precipi-
tation percentile, can be seen in Figure 1.

3.2. VAE training

Our ML methodology identifies dynamical regimes on the basis of two million two-dimensional vertical
velocity fields. We first nonlinearly reduce the dimensionality of the data using a fully convolutional VAE
design, whose architecture is depicted in Figure 2. To train the VAE, we perform beta-annealing (Bowman
et al., 2016; Higgins et al., 2017), expanding the Evidence Lower Bound (ELBO) traditionally used to
train the VAE by including a  parameter and linearly anneal f from 0 to 1 over 1600 training epochs. The
number of layers and channels in the encoder and decoder are depicted in Figure 2 (4 layers in each, stride
of 2). After manual hyperparameter tuning, we choose ReLUs as activation functions in both the encoder
and the decoder. We pick a relatively small kernel size of 3 to preserve the small-scale updrafts and
downdrafts of our vertical velocity fields. The dimension of our latent space is 1000.

We refer the reader to SI B for the details of the VAE’s benchmarking and performance evaluation and
proceed to use that VAE to investigate how convective regimes respond to climate change.

3.3. Quantization procedure

The goal of the following analysis is to analyze upper quantile precipitation patterns arising from climate
shifts, leveraging vertical velocity fields. The sheer amount of data requires additional statistical analysis.

Although the use of a VAE encoder makes our high-resolution simulation data more manageable, we
require additional work to derive the formal convective probability information, z. The main idea is to
convert a high-dimensional, continuous probability distribution over velocity fields into a fixed-size,
discrete probability distribution over quantization points (Nasrabadi and King, 1988). Then, we use the
coarse-grained, discrete distribution to compute various quantities of interest.

We use a convolutional VAE to nonlinearly embed our 2D input data (vertical velocity fields) into a
lower-dimensional latent space. To quantize the emergent latent space, we employ k-means clustering
(More details in SI-A): we encode our training data into the latent space and cluster them into N clusters.
We also define a vector of cluster assignment probabilities m; fori =1, ---, N as the percentage of training
data assigned to each cluster i. This dimensionality reduction and clustering can be thought of as a lossy
compression of the data (Yang etal., 2022). As we will see, the discrete structure helps us compute various
quantities of interest. While the quantization approximation can, in principle, be made arbitrarily precise
using a large N, we use N = 3 in practice for interpretability based on the findings of Mooers et al. (2022).
We cluster convection into three distinct regimes: (1) Marine Shallow Convection, (2) Continental
Shallow Cumulus Convection, and (3) Deep Convection. We have found that higher counts of N created
repetitive regimes of Deep Convection while lower counts do not properly separate out these three distinct
species of convection (Mooers et al., 2022).
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Figure 2. The VAE-based approach to understand changes in heavy precipitation, Pheayy. Given a vertical
velocity field w, the VAE nonlinearly reduces the input dimension to yield a latent representation z. We can
cluster the simulated data sets (control and warmed) through their latent representations into three
recognizable regimes of convection (continental shallow, deep, and marine shallow). The corresponding
cluster assignment probabilities, s allow us to also quantify the dynamical contribution, D to heavy
precipitation. Photos taken by Griffin Mooers.

We are especially interested in changes of the cluster assignment probabilities under global warming.
In order to compare the present and future data distributions, we train the VAE and learn the cluster centers
based on present climate data. This yields the present cluster assignment probabilities 7°X. In a second
step, we encode all future climate data into the latent space and assign each datum to the nearest (control)
cluster center, yielding the future cluster assignment probabilities z*X. The difference vector of assign-
ment probabilities, before and after global warming, is given by Az = z*K — 7K. This information can
then be used as a proxy for dynamical regime shifts with warming. We visualize these shifts and interpret
their implications for heavy precipitation below.

4. Results

4.1. Unsupervised machine learning reveals convective responses to climate change

Figure 3 shows the probability shifts in convection type (Az;) from the “Control” to the “Warmed”
climate. The dominant climate change signal captured by our unsupervised framework is the increased
geographic concentration of deep convection (Figure 3c). More specifically, deep convection becomes
more probable over warm ocean waters and especially the Pacific Warm Pool (Allan et al., 2014) while
shallow convection becomes less common in these unstable regions (Figure 3a). This result is consistent
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Figure 3. Changes induced by +4°C of simulated global warming. Panels (a—c) display normalized
probability shifts (Axs) in the three dynamical regimes found through clustering with N =3,
corresponding to (a) “marine shallow,” (b) “continental shallow cumulus,” and (c) “deep” convection.
The difference in the 95th percentile in precipitation between the control and warmed simulations is
shown in (d). We subtract the spatial-mean change (e, the “thermodynamics” from equation (6)) from the
total change (d) to yield the “dynamic” contribution (f). Using equation (7), we decompose the changing
spatial patterns (f) into five terms, including (g) probability changes in deep convection, (h) changes in
deep convective precipitation, and three additional terms depicted in Supplementary Figure S5. The
patterns of storms change (a—c), which changes the patterns of heavy precipitation (f), mostly because
deep convective storms shift location (g).

with observational trends showing an intensification of already powerful storms over the warm tropical
waters (Allan et al., 2014). At first glance, the pattern of this unsupervised deep convection shift with
warming (Azx) looks quite similar to shifts in upper precipitation quantiles (Figure 3c vs. f).

With just the information from the regime probabilities, we can model the spatial patterns of
precipitation changes at upper percentiles (Supplementary Figure S4). Our model becomes less accurate
at lower precipitation quantiles, partly because we are not using specific humidity information (the
approximation of equation (2) is only valid for high precipitation quantiles). This degree of accuracy at the
upper percentiles suggests that changes in the location of convective dynamical regimes can explain a
large fraction of changes in heavy precipitation, which should be further tested in diverse climate change
modeling frameworks.

4.2. Decomposing the dynamic contribution to heavy precipitation changes

We now isolate the dynamical contributions to dynamical changes in heavy precipitation by decom-
posing the spatial patterns (3d) into changes in regime probability z; and changes in regime charac-
teristics &;. Unlike traditional approaches that spatially average information, we use our fully
convolutional encoder and latent space clustering to leverage storm-scale variability.

We calculated changes in regime probability (how regimes move in space) in Section 3, so we must
now calculate changes in how each regime produces precipitation, which involves the following two
steps. First, we empirically estimate &; by using the probabilities of deep and shallow convection.”
Second, we estimate changes in “deep” and “shallow” convection dynamical pre-factors as
A = X — afX.

2 More specifically, we estimate the dynamical pre-factors (D;) by regressing Pheavy/qso 01 7 and 75, neglecting the “Continental
Shallow Cumulus” regime as it concentrates over arid continental zones with high lower tropospheric stability and low latent heat
fluxes, making conditions unfavorable for precipitation (Dror et al., 2022).
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Figure 4. Based on equation (8), we decompose the total magnitude of the change in heavy precipitation.
In our decomposition, we compare the mean of the spatial anomaly of convective probability shifts (Ax) to
the changes in the dynamical prefactors (AD). We find that the convective regime shifts are of greater
importance to explain the changes in heavy precipitation (80th—99.99th percentiles).

We now have the requisite information to understand the drivers of heavy precipitation changes
themselves. We ask: Did the patterns of heavy precipitation simply follow the changing patterns of the
convective regime, or are there more complex changes in how deep convection produces rain? We address
this question by comparing how much of the spatial variance in heavy precipitation APpe,yy can be
explained by changes in convection probability (Ax), and how much of it can be explained by changes in
the dynamical prefactors (A%). This comparison relies on the following decomposition of heavy
precipitation variance var (APheavy), derived in Sec D of the SI:

N N
var (APpeayy ) = var [ (qsat Z Ar; @l) +(CT),, +var <qsat Zﬂ'iA@i> +(CT)pg+2, (8
i=1 i=1
Shift in regime location Intra—regime changes

where CT are cross-terms and R groups all terms of the decomposition that are not needed to compare
differences in precipitation from regime shifts versus intra-regime changes. To understand what is most
crucial to precipitation changes, we depict the spatial mean of equation (8)’s terms in Figure 4.

For high precipitation quantiles where our model works best (especially above the 80th percentile),
changes in the upper quantiles are dominated by regime probability shifts rather than by intra-regime
changes (Figure 4): The “A% term” is smaller than the “Ax term” (red line vs. blue line).? This result aligns
well with our qualitative analysis in Figure 3 showing the similarity between the spatial patterns of deep
convection regime changes and heavy precipitation changes. The spatial patterns of heavy precipitation
changes are dominated by the changing patterns of storm characteristics identified by our unsupervised
framework while changes in how each regime produces precipitation are less important.

We are also confident in the robustness of these results based on the degree of similarity in the findings
of the importance of deep convection shifts in both our work and Tan et al. (2015). The fact that in satellite
and reanalysis data probability shifts in convection type are also the drivers of changes in extreme

*Note that at precipitation quantiles larger than 0.99, we lack samples for the analysis to work properly as evidenced by the
pixelation of the changing patterns in Supplementary Figure S3.
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precipitation is a reassuring measure of support for our findings as well as for the performance of the
GSRM representation of the global high-resolution vertical velocity structure more broadly. At the same
time, it suggests that machine learning approaches like the one we deploy with minimal domain
knowledge are just as faithful to the physics of the atmosphere as more traditional convection analysis.

5. Conclusion

Based on our findings, proper prediction of spatial shifts in deep convection with global warming should
allow us to anticipate regional and local changes in heavy precipitation. This highlights the importance of
leveraging the full spatial extent of this information (traditionally averaged out) to derive accurate regional
and local changes. Although our findings were achieved from unsupervised learning, we are reassured
that similar findings can be derived in observational satellite data from regime-based analysis of deep
convection as well (Tan et al., 2015). The necessity of understanding this rich spatial information indicates
a role for ML methods like variational encoders and clustering routines for the analysis of storm-scale
climate information to deepen our understanding of intense events. Our next step to build credibility in this
unsupervised model is to deploy the workflow on more diverse climate change data like the High-
Resolution Model Inter-comparison Project (HighResMIP) (Eyring et al., 2016; Haarsma et al., 2016) and
determine its ability to explain spatial variations in heavy precipitation with climate change.
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