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Abstract. For a certain class of hypergeometric functions 3F2 with rational

parameters, we give a sufficient condition for the special value at 1 to be

expressed in terms of logarithms of algebraic numbers. We give two proofs,

both of which are algebro-geometric and related to higher regulators.

§1. Introduction

Special values of hypergeometric functions pFq are sometimes expressed

as an elementary function of their parameters. For example, we have the

Euler–Gauss formula

2F1

(
a, b

c
; 1

)
=
B(c, c− a− b)
B(c− a, c− b)

.

Here, B(a, b) =
∫ 1

0 t
a−1(1− t)b−1 dt is the beta function. In this paper, we

study the special values of 3F2-functions

(1.1) B(a, b) · 3F2

(
a, b, q

a+ b, q + 1
; 1

)
for nonintegral rational numbers a, b, q. There is a very classical formula of

Watson [11] (see also [5, page 98, Example 9])

2B(a, b) · 3F2

(
a, b, a+b−1

2

a+ b, a+b+1
2

; 1

)

= ψ

(
a+ 1

2

)
+ ψ

(
b+ 1

2

)
− ψ

(a
2

)
− ψ

(
b

2

)
,
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where ψ(x) = Γ′(x)/Γ(x) is the digamma function. In view of Gauss’ formula

on the values of ψ(x) at rational numbers (see [7, 1.7.3, page 18–19]),

Watson’s formula implies that, when q = (a+ b− 1)/2, the value (1.1) is

a Q-linear combination of finitely many log α with α ∈Q(µ∞).

On the other hand, the recent works [3, 4] by the first and second authors

show that the value (1.1) appears as Beilinson’s regulator on the motivic

cohomology of “hypergeometric fibrations” (see Theorem 3.1), which is an

algebro-geometric invariant related conjecturally with special values of L-

functions. Under a certain geometric assumption concerning the Hodge type,

the regulator is written in terms of logarithms. Hence one obtains a sufficient

condition for (1.1) to be written in terms of the logarithms of algebraic

numbers, which is the main result of this paper Theorem 2.1. After the

works mentioned above, the third author pointed out that the theorem can

also be deduced from the study of Fermat surfaces. In this paper, we explain

both methods, as each one has its advantage and would be useful for future

studies.

The class of (a, b, q) we consider is wider than Watson’s formula (see

Section 5). For example, one shows

2π · 3F2

(
1
6 ,

5
6 ,

1
4

1, 5
4

; 1

)

=
123/4

2
· log

(
35/4 − 33/4 +

√
2

35/4 − 33/4 −
√

2

)
− 123/4 · Cos−1

(
35/4 + 33/4

2
√

5 + 3
√

3

)
.

Here appear, contrary to Watson’s formula, the logarithms of noncyclotomic

numbers. See also the examples (5.1).

This paper is organized as follows. The main theorem is stated in

Section 2. We give two proofs of the main theorem in Sections 3 and 4.

The first proof, due to the first and second authors, uses the regulator of

hypergeometric fibrations. The second one, due to the third author, uses

the regulator of Fermat surfaces. In Section 5, open questions are discussed.

Notations

Throughout this paper, Γ(s) and B(s, t) denote the gamma and beta

functions, respectively. The hypergeometric function 3F2 is defined by

3F2

(
a, b, c

d, e
; x

)
=

∞∑
n=0

(a)n(b)n(c)n
(d)n(e)nn!

xn, (a)n =

n−1∏
i=0

(a+ i).
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It converges as x→ 1− if and only if d+ e− a− b− c > 0. We write

Γ

(
a1, . . . , am
b1, . . . , bn

)
=

∏m
i=1 Γ(ai)∏n
j=1 Γ(bj)

.

For a positive integer N , µN ⊂Q× denotes the group of Nth roots of unity.

§2. Main theorem

For x ∈Q, {x} := x− bxc denotes the fractional part. The map {−} :

Q→ [0, 1) factors through Q/Z, which we denote by the same notation. Let

Ẑ = lim←−N Z/NZ be the profinite completion and Ẑ× = lim←−N (Z/NZ)× the

group of units. The ring Ẑ acts naturally on the additive group Q/Z, and

induces an isomorphism Ẑ× ∼= Aut(Q/Z).

Our main theorem is the following.

Theorem 2.1. Let a, b, q ∈Q such that a, b, q, q − a, q − b, q − a− b 6∈
Z. Assume that

(2.1) {sq}+ {s(q − a− b)}= {s(q − a)}+ {s(q − b)}, s ∈ Ẑ×.

Then we have

(2.2) B(a, b) · 3F2

(
a, b, q

a+ b, q + 1
; 1

)
∈Q + Q log Q×.

Here, Q + Q log Q× denotes the Q-linear subspace of C spanned by 1, 2πi

and log α for all α ∈Q×.

We note that the action of Ẑ on the subgroup 1
NZ/Z factors through

the finite quotient (Z/NZ)×. Therefore, taking N so that a, b, q ∈ 1
NZ, the

assumption (2.1) is verified by taking as s the integers 1, 2, . . . , N − 1 prime

to N . When q = (a+ b)/2, the assumption is satisfied since {x}+ {1− x}=

1 for any x ∈ R \ Z. Since (2.1) is also written as

{sq}+ {s(q − a− b)}+ {s(a− q)}+ {s(b− q)}= 2, s ∈ Ẑ×,

the condition is symmetric in {q, q − a− b, a− q, b− q}. As well as the

assumption, the conclusion of the theorem depends only on the classes

of a, b, q mod Z. This is because of the functional equation of the beta

function, for example, (a+ b)B(a+ 1, b) = aB(a, b), and the contiguous
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50 M. ASAKURA ET AL.

relations among 3F2-functions (see [4, Section 7.3]). The latter is the reason

why we need to consider the values in Q + Q log Q×, not only in Q log Q×.

By using Thomae’s formula (see [5, Chapter III, 3.2(1)]) repeatedly, we

obtain other expressions of (1.1) as follows:

B(a, b) · 3F2

(
a, b, q

a+ b, q + 1
; 1

)
=

q

ab
· 3F2

(
1, 1, a+ b− q
a+ 1, b+ 1

; 1

)
(q > 0)

=
1

a
· 3F2

(
a, q + 1− b, 1
a+ 1, q + 1

; 1

)
(b > 0)

=
1

b
· 3F2

(
b, q + 1− a, 1
b+ 1, q + 1

; 1

)
(a > 0)

=
B(a, b)

aB(a, q + 1− a)
· 3F2

(
a, a, a+ b− q
a+ 1, a+ b

; 1

)
(q + 1− a > 0)

=
B(a, b)

bB(b, q + 1− b)
· 3F2

(
b, b, a+ b− q
b+ 1, a+ b

; 1

)
(q + 1− b > 0)

=
B(a, b)

qB(a+ b− q, q)
· 3F2

(
q + 1− a, q + 1− b, q

q + 1, q + 1
; 1

)
(a+ b− q > 0),

where the positivity condition in each line is needed for the convergence.

§3. First proof: hypergeometric fibrations

We derive Theorem 2.1 from the regulator formula in [4] for what we

call hypergeometric fibrations. In Sections 3.1 and 3.2, we recall necessary

materials from [4].

3.1 Hypergeometric fibrations

Let X be a smooth projective variety over Q and f : X → P1 be a

surjective morphism. Let t be the coordinate of A1 ⊂ P1, Xt be the general

fiber of f , and H∗(Xt,Q) denote the Betti cohomology of Xt(C). Let R0 be

a semisimple finite-dimensional Q-algebra and e0 : R0→ E0 be a projection

onto a number field. We say that f is a hypergeometric fibration with respect

to e0 if the following conditions are satisfied:
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(a) f is smooth over P1 \ {0, 1,∞}.
(b) After restricting to a nonempty Zariski open subset of P1, there is a

ring homomorphism R0→ End(R1f∗Q), such that

dimE0 e0H
1(Xt,Q) = 2,

where we put e0M = E0 ⊗R0,e0 M for an R0-module M .

(c) The local monodromy T1 at t= 1 on e0H
1(Xt,Q) is unipotent, and

rank(log T1) = [E0 : Q].

For each embedding χ : E0 ↪→Q, let (R1f∗Q)χ denote the χ-part which is

by definition the subspace on which g ∈ E0 acts as multiplication by χ(g).

Let Tp be the local monodromy at t= p ∈ {0,∞} on the rank-two Q-local

system (R1f∗Q)χ. Then the eigenvalues of T0 (resp. T∞) are written as

e2πiαχ1 , e2πiαχ2 (resp. e2πiβχ1 , e2πiβχ2 ), where αχi , β
χ
i ∈Q.

3.2 Regulator formula

Now, take a positive integer l, and let π : P1→ P1 be the map given by

π(t) = tl. We consider the variation of Hodge–de Rham structures

M (l) := π∗Q⊗R1f∗Q,

and the cohomology groups

H(l) :=H1(P1, j∗M
(l)), M (l) :=H1(P1 \ {0, 1,∞},M (l)),

where j : P1 \ {0, 1,∞} ↪→ P1 is the immersion. Then, there is an exact

sequence of mixed Hodge–de Rham structures (see [4, Section 4.2])

(3.1) 0−→H(l) −→M (l) −→ C(l) −→ 0,

where

C(l) :=
⊕

p=0,1,∞
C(l)
p ,

C(l)
p := (R1j∗M

(l))p ∼= Coker
[
Tp − 1: M (l)

p →M (l)
p

]
.

We recall that a Hodge–de Rham structure is a quadruple H =

(HB, HdR, F
•, ι) of finite-dimensional vector spaces over Q, a descending

filtration of HdR, and a comparison isomorphism HB,C
∼=→HdR,C satisfying

standard properties (see [4, Section 2.1]).
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Since Aut(π) = µl, the group ring R :=R0[µl] acts on the exact sequence

(3.1). Let e : R→ E be a projection onto a number field E which extends

e0 : R0→ E0. For each embedding χ : E ↪→Q, define kχ ∈ Z/lZ by χ(ζ) =

ζk
χ

for ζ ∈ µl, and put κχ = kχ/l ∈Q/Z. We write the restriction of χ to

E0 by the same letter and then αχi , βχi ∈Q/Z are defined as above.

Now we suppose:

(3.2) κχ + αχ1 , κχ + αχ2 , κχ − βχ1 , κχ − βχ2 6∈ Z.

Then, it is not hard to show that eC(l) = eC
(l)
1 , dimE eC

(l) = dimE eH
(l) = 1,

and that eC(l) (resp. eH(l)) is a pure Hodge structure of type (2, 2) (resp.

of weight 2) (see [4, Section 4.3]). By an identification eC(l) = E(−2), we

obtain from (3.1) an exact sequence

0−→ eH(l)(2)−→ eM(2)−→ E −→ 0.

Throughout the remaining of this section, write for brevity H = eH(l). We

have the connecting homomorphism

ρ : E −→ Ext1(Q, H(2))

to the Yoneda extension group of mixed Hodge–de Rham structures. Denote

by Hχ = (Hχ
B, H

χ
dR, F

•, ι) the χ-part of H, that is, the subspace on which

each σ ∈G acts as multiplication by χ(σ). The period Per(Hχ) ∈ C×/Q×

in the sense of Deligne [6] is defined by ι(Hχ
dR) = Per(Hχ)Hχ

B. Choose a

Q-basis η of (eH
(l)
dR)χ, and let iη be the composition of the following maps:

Ext1(Q, H(2))
∼=−→ HdR,C/

(
F 2HdR + ι(HB(2))

)
−→ Hχ

dR,C/
(
F 2Hχ

dR + ι(Hχ
B(2))

)
∼=−→ C/

(
Qδχ + QPer(Hχ)

)
,

where we put δχ = 0 or 1 depending on whether F 2Hχ
dR = 0 or not, and χ is

the complex conjugate of χ. Here, the first map is the Carlson isomorphism,

the second map is the projection to the χ-part, and the last isomorphism

sends η to 1. Note that Per(Hχ) · Per(Hχ) ∈ (2πi)2Q. Put ρχ = iη ◦ ρ.

Now, our regulator formula is the following.
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Theorem 3.1. [4, Theorem 4.7] Let the notation and assumption be as

above. Then there exist c1, c2 ∈Q, c2 6= 0, such that

(3.3)

ρχ(1) = c1 + c2B(αχ1 + βχ1 , α
χ
1 + βχ2 ) 3F2

(
αχ1 + βχ1 , α

χ
1 + βχ2 , κ

χ + αχ1
2αχ1 + βχ1 + βχ2 , κ

χ + αχ1 + 1
; 1

)
in C/(Qδχ + QPer(Hχ)).

The period formula [4, Theorem 4.5] (see also [3, Theorem 5.4]) reads

Per(Hχ)∼Q× 2πi · Γ
(
κχ + αχ1 , κ

χ + αχ2
κχ − βχ1 , κχ − β

χ
2

)
.

Note that the second term of the right-hand side of (3.3) is written as

cB(a, b) · 3F2

(
a,b,q

a+b,q+1 ; 1
)

by letting

a= αχ1 + βχ1 , b= αχ1 + βχ2 , q = κχ + αχ1 .

Then, since αχ1 + αχ2 + βχ1 + βχ2 ∈ Z, we have

Γ

(
κχ + αχ1 , κ

χ + αχ2
κχ − βχ1 , κχ − β

χ
2

)
∼Q× Γ

(
q, q − a− b
q − a, q − b

)
.

By Koblitz–Ogus [6, page 344, Theorem], the condition (2.1) implies that

Γ

(
sq, s(q − a− b)
s(q − a), s(q − b)

)
∈Q×

for any s ∈ Ẑ×, hence Per(Hχ) ∈Q(2πi) for any χ.

3.3 Algebraic cycles

The connecting homomorphism ρχ is related with Beilinson’s regulator

map from the motivic cohomology group. Consider the diagram

X(l) i //

f (l) !!

Xl
//

��
�

X

f
��

P1 π // P1

where Xl :=X ×P1,f P1 and i is the desingularization. Put D(l) :=

(π ◦ f (l))−1(1), a union of l copies of the fiber f−1(1). There are canonical

isomorphisms
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C
(l)
1
∼= H1(D(l),Q)(−2),

H(l) ∼= Ker
[
H2(X(l),Q)/N1

fib(X(l))→H2(X
(l)
t ,Q)

]
,

where N1
fib(X(l))⊂ denotes the classes of fibral divisors for f (l). Then we

have a commutative diagram [4, Proposition 4.8]

H3
M ,D(l)(X

(l),Q(2)) //

reg
D(l)

��

H3
M (X(l),Q(2))

reg
X(l)

��

HB
1 (D(l),Q) // Ext1(Q, (H2(X(l),Q)/N1

fib)(2)),

where the vertical maps are the regulators, with regD(l) being surjective, and

the lower horizontal map is the connecting homomorphism induced by (3.1).

Proposition 3.2. Suppose that H = eH(l) is a Hodge structure of

type (1, 1). Then we have Im(ρχ)⊂Q log Q×/Q · 2πi for any embedding

χ : E ↪→Q.

Proof. Recall that the target of ρχ is C/Q · 2πi by the assumption and the

remark after Theorem 3.1. Since regD(l) is surjective, it suffices to consider

the image of H3
M ,D(l)(X

(l),Q(2)) under ρχ.

Let N r(X(l))⊂H2r(X(l),Q) be the subspace generated by algebraic

cycles of codimension r. Note that it is generated by cycles defined over

Q. By the assumption and Lefschetz’s theorem (i.e., the Hodge conjecture

for H2), we have eH(l) ⊂N1(X(l)). The intersection pairing N1(X(l))⊗
NdimX−1(X(l))→Q is nondegenerate by the nondegeneracy of the pairing

on the Néron–Severi group. This implies that there is a smooth projective

curve C (not necessarily connected) and a morphism C→X(l) such that the

image of C intersects properly with D(l), the pull-back H2(X(l))→H2(C)

annihilates N1
fib(X(l)), and the composition

H →H2(X(l))/N1
fib(X(l),Q)→H2(C,Q)

is injective. Then we have a commutative diagram

H3
M ,D(l)(X

(l),Q(2)) //

ρ◦reg
D(l)

��

H3
M ,D(l)∩C(C,Q(2))

ρ◦reg
D(l)∩C

��

Ext1(Q, H(2)) // Ext1(Q, H2(X(l),Q)/N1
fib(2)) // Ext1(Q, H2(C,Q(2))),

where the composite of the lower horizontal maps is injective.
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Since H2(C,Q(2))∼=
⊕

C(0) Q(1), where C(0) denotes the set of connected

components of C, the map regD(l)∩C is canonically identified with the

logarithm map ⊕
D(l)∩C

Q⊗Z Q× −→
⊕
C(0)

C/Q · 2πi.

Since H ∼= Q(−1)⊕[E : Q], we have Ext1(Q, H(2))∼= (C/Q · 2πi)⊕[E : Q],

and this injects to
⊕

C(0) C/Q · 2πi. Hence, taking the χ-part, the lemma

follows.

Proposition 3.3. Let the notation and assumption be as in Theorem

3.1. Then H = eH(l) is a Hodge structure of type (1, 1) if and only if

(3.4) {κχ + αχ1}+ {κχ + αχ2}= {κχ − βχ1 }+ {κχ − βχ2 }

for any χ.

Proof. The first assertion follows from an explicit formula [2] of the

Hodge type of H, which is proven using the Riemann–Roch–Hirzebruch

theorem. For the hypergeometric fibration of Gauss type, which will be

used below to prove Theorem 2.1, this is computed in [3, Theorem 5.4] (the

situation in [3] is more restricted but the same argument works in general).

3.4 Hypergeometric fibration of Gauss type

We finish the proof of Theorem 2.1. In view of Theorem 3.1, Proposi-

tions 3.2 and 3.3, it suffices to find a fibration f such that

a≡ αχ1 + βχ1 , b≡ αχ1 + βχ2 , q ≡ αχ1 + κχ (mod Z)

for some χ, and the condition (3.4) is satisfied for any χ. Note that the

condition (2.1) implies (3.4) for any χ. The nonintegrality condition of

Theorem 2.1 is equivalent to αχi + βχj 6∈ Z (i, j ∈ {1, 2}) and (3.2).

We may and do suppose 0< a, b, q < 1. Let N be the smallest positive

integer such that A :=Na, B :=Nb ∈ Z. Consider the hypergeometric

fibration of Gauss type

yN = xA(1− x)B(1− tx)N−B.

This is a principal example of hypergeometric fibrations studied in detail in

[3] and in [4, Section 3.2]. Let ζN ∈ µN be a primitive Nth root of unity.

The group ring R0 := Q[µN ] acts on X by letting ζN act by y 7→ ζ−1
N y.
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Let e0 : R0→ E0 = Q(µN ) be the natural projection. For each embedding

χ : E0 ↪→ C, such that χ(ζN ) = ζsN , we have

αχ1 = 0, αχ2 = {1− βχ1 − β
χ
2 }, βχ1 =

{
sA

N

}
, βχ2 =

{
sB

N

}
.

Hence we have a= αχ1 + βχ1 , b= αχ1 + βχ2 for the trivial embedding χ (i.e.,

s= 1). Let l be the smallest positive integer such that Q := lq ∈ Z and let

e : R=R0[µl]→ E = E0(µl) be an extension of e0 given by ζl 7→ ζQl . Then,

for the trivial embedding χ of E, we have q = κχ. Hence this fibration has

the desired property and Theorem 2.1 is proved.

§4. Second proof: Fermat surfaces

We give the second proof of Theorem 2.1, by studying extensions of mixed

Hodge–de Rham structures coming from Fermat surfaces. Throughout this

section, we assume a, b, q ∈Q and a, b, q, q − a, q − b, q − a− b 6∈ Z.

4.1 Integral representation

Let us begin with the integral representation of 3F2-function (cf. [9]):

B(α1, β1 − α1)B(α2, β2 − α2)3F2

(
α1, α2, α3

β1, β2
; z

)
=

∫ 1

0

∫ 1

0
tα1−1
1 tα2−1

2 (1− t1)β1−α1−1(1− t2)β2−α2−1(1− zt1t2)−α3 dt1 dt2.

Set (α1, α2, α3, β1, β2) = (a, q, b, a+ b, q + 1). By the change of variables

x= t1, y = (1− t1)/(1− zt1t2), we obtain

B(a, b)3F2

(
a, q, b

a+ b, q + 1
; z

)
= qz−q

∫
Ez

xa−q−1yb−q−1(x+ y − 1)q−1 dx dy,

where Ez is the domain in the xy-plane corresponding to {(t1, t2) | 06
t1, t2 6 1}. Suppose that a, b, q ∈ 1

NZ. We take new variables u, v, w such

that

uN = x, vN = y, wN = uN + vN − 1 = x+ y − 1.
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Then we have

B(a, b)3F2

(
a, q, b

a+ b, q + 1
; z

)
=N2qz−q

∫
∆z

uN(a−q)−1vN(b−q)−1wNq−N du dv,

where ∆z is an arbitrary domain in the uv-plane which corresponds to Ez.

Substitute z = 1 and choose the domain as

(4.1) ∆ = ∆1 :=
{

(u, v) ∈ R2 | 06 u, v 6 1, 16 uN + vN
}
.

Then we obtain

(4.2)

B(a, b)3F2

(
a, q, b

a+ b, q + 1
; 1

)
=N2q

∫
∆
uN(a−q)−1vN(b−q)−1wNq−N du dv.

We shall give a motivic interpretation of this integral.

4.2 Fermat surface

The differential form

ω := uN(a−q)−1vN(b−q)−1wNq−N du dv

defines a de Rham cohomology class η ∈H2
dR(S) of the Fermat surface

over Q
S : uN + vN − 1 = wN .

Let the group G := µ3
N act on S by σ(u, v, w) = (ζ1u, ζ2v, ζ3w) for σ =

(ζ1, ζ2, ζ3) ∈G. This time, we first fix a Q-algebra homomorphism

χ : Q[G]→Q, χ(ζ1, ζ2, ζ3) = ζ
N(a−q)
1 ζ

N(b−q)
2 ζNq3 .

Let E be the coimage of χ, and e ∈Q[G] be the corresponding idempotent,

that is, e2 = e and eQ[G]∼= E. Let D be the union of curves on S defined

by

(uN − 1)(vN − 1)w = 0,

which is stable under the G-action.

Lemma 4.1. We have

dimE eH1(D,Q) = 1, dimE eH2(D,Q) = 0, dimE eH2(S,Q) = 1.

Moreover, eH1(D,Q) is a Hodge–de Rham structure of type (0, 0).
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Proof. The former statement is an easy exercise. To see the latter, let

π : D̃→D be the normalization, Σ be the set of singular points of D and

put Σ̃ = π−1(Σ). Then there is an exact sequence

H0(D̃)−→Q
Σ̃
/QΣ −→H1(D)−→H1(D̃)−→ 0,

where QΣ := Maps(Σ,Q). This remains exact after applying e. Since D is

a union of rational curves and the Fermat curve of degree N , and (1, 1, ζ3)

acts trivially on the latter, we have eH1(D̃) = 0 by the assumption q 6∈ Z.

Hence the assertion follows.

Put H = eH2(S), a Hodge–de Rham structure of type (0,−2), (−1,−1),

(−2, 0).

Proposition 4.2. The Hodge type of H is (−1,−1) if and only if

{sq}+ {s(q − a− b)}= {s(q − a)}+ {s(q − b)}

holds for any s ∈ Ẑ×.

Proof. As is well-known, the cohomology eH2(S,Q) is generated by the

classes of rational 2-forms

ηs := uN{s(a−q)}−1vN{s(b−q)}−1wN{sq}−N du dv, s ∈ (Z/NZ)×,

and ηs belongs to the Hodge (ps, 2− ps)-component, where

ps := {s(q − a)}+ {s(q − b)}+ {−sq} − {s(q − a− b)}.

Since eH2(S,Q) has the Hodge type (−1,−1) if and only if eH2(S,Q) has

the Hodge type (1, 1), the assertion follows.

4.3 Extension of mixed Hodge–de Rham structures

By Lemma 4.1, we have an exact sequence

0−→H −→ eH2(S, D; Q)
∂−→ eH1(D,Q)−→ 0

of mixed Hodge–de Rham structures. As before, we have the connecting

map

ρ : eHB
1 (D,Q)−→ Ext1(Q, H)

to the Yoneda extension group of mixed Hodge–de Rham structures.

Regarding η ∈H2
dR(S)χ as an element of HdR

2 (S)χ by the Poincaré duality,
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we obtain as before a map

iη : Ext1(Q, H)−→ C/
(
Qδχ + QPer(Hχ)

)
,

where we put δχ = 0 or 1 depending on whether F 0Hχ
dR = 0 or not, and χ is

the complex conjugate of χ. One easily sees that the cycle ∆ given in (4.1)

defines a homology cycle in HB
2 (S, D; Z). Let δ := ∂(e∆) ∈ eHB

1 (D,Q) be

the boundary.

Proposition 4.3. Write ρχ = iη ◦ ρ. Then we have

ρχ(δ) = c+
1

N2q
B(a, b) · 3F2

(
a, b, q

a+ b, q + 1
; 1

)
for some c ∈Q in C/(Qδχ + QPer(Hχ)).

Proof. Consider the exact sequence

0−→ eH1
dR(D)

h−→ eH2
dR(S, D)−→ eH2

dR(S)−→ 0.

Let η̃ ∈ eH2
dR(S, D)χ be the unique lifting of η ∈ eH2

dR(S)χ contained in F 1.

Let

〈 , 〉 : eHB
2 (S, D; Q)⊗ eH2

dR(S, D)→ C,

〈 , 〉 : eHB
1 (D,Q)⊗ eH1

dR(D)→ C

be the natural pairings. By Lemma 4.1, the latter maps to Q. As is easily

seen from the definition, we have ρχ(δ) = 〈e∆, η̃〉= 〈∆, η̃〉 in C/(Qδχ +

QPer(Hχ)). For an arbitrary lifting η̃′ ∈ eH2
dR(S, D)χ of η, there exists ξ ∈

eH1
dR(D) such that h(ξ) = η̃ − η̃′. Then we have c := 〈∆, η̃ − η̃′〉= 〈δ, ξ〉 ∈Q.

As η̃′, we can choose the one represented by the Čech cocycle

(0, 0, ω) ∈ C
Σ̃
/CΣ ⊕A 1(D̃)⊕A 2(S),

where A q(M) denotes the space of smooth differential q-forms on M

with C-coefficients (see [3, Section A.1]). Then, by [3, Theorem A.3], we

have 〈∆, η̃′〉=
∫

∆ ω in C/(Qδχ + QPer(Hχ)). Hence the proposition follows

by (4.2).

Now, by applying a similar argument as in Proposition 3.2, Theorem 2.1

follows from Propositions 4.2 and 4.3.
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§5. Open problems

First, contrary to Wilson’s formula, our result does not generally give an

explicit formula expressing the value of 3F2 in terms of logarithms.

Problem 5.1. Give an explicit description of (2.2) in terms of loga-

rithms.

In the study of Hodge cycles on Fermat surfaces, Shioda [8] gave a

conjecture which determines those (a, b, q) satisfying the condition (2.1),

and it was proved by Aoki [1]. Up to permutations of {q, q − a− b, a− q,
b− q}, those are (modulo Z3):

(a, b, q) =



(
α, β,

α+ β

2

)
,(

α, α+ 1
2 , 2α

)
,(

2α+ 1
3 , 2α+ 2

3 , 3α
)
,(

3α+ 1
4 , 3α+ 3

4 , 4α
)
,

α, β ∈Q,

except for a finite number of exceptional cases (see [10, Appendix] for

the list). Expanding the method in Section 3, Yabu [12] computes several

examples including:

(5.1)

2π · 3F2

(
1
6 ,

5
6 ,

1
3

1, 4
3

; 1

)
= 21/3

√
3 · log α− 27/3 · Cot−1 β,

3π · 3F2

(
1
6 ,

5
6 ,

2
3

1, 5
3

; 1

)
= 22/3

√
3 · log α+ 25/3 · Cot−1 β,

with

α=
(22/3 − 1)2 + (22/3 +

√
3)2

(22/3 − 1)2 + (22/3 −
√

3)2
, β =

3 + 21/3 + 22/3 · 3
3

.

Recently, expanding the method in Section 4, the third author [10] solved

the problem except for the exceptional cases.

Finally, as we have seen, (2.1) is a necessary and sufficient condition

for that eH(l) in Section 3 or eH in Section 4 is isomorphic to the Tate

object E ⊗Q(−1) or E ⊗Q(1), respectively. If this is not the case, there

is no reason for and it seems rather weird that the regulator value (2.2) is

expressed in terms of logarithms of algebraic numbers. Hence it would be

fair to raise the following conjecture.

https://doi.org/10.1017/nmj.2018.36 Published online by Cambridge University Press

https://doi.org/10.1017/nmj.2018.36


AN ALGEBRO-GEOMETRIC STUDY 61

Conjecture 5.2. Under the same assumption as in Theorem 2.1, (2.1)

is a necessary condition for (2.2).

References

[1] N. Aoki, On some arithmetic problems related to the Hodge cycles on the Fermat
varieties, Math. Ann. 266 (1983), 23–54.

[2] M. Asakura and J. Fresán, The Period conjecture of Gross-Deligne for fibrations,
preprint.

[3] M. Asakura and N. Otsubo, CM periods, CM regulators and hypergeometric func-
tions, I, Canad. J. Math. 70 (2018), 481–514.

[4] M. Asakura and N. Otsubo, CM periods, CM regulators and hypergeometric func-
tions, II, Math. Z. 289 (2018), 1325–1355.

[5] W. N. Bailey, Generalized Hypergeometric Series, Cambridge Tracts in Mathematics
and Mathematical Physics 32, Stechert–Hafner, Inc., New York, 1964.

[6] P. Deligne, “Valeurs de fonctions L et périodes d’intégrales”, in Automorphic
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