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Abstract

We analyze asymptotically a differential-difference equation that arises in a Markov-
modulated fluid model. We use singular perturbation methods to analyze the problem
with appropriate scalings of the two state variables. In particular, the ray method and
asymptotic matching are used.
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1. Introduction

Fluid models have received much recent attention in the literature. They have been used to
model statistical multiplexers in ATM (asynchronous transfer mode) networks [11], [12], [15],
packet speech multiplexers [16], buffer storage in manufacturing models [19], buffer memory
in store-and-forward systems [5], and high-speed digital communication networks [9]. In these
models the queue length is considered a continuous (or ‘fluid’) process, rather than a discrete
random process that measures the number of customers. These models tend to be somewhat
easier to analyze, as they allow for less randomness than more traditional queueing models.

The following is a description of a fairly general fluid model, of which many variants and
special cases have been considered. Let X (r) denote the amount of fluid at time ¢ in the buffer.
Furthermore, let Z(¢) be a continuous-time Markov process. The content of the buffer X (¢) is
regulated (or driven) by Z(¢) in such a way that the net input rate into the buffer (i.e. the rate
of change of its content) is n[Z(¢)]. The function n(-) is called the drift function. When the
buffer capacity is infinite, the dynamics of X () are given by

dX nlZ)l, X() >0,
dt  |max{n[Z(®)],0}, X(@)=0.
The condition at X (¢) = 0 ensures that the process X (¢#) does not become negative.

In many applications, the process Z(¢) evolves as a finite or infinite state birth—death process.
The description of the motion of Z () is as follows: the process sojourns in a given state k for a
random length of time, whose distribution is exponential with parameter A + (. The motion
is analogous to that of a random walk, except that transitions occur at random rather than fixed
times. The parameters A; and puj are respectively called the birth and death rates.
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If the buffer has emptied at time ¢, it remains empty as long as the drift is negative. We let
n[Z(t)] = ry, given that Z(¢) is in state k € N, where N denotes the state space (in case of
a finite space & = {0, 1, ..., N}). We shall assume throughout that r;y # 0 for all states. We
shall also assume that r, > O for at least one k € N, since otherwise, in the steady state, the
buffer is always empty.

We denote by py the stationary probabilities of the birth—death process. When the capacity
of the buffer is infinitely large, in order that a stationary distribution for X (¢) exists, the mean
drift ) ren PkTk should be negative. We let

NT={keN|rn>0 and N ={keN |r <0}

with T U N~ = N, since we assume that the drift in each state is nonzero.
Setting
Py(t, x) = Pr[X (1) < x, Z(t) = k], x>0, keN,

the Kolmogorov forward equations for the Markov process [X (t), Z(t)] are given by

d P 0Py
o + ko = Ae—1Pr—1 + g1 Prr1 — (A + i) P, keN.

For the stationary distribution Fy(x) = lim;_, oo Px (¢, x), we have
reFy = M1 Fio1 + it Fropr — O+ ) F, keN. (D

Since the buffer content is increasing whenever the drift is positive, the solution to (1) must
satisfy the boundary conditions

Fi.(0) =0, ke NT. ()

This means that there is no probability mass at x = 0 if the drift takes you away from the
boundary. Also, we must have Fj(00) = pi for k € N, as this is the marginal distribution of
the regulating process Z(¢). The values of Fj(0) for k € N~ are not a priori known. The ‘half’
boundary conditions, (2), make these problems difficult.

The purpose of this paper is to continue our asymptotic analysis of fluid models using the ray
method [6], which we successfully applied in [4] to the model first studied by Anick er al. [2].

The paper is organized as follows. In Section 2 we state the basic equations. In Sections
3—7 we analyze these in various ranges of the state space x > 0, k > 0. In Section 8 we study
the marginal distribution. Finally, in Section 9 we summarize and interpret the results.

2. Problem statement

Let &/ = {0, 1,2, ...}, and let the parameters A and u be constant, with Ay = A, uo = 0,

wr = ufork # 0, and
A
p=—<1. (3)
w

The drift is taken as ry = k — ¢, where ¢ represents the output rate of the buffer. We assume ¢
to be a positive noninteger number. This model corresponds to a fluid model modulated by the
standard M/M/1 queue.

The forward Kolmogorov equations for Fi(x) are then

(k — ) F{(x) = AFg—1(x) + uFiy1(x) — (A + ) F(x), k>0, 4)
uFy(x) = AF_1(x), (5)
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with boundary conditions
Fr(0) =0, k=1+|cl, (6)
and limiting distribution
Fr(oo) = (1= p)p*, k=0, )

where p is as defined in (3). Here, (5) defines F_j(x) and this condition is equivalent
to —cF(;(x) = uF1(x) — AFp(x). Since the buffer capacity is infinite, we need the stability
condition

—<c, o p<l-— .
I-p c+1

A related model, with rp = p9 < 0 and rp = p > 0, was studied in [1], [3], and [18],
where a spectral representation of the solution was obtained. The same model was analyzed
in [10] using continued fractions. The general case, with arbitrary ry, @y, and Ag, was studied
in [7] and [17] using a family of orthogonal polynomials. The fluid queue driven by a general
Markovian process was analyzed in [13]. A numerical method was presented in [8]. The full
transient solution was considered in [14].

We shall analyze this model directly by using the differential-difference equation, (4),
satisfied by Fy (x). After appropriate scalings of k and x, we analyze this equation asymptotically
for ¢ — oo, using singular perturbation methods. We also carefully treat various boundary and
corner regions of the state space {(x, k): x > 0, k > 0}, and indeed we show that their analysis
is needed in order to obtain the asymptotic expansions away from the boundaries.

3. The ray expansion

To analyze problem (4)—(7) for large ¢, we introduce the scaled variables y and z, with
X = cZy, k = cz,and z, y = O(1). We define the function G(y, z) and the small parameter &
by
Fr(x) = G(xe* ke) = G(y,2), e=c !,

and note that Fy+1(x) = G(y, z £ ¢).
Then (4) becomes the following equation for G (y, z):

G
e(z — 1)@(% ) =AG(y,z—¢&)+uG(y,z+¢ - A+ Gy, 2), (8)

and (6) implies that
G(0,2) =0, z> 1.

Also, from (7) we have
1
Fi(00) = G(00,2) = (1 — p) eXP(gzln(,O)), z>0. ©

To find G (y, z) for small ¢, we shall use the ray method. Thus, we consider solutions which
have the asymptotic form

1
G(y,z) ~¢" eXp<g‘l’(y, z)>K(y, 2), (10
where v is a constant that must be determined. Using (10) in (8), with

1 1 1
g\p(y, zte)= v + W, + 5 Vet + 0(?),
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dividing by exp((1/e)W¥(y, z)), and expanding in powers of ¢, we obtain the eikonal equation
for ¥ (y, 2),
ud—e) + a1l —e ) +(z—-Dp=0, (11)

and the transport equation for K(y, z),

(ne? — )\e_q)% + (1 - z)% + la—q(ueq + 1 HK =0, (12)
0z dy 20z
where p = W, = d¥/dy and ¢ = W, = dW/9z. To solve (11) and (12), we use the method
of characteristics, which we briefly review below.
Given the first-order partial differential equation §(y, z, ¥, p,q) = 0, we search for a
solution W (y, z) by solving the following system of ‘characteristic equations’:

9
y=5§=&w =%,  P=-B8 — S,
qg=-%.—q%v, ¥ =pF,+4q5,

where we now consider {y, z, ¥, p, g} to all be functions of the variables s and ¢, with ¥ (s, ) =
W(y, z). Here t measures how far we are along a particular characteristic curve or ray and s
indexes them.

For the eikonal equation, (11), the characteristic equations are

y=z-1, (13a)
z=2xre" 7 — pe?, (13b)
p=0, (13¢)
§=—p, (13d)
V= pz—1) +qre™ — pe?). (13e)

The particular solution is determined by the initial conditions at + = 0. We shall show that,
for this problem, two different types of solutions are needed; these correspond to two distinct
families of rays.

Setting p|;=0 = s and ¢q|,=¢0 = B, and solving (13¢c)—(13d) yields

p=s, q = B — st, (14)

so that p is constant along a ray.

3.1. The rays from (0, 1)

We now consider the family of rays emanating from the point y = 0, z = 1. Evaluating (11)
att = 0 we obtain
ud—eB®)y+ra-eBy=0,

so that B = 0 or B = In(p). From (13b) and (14), with the initial condition z(s, 0) = 1, we
obtain

z= %()»e_B(eSt —D+pefEe™ —1)+1. (13)

From (13a) we have
)'}(S’O) =Z(S,O)_ 1 =0
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FIGURE 1: A sketch of the rays from (0, 1).

and
$(s,0) = 2(s,0) = re B — pe®.

Thus, we have

. A—u<0, B=0,
V(s,0) =
uw—xi>0, B=In(p).
Using the initial condition y(s, 0) = 0 and expanding in powers of ¢, we obtain
/2
y(sat)wj}(S,O)z, t_)09

and in order to have y > 0 for ¢ > O (i.e. for the rays to enter the domain [0, co) x [0, 00)),
we need to choose B = In(p) with B < 0, since p < 1. Integrating (13a) and using (15), we
conclude that

Y(s, 1) = siz(u(e” — st — 1)+ A(l — st —e™51Y), (16)
1
2(s, 1) = ;(u(e‘” —D+Are™ —1)+1. (17)

This yields the rays that emanate from (0, 1) in parametric form. Several rays are sketched in
Figure 1.

For ¢ > 0 and each value of s, (16) and (17) determine a ray in the (y, z)-plane, which starts
from (0, 1) at# = 0. We discuss a particular ray which can be obtained in an explicit form. For
s = 0, we can eliminate ¢ from (17) and obtain

-1’

y:YO(Z) = m, SZO,ZZI, (18)
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and along this ray, ¢ and z are related by

(Y0, 2) = To(z) = —
u

1
5 s=0,z>1 (19)

For s > 0, we have both y(s, t) and z(s, t) increasing for t > 0. For s < 0, the rays reach a
maximum value in z at t = 7}, where

1
Ti(s) = = In(p), s <0,
2s

and we have

1 1
y(s, ) = s—2<)» - - 5()\ +/L)ln(,o)>,
1
(s, T) = ;(Z\MM —(A+w)+1.

From (13a) we see that the maximum value in y is achieved at the same time that z = 1, and
that occurs at t = T, with

1
Tr(s) = — In(p), s <0,
S

and )
y(s, Tr) = S—2(2(k — @) — (A + w)In(p)).

Inverting (16)—(17), we can write s = S(y, z),t = T(y, z), and

Y(y,2) =¢[S(y,2), Ty, 2], K(y,2) = K[S(y,2), T(y, 2]
‘We will use this notation in the rest of the article.
3.2. The functions ¥ and K
From (13e) we have

U = pe’ (1 +In(p) — ts) + 2e (1 — In(p) + t5),

which we can integrate to obtain

% Ao
Y(s, t) = ;6”(2 +1In(p) —ts) — e (2 — In(p) + ts) (20)

A
+ (s, 0) - %(2 +1n(p)) + <2 = In(p)).

Obviously, ¥ (s, 0) = ¥ is a constant, since all rays start at the same point. Setting s = 0
in (20) and using (19), we obtain ¥ (0, 1) = Yo 4+ (z — 1) In(p) and, therefore, taking the limit
as t — 00, we obtain W (00, z) = Y9 + (z — 1) In(p). On the other hand, from (9) we have
W (o0, z) = zIn(p) and we conclude that Y9 = In(p).

Solving for €% in (16)—(17), we obtain

, s , s
eét:l+ﬁ(z—l+ys+t()\+/¢)), e ! :l+ﬁ(z—l—ys—t()\+u)). 1)
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Replacing (21) in (20), we obtain
¥ =2ys + (In(p) — st)(z — 1) + In(p).

We shall now solve the transport equation, (12), which we rewrite as

oK K 19
=D 4 e — pe) = = 2 (et + re K.
ay 0z 2 0z
Using (16) and (17) in (23), we have
K 1 dq _
— = ——(ue? + 2e"HK.
o 25 M e

(22)

(23)

(24)

To solve (24), we need to compute dg/dz as a function of s and ¢. Use of the chain rule gives

ot ot 0z ay
dy 9z | 1| 8s  as
as  0s J dz  dy
dy oz ot o

)

where the Jacobian J (s, ¢) is defined by

dydz 9dyodz 1(_0z 2
e P A P s< 5) ~ @D

Using (25), we can show after some algebra that
dg 2y
iz J’
while (21) gives
ued +re ™ =pu+ x4+ (z—1)s.

Thus, the transport equation, (24), becomes

LK Y s rt =Dy
Ko " cT Y

Using (16) and (17) in (26), we have

o _ WA+ @z —1)s)
- = = — — S).
ot s 0t? YK ¢

Combining (28) and (29), we obtain

1oK  19dJ
K ot  2J ot’
whose solution is
KGs. 1) = R0
’ VI D’

where K(s) is a function to be determined.
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From (26) we have

3
J(s, 1) = (u? — AZ)% +0@h), t — 0. (31)

Since the Jacobian vanishes as ¢t — 0, the ray expansion ceases to be valid near the point (0, 1),
where a separate analysis is needed.

So far we have determined the exponent ¥/ (s, ¢) and the leading amplitude K (s, t) except
for the function Ko(s) in (30) and the power v in (10). In Section 4 we will determine them by
matching (10) to a corner layer solution valid in a neighborhood of the point (0, 1).

3.3. The rays from oo

Denoting the domain in the (y, z)-plane by
@ =[0, OO) X [09 oo)’

we must determine what part of © the rays from oo fill. The expansion corresponding to these
rays must satisfy boundary condition (9). Thus, we have

p(00,2) = poo =0,  ¢(00,2) = goo = In(p),
while (13a)—(13b) yield equations for the rays yoo(#), Zoo(?),
Voo =Zoo — 1, and Zoo=p — A, (32)
or, eliminating ¢ from system (32) and writing yoo (f) = Yo (2), we obtain
are -l
dz w— A

Solving (32) subject to the initial condition Y (z0) = yo, where yg x zg = 0, we obtain

(33)

Yoo (D) = 0 + ——— (2 = 1)? = (z0 = 1))
00 Yo 2(“ ) 0 .

From (33), it follows that the minimum value in y occurs when z = 1. Hence, for y to be
positive, we must have

(zo — 1)*
> — =

2(pn —A)
where Yy (z) is as defined in (18). Therefore, the rays from oo fill the region given by

Yo Yo(z0),
R={0=<y,0=z=1U{Yo(x) =y, 1 =z} (34
The complementary region,
RE={0=y <Y, 1=z

is a shadow of the rays from co. In R€, G is given by (10), as only the rays from (0, 1) are
present (see Figure 2). In region R, both the rays coming from (0, 1) and the rays coming from
oo must be taken into account. We add (9) and (10) to represent G in the asymptotic form

1 1
G(y,2) ~ (- p)exp(;zln(p)) + & exp(;lll(y, z))K(y, 2), (y,z2) € R. (35

We can show that z In(p) > W(y, z) in the interior of R, so that G(y, z) ~ G (o0, 7). However,
in R we can write (35) as G(y, z) — G(00, z) ~ " exp((1/e) ¥ (y, 2)K(y, 2).
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FIGURE 2: A sketch of the rays from oo.

4. The corner layer at (0, 1)

We determine the constant v in (10) and the function Ko(s) in (30) by considering carefully
the region where the rays from (0, 1) enter the domain ©, and using asymptotic matching. We
introduce the stretched variable /, the function Fl(l), and the parameter o defined by

Fe(x) = Gi(x.k—c+a) = FP (),

l=k—c+a, —-oo0<l<oo, a=c—|c], O<a<l. (36)

Note that « is the fractional part of ¢ and / takes on integer values. Use of (36) in (4) yields the
equation

(1
dF,
I (1)
(I —a) F wE

Also, (6) gives the boundary condition

+ )‘Fz(fl)1 -+ M)FI(I), x>01€eZ. (37)

FPo =0, 1>1, (38)

and (9) implies that Fi(c0) = F\"’(c0) with

1
FP(00) = (1 = p)p!~® exp(g 1n<p>). (39)

For a fixed [ and x — oo, we approach the interior of R, where (35) applies. Thus, (39) is
the asymptotic matching condition between the corner layer and the solution in R. We shall
examine the matching to RC later.

Since problem (37)—(39) is of interest by itself, we solve it in a slightly more general setting
in the next theorem.
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Theorem 1. Suppose that the function ®;(x) satisfies the equation
do,;
(l—a)d—=A¢1+1+C<I>1_1—Bd>1, x>0,1€e7Z,
X
with
B>2VvAC=8>0

and the boundary conditions
@0 =0, [=1,

®(00) = poor!, 1€,

where
Ar’ —Br+C =0.

Then, ®; has the integral representation

q)()_ Cl/2 A
lx—/'l'OOA B

! oy B2 L( + B
X — | ex — — —
i Jy, ST 9 *Ty

0

B B—_AB a—B/0
Ji— — — de
<aeasnn(5)(P57)

and the spectral representation

Dy (x) = poor’

c 1/2\/K°° (+1—a) (B—A\/T
_“°°(2> B ( p )

B—-A
X exp(ij + —) Jljl(
0

865

(40)

(41)

(42)

(43)

(44)

where Br is a vertical contour in the complex 0-plane on which Re(6) > 0, I'(-) denotes the

gamma function, J, (-) is the Bessel function of the first kind,

A =+/B2— B2 =/B2-4AcC,

and
6'— '—01
J ] N J s by oo

Proof. Equation (40) admits the separable solutions
@) (x) = e Iy (6)
if h;(0) satisfies the difference equation

Ahjy1 4+ Chi—1 = (I — x)0 + B)hy.
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Setting
c\!?
h@@)=|— H;(0),
1(0) <A> 1(6)
we see that 9
Hy+H- = E((l —a)f + B)H,. (46)

The only solutions to (46) which have acceptable behavior as I — oo are of the form

Hi(0) = Ji—a+B/0 (g)

If (45) is not to grow as x — oo, we need 6 < 0. But, except when v is an integer, the Bessel
function J,, (-) is complex for negative argument. Therefore, we need

B
— + 5 - _1’ _2’
or
B .

It follows that the general solution to (40) takes the form

Cc\!/2 8
D;(x) = ®;(00) + (Z) Zaj exp(¥x)Ji—a+B/6; <E>

Jj=0

or

1 c\/2 B B

(Dl(.x):/j,oor + (Z) j;)a] eXp(-mx)Jl_l_j<_E(]+l _Ol)>, (48)

where the coefficients a; in the above (spectral) representation remain to be determined. Taking
the Laplace transform

d;(0) = / e P (x) dx
0

of (48) we obtain

d,(0) = rll+ ¢ 1/22 % Jiti— E('—l—l—a).
! Heollg T\ A 0+ B/(+1-a) =\ gY

Thus, the only singularities of <i>1 (0) are simple polesat = O and 0 =6, j > 0. Itis well
known thaE the gamma function I'(z) has simple poles at z = 0, —1, —2, . ... Hence, we shall
represent ®;(0) as

12
y(0) = (9> 1r(5 b1 a> Jla+3/9(é)f(9), 49)
A 0 0 0

where f(0) is chosen such that

B
F(; +1- a) Ji—a+B/0 (g)f(Q)
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is analytic for Re(d) > —B/(l — «). Taking the Laplace transform in (40), we obtain the
equation
(I —a)0®;(0) = AD11(0) + CP;—1 () — BD;(0), 1>1,

which is satisfied by (49). By the inversion formula for the Laplace transform, we have

c\'"* 1 wl (B B
D;(x) = <Z> %/]‘Sre 95F<5 +1 —a>J1a+B/9 (5)f(9)d9-

Since the residue of &31(9) at & = 0 corresponds to ®;(0c0), we must have

c\"? /B B ;
1 r 5—}—1—0{ Ji—atBjo ) f(O) > poor’ ash — 0.

Using the asymptotic formulae (z — 00)
[(a+bz) ~ V2me P (b) 712 b >0, (50)

and

Jatbz (cz) ~

b — /b2 — 2\t
exp(zv b? — 02)<—C) , b>c>0,

1
V2w z(b? — )4 c
(51)

in (49), we see that

B B _ B—A\'/B—AB\B% [B
M(=+1—-a)J_ D) ~ea-Byo — —, 60,
(0 " “) ! "‘“”9(9) ¢ B R T

or, using (42),

B B A\'"?/B—AB\?% [B
M(=+1—-«a)J_ E)~e@=B/0, 2 = =, 6 — 0.
(6 + 0!) 1 ot+B/0<9> e r C B 0 A -

Therefore, we write

A ~
1) = Moo\/;eXP(T(O))f(G),

B—A (B B—AB
TO) =— —(5—01)111( p 5), (52)

and f(0) is entire, with f(0) = 1. By combining the preceding results we have

A/C\"* 1 ,1 (B B .
Dy(x) = poo E(Z) py /Br e’ 5F<5 +1- Ol> Ji—a+B/o (5) exp(Y(9)) f(0) do.
(53)

where

Boundary condition (41) implies that

lim [0;(6)] = 0, 1>1,
09— 00

and using the asymptotic formula

z\" 1
_>— z—>0,v£—-1,-2,...

(@)~ (2 Tw+1)
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in (53), we have

1 (B 28
r <5 +1-— a) Ji—a+B/6 (7) exp(Y(9))

0
NN T —a) B\ (rB\*
~ = — | =) =) . 0 — oo.
0 Frd—a+1)\2 C
Setting [ = 1, we obtain B
f©) =0(0), 6 — oo,

and Liouville’s theorem forces f (0) to be a constant. Since f (0) =1, we have f ) =1.
Thus, (53) becomes

@10 = ey 2(€)
(X)) = Moo B\

1 wl (B B
X — (e —r<5 +1-— oz) Jl_a+3/g<5> exp(T(@))) do, (54

2mi Br 0

and we obtain (43). The coefficients a; in spectral expansion (48) are determined from (54) by
applying the residue theorem. Noting that

1._(B (=1)/
Res| -I'=+1-a), 0=0;|= ———,
0 0 (G+1—a)j!

we obtain

= A(C\” 6 b Jj p (6 i >0
aj = oo B\2 exp(x j)m l—a+B/b; a exp(Y(0;)), J =z V.

Using (47) in (52), we obtain

B—A\(B—-A\" i
eXP(T(9j))=exp( 0 >< 5 ) (@ —j—=1D/",
J

and (44) follows.
For the problem (37)-(39), we have

A=pu, B=A+4pu, C =2, r=op,

c—a (55)
oo = (1 = p)p"7%, A=p—A4,
and, therefore,
F(l)(x) — (1 _ ,0) M= )\'IOC—(X+1/2
I Y
1 1_ /A
x—,/ e — ﬂ—}—l—ot
2mi Br % 0
2/ A
X Jl—a+(k+/4)/6< ) eXP(A(9))> do, (56)
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2\ A A
AO) = = — (2R i SR,
0 % 0
Also,
1 _
Fl( )(x)=(1 _p)pc a+l/2
12 (J+1—Ol)j
X f—
=y

4 2X 2/
xp(”l)/zexp(xl?j—f-;)h j— 1( Y >> (57)
J

J

where

where
At

B = -,
j+l—«
This completes the determination of the spectral and integral representations of F, l(l) (x) and,
hence, the leading term for Fj (x) in the corner region.

Jj=0.

4.1. Matching the corner and R regions

In this subsection we shall determine the function K (s) in (30) and the power v in (10). We
begin with the following result.

Theorem 2. With the same hypothesis and notation as in Theorem 1, let Q2 be defined by

2Ax ) (58)
= —a)? = 0(1).
Then,
Dy(x) ~ rl —2 (1—52)_1 x—> 00,1 — 00 Q—1
) Moo 37A( — ) , s , .

Proof. We set
0 =¢0, n=(—-—a)+B=(z—-1)0O+ B, n,®=01), n,0 >0,

and using (51), we obtain

AR | (1= VB
J”/“‘"”<5> JE(nZ—ﬁz)l/‘*eXp(% "_ﬁ>( B )

e® 1 n—pm
27 p(n) eXP(@(}?(n) + nln<—ﬂ ))) e — 0,

p(m) =vn*— B2, p(B)=A

where

Use of (50) gives
B B B B\ !/«
M= 4+1-a)~+2 (=) =1) )= ,
(s@ - "‘) ”e’“’(s@ ( “(s@) ))(s@)
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and from (52) we have

B—A B B—AB B—A B\*
exp(T(s@)):exp( - —£1n<75>><7£) .

Therefore,
J — I —=+1—-« (T (e®))
o ex £
n/(€©) e® e® P

B (B — A\“ 1 n— pmn) B— A
~ f— —— — In| —— | — A—-BIl .
() (s (o emm(1) -a-on(55)))

(59)

Using (59) in (54) yields, in terms of z and €2,

a\/_ C (z—1)/(Q2¢) 1 1 1 1
D(x) ~ poor A(z) 2 o n_—BW eXP(g(Z — 1)8(’))) dn, (60)
where
— B)Q 1 - B— A
g =" n_B(p(n)+nln<—n g’(’”) —A—Bln( ; )) (61)

and Br’ is a vertical contour in the complex plane with Re(n) > B. For ¢ — 0, with Q fixed,
we can evaluate (60) by the saddle point method to obtain

CVIN c\e b € 1 1 * !
D(x) ~ poor A(z) mn* —_ B exp(;(z ~ Dstn ))W

where the saddle point n*(€2) is defined by g’(n*) = 0. Note that n*(2) > B for Q < 1, i.e.
the saddle point n*(£2) lies to the right of the pole at » = B and the integrand is analytic for
Re(n) > B. Taking the derivative of (61), we find that

/()—£+;<A+Bln<ﬂ)— ()) (62)
ST T By n—pm) ")

and we observe that g’(n*) = 0 if n* = B and Q = 1, which implies that *(1) = B. To
determine n* for  ~ 1, we use (62) and an expansion of the form

Q) ~B+a(Q-—D)+a@—-D*4+a(Q—-1)34---. (63)

Using (63) in (62) and expanding the latter in powers of 2 — 1, we find that

3A2 270,
-2 =— A% —3B?),
a 2B @ =35 )
and
B—A 3A B
* ~ 1 _ = Q _ 1 2’ " * ~ [
gm’) n( 5 ) 8B( ) (1 IA3
1 2B @ — ! 1 1
n*— B 3A2 ’ p® VA
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from which we conclude that

@A@»v—umﬂJ——Qgi——az—lr*. (64)
3 Al — @)

Using (55) in (64), we obtain, for x, ! — oo with Q — 1,

1 1 zIn(p) 2(n + A)e -l
Fy o (x) (1 P)eXP( - >\/3n(,u—)»)(z—l)(g2 D= (65)

This must agree with the behavior of the ray expansion in RC as (y,z) — (0,1). Next we
evaluate K and v in (10) near the corner (0, 1). From (17) we have

z—=1  @E=D*wu+n

t~ ot. 66
w—n  2w-nd 7 (©0
Using (66) in (16), we obtain
=D @@=+ N
~ — 5, s — 0",
2(n—2) 3(n—2)
or, using (58),
3(u—1)2 Q-1
O A Gt 1 1 67)

2 (u+r) z—1°
We expand (20) for small 7,

Vs, 1) ~ In(p)(1 + (u — M), t— 0,
which taking (66) into account gives
Y (y,2) ~In(p) + (z — 1) In(p), z—> 1,

in agreement with the exponential part of (65).
From (30) and (31), we obtain

/ 3
K(S,I)NK()(S) m, t—)O,

or, using (66) and (67) in the above,

3(u—r?Q-1 3(u—A)3
0~ ko SUTIIRTD) [T e

Matching the algebraic factors in (65) and (68) yields

w—rl—p

Ko(s) = —

andv = % This completes the determination of the asymptotic solution corresponding to rays
from the point (0, 1). To summarize, we have established the following result.
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Result 1. The solution of (8) is asymptotically given by
1
G(y,2) ~ x/gexp<g‘1’(y71)>K(y,Z) in R, (69)

G(00,7) — G(y,2) ~ —«/Eexp(élll(y, z))K(y, 7) inR, (70)

with

1
G(o0.2) =1 —p) exp(gzln(p)>,

(z — 1)?
R={0=<y,0<z=<=1}U{Xp@) <y, 1<z}, Yo(z)zm, z>1,
W(y,z) =¥ (s, 1) =2ys + (In(p) — st)(z — 1) +In(p), (71)

K(y, ) = K(s, 1) = IZ:J—(”)T”, (72)

where (y, z) is related to (s, t) by (16) and (17), and J (s, t) was defined in (26). We note that
s < 0in R, so that the right-hand side of (70) is positive. This gives the leading term for the
probability
Pr[X(oo) sx=2 Z(co) =k = 5]
e e
that the buffer exceeds x = cy. In the corner range where (36) applies, the leading term is

given by (56) or (57).

5. Transition layer

We shall find a transition layer solution near the curve y = Yy(z), defined by (18), which
separates R and RC. Onthis curve s = 0 and, hence, (72) is not valid because K(y, z) is infinite
there.

We introduce the new function Li(x) defined by Fi(x) = Fi(c0)Lk(x). Then, for Li(x),
(4) yields the equation

(k—c)L, = uLg—1 + ALgt1 — (A + )Ly,

and boundary condition (7) becomes Ly (oc0) = 1.
In terms of the variables y = e2x and z = ek, the function LV (y, z) = Ly (x) satisfies

oLM

e(z—1) (yv,2)=ulP(y,z—e)+ ALV (v, z+6) — A+ LDy, 2),

dy

and, therefore, as ¢ — 0,

aLW aLW A 92L M 3L
(A=) + l ( e 82>.

-1 —
@=D= 9z 2 02 ¢

Introducing the stretched variable o, defined by

(z—1)?
y:Yo(z)+ﬁQ:m+ﬁQ,
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and the function L® (0,2) = LM (v, z), we obtain, for L@ (0, 2), to leading order, the diffusion
equation
LD (A4 p) 5 82L(2)
A — + -
===+ 5@ D)
To solve (73), we assume that L3 (0, 2) is a function of the s1m11arity variable V = o/r(2),

and let £(V) = L@ (o, z), where r(z) is not yet determined. From (73) we obtain

=0. (73)

—(A—wr@r'@ve + (( + M))z( —1)%g" =0, (74)
and Li(oc0) = 1 gives £(co) = 1. We can eliminate z in (74) by choosing r(z) to satisfy the
equation

A
—( = wr@r'z) = —(; j:))z (z— D> (75)

We choose r(1) = 0, which is necessary for matching the transition layer with the corner layer
solution, (56), and solve (75) to obtain

I e . V7
r(z) = 3(’“_)\)3(2 1)°/=.

Now (74) becomes £” = —V £/, with solution

£(V) = l(l—i—erf(\}/i)) J_/ exp(——u2>du,

since £(oc0) = 1.
Thus, the transition layer solution for y — Yp(z) = O(y/¢) and z > 1 is

Fk(x)~(1—p)p’<1 1 +erf v (76)
2 V2

— Y 3(n—2)3
y \/EO(Z) E(l;+k)(z_l)73/2'

We can show that if (76) is expanded as

_ Y- Hk@ Yo(Z) o
r(z)f '

the transition layer matches to the ray expansion in R, as given by (69), corresponding to rays
emanating from (0, 1).

with

Viy.2) =

6. The boundary layer at z = 0

The ray expansion in (70) does not satisfy the boundary conditions in (5). Thus, we
re-examine the problem on the scale z = O(¢) (k = O(1)), with y > 0. We consider
solutions of (4) which have the asymptotic form

1
Fi(x) — Fr(00) = 2 (y) — Fy(00) ~ " exp(gwy, 0)) K2 ). (77)
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Using (77) in (4) and expanding in powers of ¢ gives, to leading order,
3 3 3
0=AK, + 1K + (Wy(y,0) — (L + )KL,

or, using (14),

0=k +uk + (5. 0) = O+ WK, (78)
and from (5) we obtain
pkC) = k. (79)
From (17) we have, along z = 0,
HEY) + A7 () + 8. 0) — (A + ) =0, (80)
where
§(y) = exp(S(y, 0)T(y, 0)), (81)

and, therefore, we can rewrite (78) as

AL pe () + £(). (82)

Since S(y,0) < 0and T (y, 0) > 0, we see that 0 < £(y) < 1 for all y. Using (81) in (16), we
have

HEY) — AT )+ A —p— A+ ) InER) = S2(y, 0)y,
which combined with (80) gives
(I=NHo—A=8&—(p+DInE) = pu((1—&Hp+ 1 —8)%y. (83)

Solving (82) subject to (79), we obtain

-1 -
KD () = (f(“;)é—](y)sk(y) + pks‘k(y)>1<<y>,

with K (y) to be determined, and, hence,

@3) _ R’ l E(y)—1
FO(3) = Fi(o0) a3exp(8wy,0>)<—l_ T0)

Setting k = z/¢ and Fk(3) (y) — Fr(00) = G (y, z) in (84) and letting ¢ — 0, we obtain

£ () + p"s—km)k(y). (84)

1 1 -
GV (y,z) ~&” exp(g\lf(y, 0) + ngﬂ(E:j))K(y)

or, using (14),

" " 1 1 0w -
G (y,z) ~e exp E‘I’(y,O)Jrgza—Z(y,O) K(y). (85)

From (22), (26), (70), and (81), we have
1 1 0w w—A
G(y,2) —G(00,2) \/Eexp(g‘lf(y, 0) + gZa—Z(yv 0))“ m(l —p) (86)
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as z — 0, with

W(y,0) =2yS(y,0) +In(¢(y)) <0, Jo(y) = 2<ué(y) - —)y -1<0,

A
£(y)
S, 0) = (A + ) — uE() =257 < 0.
Matching (85) and (86), we conclude that

_1 K(v) = p—A 1—
V3—§, ) = m( P).

Therefore, for k = O(1) and y > 0, we have

1
F (v) — Fr(oo) ~ «/EGXP<;‘I’(Y, 0)>(1 —pP)

5()’)—1 k ko —k ) ,U.—)L
X(l—ps—l(y)é M +p7E70) \ 22005, 0)°

where £(y) is defined implicitly by (83).

7. The boundary x = 0

875

For x = 0 and k < |c], the values of Fj(0) can be computed from the ray expansion, since
Fr(0) — Fr(00) ~ /eK(0, z) exp((1/)¥ (0, z)) is well defined. For x = 0 and k > [c]| + 1,
we have F;(0) = 0 by (6). We now examine how this boundary condition is satisfied by
considering the scale y = O(¢) and z > 1. Note that this part of the boundary is in the region

RC.
From (17) we have

z > 1.

oSt — (z— 1)S+,LL+)\—|—\/((Z— 1)S+M+)“)2_4)"M
21 ’
Using (87) in (16), we obtain

z—1
S(y,2) =

1 U 2
+ — + M) Inl ——=y | +21 )+ O(yIn y),
p— ((u ) <(Z 12 y) ) (yIn”y)
and using (88) in (87), we obtain

(z—1)?
Ly

1
T(y,z)=z_11n< )y+0(y21n2y)

fory — 0t and z > 1.
Using (88) and (89) in (71) and (72), we find that

U(y,z) ~¥(y,2)
_ B Ay
=In(p) + (z 1)<ln<(Z — 1)2> + 2)

1 ny
+z—1<(k+“)ln((z—1)2>“_“>y’ v 0
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Hence, we shall consider asymptotic solutions of the form
o 1 =
Fi(x) ~ & exp| —W(ex, ek) | K (u, ek), 91)
e

where u = ex, u = O(1), and o and I%(u, z) are to be determined. Using (91) in (8), we
obtain, to leading order,

K Ak -
z—1)— 4u—+K =0. 92)
0z Ju

The most general solution to (92) is

~ 1~
K(M, Z) = _k(E)’ E=
u
Hence,
- 1. 1~
Fr(x) ~Gu,z) =¢° exp(;lll(eu, z));k(E). (93)

To find k(E) and o, we shall match (93) with the corner layer solution, (56).
Recalling that] —«a = (z — 1) /¢ and using the asymptotic formula (51), we obtain, as ¢ — 0
with 6 fixed,

2/ U €
Je—v/erarmp\ —g— | ~ 21z — 1)

z—1 A4p Juhes A+
xexp<< . + 0 >ln<9(z—l)>_ 5 > (94)

Using (94) and writing (56) in terms of u = ex and z = 1 4+ (I — )&, we have

- A 1
FP) ~ 1= p) Zﬂexp((Z; —%)wm),/ﬁ
1 1 ué z—1 A4p ke
X o Br<5eXp<?+( : T )ln<9(z—1)>>

A A— A A
X F(% +1 —oc) exp(TM - (% —a) ln< p%))) de.

(95)

To evaluate (95) asymptotically as ¢ — 0, we shall use the saddle point method. We find that
the integrand has a saddle point at 6 = &, so that

Il—p 1 1 _/A+pu

(1)

F ~g(l — e, 1—
7 (x) ~e(l—p) 7 mn S ( — + a)

1 B [ re? A
xexp( nip) +u?ln<;25>+aln< i“))

At P 2,
1 — ). 96
Xexp( g n(Eu<p+1>>+ :> 00
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Writing (93) in terms of & and matching with (96), we obtain 0 = 1 and

- Il—-p 1 1 A+ wu
Glu,2) =e(l — ——T -
o=l =P o ( -1 “)

In(p) z-—1 reZeu A+ pu
xexp( A + A ln((z_l)z)—i-oeln(—z_l ))
e 2Au
Xexp( -1 1“<(p+1><z—1>>+z—1> ezl 00

Note that from (97) we have G (u, ek) = O "}y asu — 0,k > |c] + 1.

8. The marginal distribution

We shall now find the equilibrium probability that the buffer content exceeds x,

M(x) =Pr[X(c0) > x]=1— Y F(x)
k=0

for various ranges of x.

8.1. Approximation for x = O(1)

In this region we shall use the spectral representation of the corner layer solution. Using the

generating function
oo

i_ x( 1
Z Ji(x)z _exp<§<z z>>’

i=—o00

in the form
1-p G 25
expl ——( +1— = G+D E Ji—¢i (—— +1-— 1,
p<,0+1(] 0‘)> (\/5) = I—(j+1) ,O—i-l(J a) (\/ﬁ)

we obtain, from (57),

Mx) ~ M (x)

. 1—0p
= (1 - c—a+1
(I=pp ‘/—1+p

(G+1-—a) i XA+ w) 1-3p .
- — 1-— . 8
XZ 7 o’ exp j+1—a+p+1(]+ o) (98)

Jj=0

8.2. Approximation for x = 0E2)=0(>

We shall now use the asymptotic solution in region R, as given by (70). We have

s 1 [ 1
Mx)~MPy) == "GO,k ~——/ (-qf , )]K . 7)dz. 99
(x) ) kZ:(j) (v, ke) 7 ), el 0, 2) |K(y, 2) dz (99)
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To evaluate (99) as ¢ — 0, we use the Laplace method. From (14) we obtain
V. (y,2)=q=0 <<= st=In(p),

and, therefore, the main contribution to (99) comes from z = 1 and we obtain

NG
vV =W (v, D

Using (87) in (26)—(27) and (71)—(72), we obtain

_ Sk, D o l=p =S D
Yooy, D= P Ky, D= 350, 1)‘/ Zy (100)

W(y, 1) =2yS(y, 1) +1In(p),

@ 1
M (y) ~ — eXp<g‘I’(y, 1))K(y, D).

while (16) gives

¢
S D =-—x,
where
¢ =+20.—p) — (A + @) In(p).
Thus,

-2l - 1
M (y) ~ MT g’) exp(;(—zcﬁ +lnp>>.

9. Summary and discussion

In most of the domain ® ={(y, z): v, z > 0}, the asymptotic expansion of F(x) = G(y, z)
is given by

G(y,z2) ~ ﬁexp(élll(y, z))K(y, z) inR€

or
G(0,7) — G(y,2) ~ —ﬁexp(%lll(y, z))K(y, z) inR. (101)

If we consider the continuous part of the density, given by
oG
@) = F@) = 55000, x>0,

the transition between R and RC disappears, and we have

1 1
fex) ~ Wy (y, 2) exp(g\wy, z))K(y, ) =¢"? eXp<g¢(s, r))sK(s, n.  (102)
everywhere in the interior of ®©. Note that K(y, z) becomes infinite along y = Yy(z) (i.e.s = 0),
but the product ¥, (y, z) K(y, z) remains finite.

The asymptotic expansion of the boundary probabilities F; (0), k < |c], can be obtained by
setting y = 0 in (101). This expression can be used to estimate the difference

Fi(00) — Fr(0) = Pr|:X(oo) >0, Z(c0) = k = g]
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4%10°8

3x 1078

2x1078

1x108

0

0.0 0.2 0.4 y 0.6 0.8 1.0

FIGURE 3: A plot of £3/2W, (y, 2) exp((1/e) ¥ (y, 2))K(y, z) with e = 0.1, 1 = 0.3145, » = 0.8473, and
z=0.5.

5% 1077
4x107
3x 1077
2x107°

1x107°

0.0 0.2 0.4 0.6 0.8 1.0
y

FIGURE 4: A plot of £3/2W, (v, z) exp((1/e)¥ (y, 2))K(y, z) with e = 0.1, 1 = 0.3145, . = 0.8473, and
z=1.5.

which is exponentially small for ¢ — 0. Also, for a fixed z € [0, 1), fr(x) is maximal at x = 0
(see Figure 3). In other words, if k& < c, the buffer will most likely be empty.

For a fixed z > 1, fi(x) is peaked along the curve y = Yy(z) (see Figure 4). To see this
better, we can use (19), (25), and (26) in (102), obtaining

1— 1
fi(x) ~ 83/27; x () eXP(g(z In(p) — x(2)(y — Yo)z)), 72> 1,

with

(o) = =)
= T ne =
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4%107°

3x 107

2% 107

1x 107
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FIGURE 5: A plot of 53/2\11);()), z2)exp((1/e)W(y, 2))K(y, z) with e = 0.1, A = 0.3145, and u = 0.8473
for y = 0.5 (solid line), y = 0.6 (squares), y = 0.8 (crosses), and y = 1 (circles).

or, equivalently,

2
i) ~ (1 = )t 11O exp(—"(f!c) (x - c%(é)) ) o> 1.

This means that, given k > ¢ active sources, the most likely value of the buffer will be x =
Yo (k/c).

For a fixed x > 0, fx(x) achieves its maximum around z = 1 (see Figure 5). To find an
expression for fi(x) when z is close to 1, we use (100) and obtain, for fixed y > 0,

1—p /¢ _ (z — 1)2
321 TP S 34 _
fibx) ~ e 2 V7’ exP( (lnp 2y 25 (1 — ,\)))

1 e [t ¢(k —c)?
filo) ~ 5= pyp \/; exp( 20/x — zﬁ(u_k)).

or
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