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Abstract

Recent work in social epistemology has drawn attention to various problematic social
epistemic phenomena that are common within online networks. Nguyen (2020) argues
that it is important to distinguish epistemic bubbles from echo chambers. An epistemic
bubble is an information structure that merely lacks information or sources that would
be relevant or important to the user. An echo chamber is a structure in which dissent-
ing opinions are, not necessarily absent, but actively undermined, for example by
instilling attitudes of distrust towards their adherents. Because of this, echo chambers
are thought to be especially difficult to escape. In contrast, according to Nguyen, it is
relatively easy to shatter an epistemic bubble: one simply introduces the missing infor-
mation. In this paper, I argue that it is more difficult to shatter an epistemic bubble
than has been recognised in the literature. The reason for this is the relationship
between epistemic bubbles and interpretative resources. Despite their epistemic draw-
backs, it is comparatively easy to gain knowledge from sources inside one’s epistemic
bubble because agents within a bubble share common ground. In contrast, it can be
very difficult to gain knowledge from sources outside of one’s bubble because interlo-
cutors on the outside are less likely to have the shared context needed to facilitate
communicative success. I argue that this problem suggests a different way to
understand the nature of epistemic bubbles and our prospects for escaping them.

1. Introduction

Social media is not just a forum for keeping in touch with friends and
family, but is now also a primary source of news for many people; as
such, it exerts a massive influence on the information that its users
consume. Most social media applications are, however, ultimately de-
signed to maximise profit, rather than to promote epistemic goods.
Recent work in social epistemology has drawn attention to various
problematic social epistemic phenomena that are common within
online networks. For example, agents interacting through social
media may find themselves in so-called ‘epistemic bubbles’ due to a
combination of their own circumstances, choices, and the algorithms
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that control what content is most visible to them. Epistemic bubbles are
problematic because they lack information or sources that would be
relevant or important to the user. Nguyen (2020) distinguishes epi-
stemic bubbles from a related, more insidious, phenomenon: the
‘echo chamber’. An echo chamber is an environment in which dissent-
ing opinions are, not necessarily absent, but actively undermined, for
example by instilling attitudes of distrust towards their adherents.
These phenomena can serve to stifle the spread of knowledge to those
who need it and may contribute to the phenomenon of knowledge re-
sistance, where information is available to an agent, yet not accepted.
Social epistemologists have begun to develop strategies to
counteract the problematic effects of social media networks (e.g.,
Habgood-Coote, forthcoming; Record and Miller, 2022; Ashton,
2020; Frost-Arnold, 2021). In this paper, I draw on work in philoso-
phy of language and pragmatics to investigate a communicative
barrier to these attempts to epistemically improve our online environ-
ments: contextual discordance. It is well established that an audience
may fail to recover an agent’s intended message if there are disparities
in the interlocutors’ perceptions of the conversational context (e.g.,
Bach, 2012; Carston, 2009; Bezuidenhout, 2002). In the literature,
some authors have begun to explore the distinctive ways in which
these disparities can undermine communication in online contexts
(Record and Miller, 2022; Frost-Arnold, 2021). This paper continues
this trend by arguing that contextual discordance in online commu-
nication presents a special challenge when it comes to escaping epi-
stemic bubbles. Despite their epistemic drawbacks, it is relatively
easy to gain knowledge from sources within one’s epistemic bubble,
where there is knowledge to be had. This is because, by the very
nature of an epistemic bubble, one often shares many contextual as-
sumptions with those inside it. In contrast, it can be difficult to
gain knowledge from sources outside of a bubble because interlocu-
tors on the outside are less likely to have the shared interpretative
and speech dispositions needed to facilitate communicative success.
I argue that this problem suggests a different way to understand
the nature of epistemic bubbles and our prospects for escaping them.

2. Nguyen on Epistemic Bubbles and Echo Chambers

The term ‘epistemic bubble’ is used to refer to a number of related
phenomena in the literature (see Sunstein, 2018; Pariser, 2011). For
Nguyen (2020), an epistemic bubble is a social epistemic structure
that merely omits relevant information, or sources thereof, from an
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agent’s network. Bubbles are formed, not necessarily by a deliberate
attempt to limit or exclude information, but simply because agents
exert some degree of control over who they connect with on social
media; and these people — typically friends, family, colleagues, or
those with whom the agent shares some common interest — will in
many cases have similar beliefs and values to the agent’s own, at
least within particular domains of discourse. Of course, it is not
always the case that we have much in common with family, friends,
and colleagues, but those in our social media networks with whom
we disagree can be easily ‘muted’ to hide their content from our
feeds, leaving only posts from sources that we approve of, or agree
with. Choosing who we connect with online is perhaps not in itself
problematic. However, epistemic problems arise when our online
social networks are also used as significant sources of information
about the world. For many of us, much of the news we are exposed
to comes in the form of online articles and posts that have been
shared by people we have chosen to populate our social networks.
The composition of these networks may differ across social media
platforms. For example, on Facebook, our networks will likely be
dominated by our friends, family, and co-workers; on platforms
like T'witter and Instagram, by contrast, our networks may include
many more members whom we do not know personally (either
online or offline). Where we choose who populates our social media
feeds, the result is a self-imposed filter on the nature of the informa-
tion we consume, which tends to merely confirm, rather than chal-
lenge or extend, our existing worldview. As Nguyen writes, ‘we
impose on ourselves a narrowed and self-reinforcing epistemic
filter, which leaves out contrary views and illegitimately inflates
our epistemic self-confidence.” (Nguyen, 2020, p. 142)

Agents may exert a significant degree of control over what informa-
tion they consume offline too, of course. For example, we decide
which newspapers to read, and we can often avoid talking in person
to the people we disagree with, or about topics that we disagree
over. Thus, social media’s impact on the development of our epi-
stemic bubbles is partly a matter of degree. However, there are also
important differences in kind when it comes to the manner in
which information is selected for our consumption: on many social
media platforms, the epistemic filter that we choose to impose on our-
selves is amplified by algorithms that feed us whatever content best
succeeds in keeping us from disengaging.! Moreover, users are
1" It is worth noting that algorithms do not necessarily feed us content
that is consistent with our beliefs or values in order to keep us engaged.
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typically unaware of how these algorithms work (Nguyen, 2020,
p. 144; Record and Miller, 2013).

Nguyen argues that it is important to distinguish epistemic
bubbles from echo chambers. Echo chambers, on Nguyen’s view,
are social epistemic structures in which contrary information or dis-
senting sources are actively discredited. Following Jamieson and
Cappella (2008), Nguyen claims that the shared beliefs of those
within an echo chamber include reasons to distrust those on the
outside (2020, p. 146). Echo chambers thus serve to prevent uptake
of certain kinds of information. Because of this, unlike an epistemic
bubble, information that conflicts with an agent’s worldview may
in fact exist within an echo chamber. The problem is that this infor-
mation is rejected: it is ignored, devalued, or undermined, and may
even play a role in strengthening the ideology prevalent within the
chamber, and the conviction of its members.

Nguyen argues that these two phenomena have typically been
lumped together in the literature but that it is vital to distinguish
between them because the kinds of harms they cause are distinct
and the ways to counteract their problematic effects will differ
(p. 142).2 Within an epistemic bubble, the problem is mere lack of ex-
posure to information — epistemic bubbles lack ‘coverage reliability’
(Goldberg, 2011): they expose the agent only to information that is
deemed important and interesting by others in the network, but
this does not necessarily include all information that would be im-
portant or relevant for the agent herself. As such, Nguyen suggests
that introducing the missing information — and thus improving
coverage reliability — may be enough to burst a bubble. In contrast,
exposure to new information, on its own, would not enable an
agent to escape an echo chamber as the echo chamber encourages
the agent trapped inside to discredit information from outside
sources. Given this understanding of the differences between these
structures, Nguyen (2020, p. 154) claims that escaping an epistemic
bubble is comparatively straightforward. In contrast, escaping an
echo chamber is far more difficult: dissenting voices will reinforce
an echo chamber, and so mere exposure to information may be, at
best, useless and, at worst, counterproductive.

In this paper, my primary aim is to argue that it is more difficult to
escape an epistemic bubble than has been recognised in the literature.
The reason for this is the relationship between epistemic bubbles,
on the one hand, and the conditions conducive to successful
2 As Nguyen (2020, p. 142) notes, this distinction is a conceptual one:
a social network can exhibit both structures to varying degrees.
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communication, on the other. Roughly, the idea is this: an agent’s in-
terpretative resources cannot outstrip the information that is available
to her within her epistemic bubble. Interpreting others within the
same bubble is relatively easy because interlocutors within a bubble
will typically possess similar interpretative dispositions (at least
with respect to certain domains). However, interpreting sources
from outside a bubble can be very difficult because the agent is
thereby attempting to communicate with an interlocutor in the
absence of shared contextual information or common ground. As I
will argue, mere exposure to information will not help to burst a
bubble because the agent may still lack sufficient resources to build
a shared context for interpretation. To show this, I will first explain
a range of challenges common in online communication that stem
from differences in the interlocutors’ respective contextual assump-
tions. I will then argue for a particular view of the relationship
between these communicative issues and the epistemic problems de-
scribed by Nguyen. It is worth noting that I don’t intend my argu-
ment in what follows as a sharp criticism of Nguyen’s work. I take
it that his point in emphasising the relative ease with which we can
escape an epistemic bubble is to highlight the difficulty of escaping
an echo chamber in comparison, and the distinctive nature of the
challenge involved. Nonetheless, I think it is important to attend to
obstacles to escaping epistemic bubbles that have been neglected in
the literature. I will ultimately argue that epistemic bubbles are not
best thought of as structures that we can burst or shatter at all.
Rather, epistemic bubbles mark the horizon of our epistemic perspec-
tive on the world: they are structures that we can expand, but never
escape.

3. Communication and Communicating Online

Whether online or offline, communication involves substantial reli-
ance on context. A context of utterance is the environment or conver-
sational setting in which the utterance is produced. It includes both
external physical features of this environment — perhaps just those
that are epistemically accessible — as well as facts about the interlocu-
tors’ mental states.> When it comes to understanding communica-
tion, what is important is each interlocutor’s perspective on the

It is often suggested that features of the context of utterance play a role
in determining the content of what is said, or more broadly communicated.
For discussion and criticism of this claim, see Bach (2012).
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context of utterance (where these perspectives are just one facet of the
context of utterance itself). This is a cognitive category, comprising
information — knowledge, beliefs, experiences, etc. — that interlocu-
tors bring to bear in their production and interpretation of an utter-
ance. In principle, any information could be relevant here, but
common factors include beliefs about the earlier conversation
leading up to the exchange, about an interlocutor’s habits, prefer-
ences, goals, and motivations, about an interlocutor’s social identity,
about social institutions, about the physical environment in which
the utterance is produced, about stereotypes and ‘lexical effects’ asso-
ciated with expressions used in the utterance, and about conversa-
tional principles or norms (see Bezuidenhout, 2002, p. 177;
Cappelen and Lepore, 2005). Call this category ‘contextual informa-
tion’ or ‘contextual assumptions’. Where the interpretative resources,
and knowledge of the language, required to correctly interpret an ut-
terance are largely shared across interlocutors (either prior to the ut-
terance, or as a result of information introduced by the utterance), we
can think of this as ‘common ground’ in Stalnaker’s (1978, 2002)
sense. Stalnaker does not require that interlocutors’ perspectives on
the common ground align perfectly (2002, p. 701). However, in
this paper, I am primarily concerned with communication in which
there are more significant discrepancies between these perspectives
— that is, cases in which there is little common ground between par-
ticipants. Stalnaker (1978) treats these as ‘defective contexts’.* As
we will see, defective contexts are especially common in certain
kinds of online environment.

Before turning to online communication, however, let us first con-
sider the role of contextual information in utterance interpretation
more generally. An agent’s utterance of a sentence on a particular oc-
casion can be interpreted in indefinitely many ways. Bach (2005,
p. 16), for example, claims that it is platitudinous to say that what
an agent means in uttering a sentence is underdetermined by the lin-
guistic meaning of that sentence. Some authors have even suggested
that it is more or less impossible for agents to be fully explicit when
expressing themselves in language — leaving some room for interpret-
ation is inevitable (Carston, 2009; Bezuidenhout, 2002). The audi-
ence must thus rely on their perception of the context of utterance
to interpret an assertion. This reliance is needed to resolve a range
of interpretative issues that are left open by the surface form of the ut-
terance itself — for example, to disambiguate expressions, to assign
* For a discussion of the prevalence of ‘defective contexts’ in relation to
the common ground framework, see Peet (2021).
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referents to proper names and indexicals, to recover the explicature of
the assertion, to recover any implicatures intended by the agent, and
to recognise which further inferences the agent intends her assertion
to license. Interlocutors must also rely on contextual assumptions
when choosing what to utter: they must select a signal that, in com-
bination with available contextual information, will give their audi-
ence a good chance of recovering their intended message, or at least
something close to it. Here is an example:

1) There is milk in the fridge.

When an agent asserts (1), there is an enormous number of more or
less similar contents that she might be trying to communicate.> It is
not simply that her audience must work out which fridge is being re-
ferred to. In one context, the agent might be trying to communicate
that there is enough fresh milk in the fridge in the kitchen in which
the utterance is produced to make one medium sized latte. But, in
another context, she might be trying to communicate that there is
still spilled milk on the fridge shelf that has yet to be cleaned.
Interlocutors do not usually specify with such precision what they
intend to communicate in the surface form of the utterance.
Rather, they rely on their audience to use their knowledge of the
context of utterance to fill out these details in their interpretation.

Although it may be hidden by its banality, a quite astounding
amount of shared contextual information is needed for communica-
tion to succeed in the simple example just given.® Interpretation of
any utterance requires a general understanding of relevant conversa-
tional norms and some kind of commonsense person theory (Fricker,
1994), which agents acquire and refine over a lifetime. But, on top of
this, a great deal of domain-specific knowledge is involved.
Communicating information about milk that could be used in a
latte requires that interlocutors possess shared (or relevantly
similar) beliefs about the ways milk can be used, about types of
coffee-based beverage, about how much a human typically drinks
in one sitting, about why certain items are refrigerated, and also
about the interlocutors’ particular habits and preferences (especially
those relating to coffee-making). Consider, for example, that in a

> This example is also discussed in Pollock (2023) and Carston (2009).

®  Plausibly, communicate success is a graded, or perhaps even context-
sensitive, notion (see Bezuidenhout, 1997; Pollock, 2020). However, we can
talk loosely of communication succeeding simpliciter when the degree of
success is high.
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social milieu in which it was unheard of to use milk in coffee, an ut-
terance of (1), in a coffee-making context, could seem like a non-
sequitur, and it would be difficult to work out an agent’s intended
message and its implications without asking her what she meant.

Despite the sheer volume of information required for successful in-
terpretation, it is often fairly easy for an audience to work out roughly
what their interlocutor intended to communicate in these everyday
examples. Even in such familiar contexts, however, things can go
awry. Perhaps the agent didn’t realise that her audience was seeking
plant milk, or perhaps she didn’t realise that she was making coffee
for 6 people, or that she has different standards for when milk can
be considered fresh. Even when the interlocutors are quite aware of
one another’s differing standards, this is no guarantee that utterance
interpretation will run smoothly. You know that your housemate is
aware of your standards for milk-freshness — you have argued about
this many times — but is she accommodating you by adopting your
standards, or is she protesting by using her own? This is to say, it is
not always clear what information is, or ought to be, considered
relevant to interpretation. When communicating in-person, about
everyday issues, we can often discover and correct misunderstandings
as they become apparent — ‘Sorry, I forgot you were vegan!’, or
‘I meant fresh by my standards — yours are unreasonably strict!’.”
Many of the cases of online communication that social epistemolo-
gists are interested in, in contrast, are not like this simple example
in a number of crucial respects: online environments more often
involve communication between interlocutors with mismatched con-
textual assumptions, and these differences can be perpetuated by
reduced opportunities to provide missing contextual information or
to repair defective exchanges. In the following subsections, I describe
these obstacles in more detail.

3.1 Contextual Discordance

In our online communities, it is possible for interlocutors to share a
great deal of common ground. This may be the case when we are com-
municating online with our friends and family, or with members of
interest or hobby groups. Other online environments, however,
present us with serious obstacles to communication. Agents are
often attempting to communicate (or unwittingly communicating)
7 See Drozdzowicz (2022) for discussion of how misunderstandings can
be repaired.
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with others in situations in which relatively few contextual assump-
tions are shared with their audience. This may happen, for
example, when agents share public posts on social media: a public
tweet can in principle be viewed by each and every one of Twitter’s
368 million monthly users (and, in fact, also by internet users
without a Twitter account).® Often users of social media will be com-
municating with people who lead very different lives, and have very
different beliefs and experiences, from them. This, in itself, need
not undermine communication: successful communication does not
require that interlocutors share most of their beliefs or agree with
one another about norms for interpretation. Rather, it requires only
that interlocutors are aware of one another’s perspectives (those
that are relevant to interpretation of the utterance). To return to
the example from earlier: I don’t need to agree with your standards
for milk-freshness when interpreting your tweet of (1); I do,
however, need to recognise which standards are relevant to interpret-
ation of the tweet. The problem is that, in practice, audiences often
know relatively little about the perspectives of those whose posts
they consume. This may happen when the producer of an utterance
is a stranger to her audience, or chooses to remain anonymous, or
simply because audiences consume so many tweets that it would be
infeasible for them to acquire information about the authors, even
when this information is readily available. Social media platforms
like T'witter further compound these issues by maintaining a restrict-
ive limit of 280 characters per tweet, which makes it difficult to
provide much information in the utterance itself. T'weets are some-
times parts of longer threads, which may provide more contextual in-
formation; however, only a very motivated audience would take the
time to read an entire thread.

On the other side of the communicative equation, too, the producer
of a public post often has such a large potential audience that she
could not, in practice, acquire knowledge about the interpretative dis-
positions of each member of her audience, nor could she easily select a
sentence that is well-suited to communicating her message to all of
them at once even if she did have this information. Moreover, it is
sometimes the case that an agent does not set out to be understood
by every interlocutor who might view her post (and with good
reason): as Frost-Arnold (2021) points out, members of marginalised
groups and counterpublics may create online spaces for communica-
tion, organising, and community-building, which employ local
norms that are not intended to be taken up by those outside of the

8 'This figure is as of 2022 (Dixon, Nov 15, 2023).
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community (see also, Habgood-Coote, forthcoming; Ashton, 2020).
A lack of common ground between two users of a social media plat-
form, then, is not necessarily a bad thing, all-things-considered;
my point, rather, has been that it is a common occurrence in online
contexts which, for better or worse, will undermine communication
between many interlocutors.

In addition to a mere lack of common ground, our online contexts
can be especially prone to ‘collapse’ in ways that undermine commu-
nicative success (Record and Miller, 2022; Frost-Arnold, 2021).
Context collapse is a concept employed in sociology and media
studies. Roughly speaking, it is the phenomenon whereby different
contexts blur or merge into one another (Meyrowitz, 1985; boyd,
2008; Davis and Jurgenson, 2014). The term ‘context’ here is used
in a different way to the way it is used when referring to a context
of utterance. Davis and Jurgenson (2014, p. 477) present their
notion of context as follows, ‘we define context in terms of role iden-
tities and their related networks. Encompassing space, place, history
and situation, context refers to the identity meanings activated
through interaction with a particular social network.” Contexts, on
this understanding, are organised in relation to different identities
or roles of the agent. For example, an agent may have roles as both
a rock climber and a philosopher and, in performing each role, is
related to different (yet possibly overlapping) networks of agents,
who will have different (yet possibly overlapping) expectations of
how they will behave. Working with this understanding of context,
Davis and Jurgenson define context collapse as ‘the overlapping of
role identities through the intermingling of distinct networks’
(2014, p. 477) They distinguish between two varieties: context ‘colli-
sions’, in which two or more contexts accidentally collapse into one
another, and context ‘collusions’, in which the collapse is intentional.

The notion of a context of utterance differs from the role-focused
notion just introduced in that it takes an utterance, rather than an
identity, as its locus. Nonetheless, I think we can usefully apply the
notion of context collapse to contexts of utterance in ways that illu-
minate our understanding of online communication. Without gloss-
ing over too many subtleties, we can think of the role identities of
interlocutors as one significant aspect of the context of utterance
(broadly construed) — as already noted, the context of utterance in-
cludes interlocutors’ beliefs and expectations of one another, and
these attitudes are, in turn, affected by role identities. Note that,
where there is ‘context collapse’, in the sense just introduced, it
does not follow that the context of utterance itself is thereby col-
lapsed. Rather, I suggest we think of context collapse as contributing
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potentially conflicting or mismatched information to the context of
utterance — for example, conflicting beliefs of the agent and her audi-
ence, conflicting norms for interpretation, or simply increased uncer-
tainty regarding these factors. For example, suppose our rock-
climbing philosopher tweets the following: ‘Just solved a problem
I’ve been working on for weeks!” This agent may intend this
message to be interpreted as referring to a problem with a research
paper she is writing, but her audience may not share her perspective.
Some members of her audience may (reasonably) take her to be
talking about a bouldering problem, others may be unsure as to
how to interpret her. In this case, the agent and her audience may
form incompatible or mismatched beliefs about the intended
content of the assertion as a result of differing expectations relating
to the different role identities of the speaker. These beliefs form
part of the context of utterance itself.

The phenomenon of context collapse is not the same as the mere
absence of contextual information or common ground. As such,
context collapse presents somewhat different obstacles to successful
communication. Even in cases in which interlocutors share a great
deal of background beliefs, it may be unclear which of these beliefs
are relevant to utterance interpretation in cases of context collapse.
The issue here is that the same agent will follow different norms
for interpretation, or take different information to be relevant to in-
terpretation, in different environments, or amongst different
groups. Where there is context collapse, we should expect either
that interlocutors will make different assumptions, or that they will
be presented with multiple conflicting assumptions in ways that
make interpretation more difficult: it will be unclear which assump-
tions are in play, or which norms ought to be prioritised.? To take an
artificial example, suppose that an agent’s social network consists en-
tirely of bankers who love fishing. In this situation, the agent and her
interlocutors might have a great deal in common in terms of back-
ground beliefs, expectations of one another, perceptions of their
physical environment, and even (we can stipulate) upbringing and
life experiences. Still an audience member in this community will
have trouble interpreting an utterance of ‘We’re meeting by the
bank at noon’, without further information.

Davis and Jurgenson (2014) note that all contexts involve some
degree of collapse. However, the phenomenon is especially prevalent

It may be useful to use Roberts’ (2012) notion of a ‘Question Under
Discussion’ to frame this point: where there is context collapse, it may be
unclear which QUDs are in play, or what order they appear in the stack.
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in certain kinds of online environment. This is in large part due to the
fact that the volume of role identities that can collide around the pro-
duction and interpretation of a single online utterance is often far
greater than in an offline conversation.!® In what follows, I will
refer to both a lack of shared context, and the consequences of
context collapse (in the role-identities sense), as ‘contextual discord-
ance’. Contextual discordance can undermine communication in a
wide variety of ways. Some of the problems posed by context collapse
in online communication are discussed in detail by Record and Miller
(2022) (see also Frost-Arnold, 2021).11 They point out that context
collapse can make it harder to recover implicatures (Record and
Miller, 2022, p. 7); and they connect this issue to the literature on
norms of assertion, arguing that context collapse can lead to differ-
ences or instability across interlocutors’ expectations or beliefs
about the norms for assertion and for post-sharing. This, in turn,
can affect attributions of credibility and responsibility. For
example, as Rini (2017) argues, there are not yet established norms
for when posts (and retweets in particular) constitute endorsements
and, as a result, agents will often attempt to deny responsibility for
problematic content that they share.!? As such, contextual discord-
ance can obscure what kind of speech act an agent is performing.
Record and Miller’s focus here is the online spread of what they
call ‘epistemically toxic content’ rather than epistemic bubbles.
However, the points they make about the role of context collapse in
undermining communication are relevant to understanding the chal-
lenges posed by online communication more broadly. I would add
that context collapse (and other forms of contextual discordance)
can have problematic consequences beyond the perception of
norms and the recovery of implicatures: contextual discordance can
make it harder to determine even the literal or conventional
meaning of the agent’s assertion by making it unclear how to
resolve disambiguation, reference assignment, and the like. It can
make it harder to grasp the explicature or intended meaning of an ut-
terance. And it can make it harder to draw correct or intended

10 .. . . .
This is not a necessary difference between online and offline commu-

nication. A book, for example, has an enormous potential audience.
However, books are quite unlike social media posts in many of the further
respects identified in this section.

Frost-Arnold (2021) also discusses further epistemic consequences of
context collapse.

For further discussion of this issue see Arielli (2018) and Marsili
(2021).
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inferences beyond implicature. These various interpretative obstacles
can combine to create quite a mess.

3.2 Opportunities for Repair

As I have just explained, communication in certain kinds of online
environment tends to involve a higher degree of contextual discord-
ance. A second factor that contributes to difficulties communicating
online is that there are often fewer opportunities for providing
missing or clarifying contextual information. Consider that, in con-
trast with in-person communication, posts on social media platforms
often lack indications of tone or force, which some agents would
otherwise rely on to interpret an utterance.!® For example, because
many posts are at least partly text-based, they will often lack non-
verbal or non-lexical cues that could aid interpretation, such as
body language and intonation. This means there are often fewer con-
textual cues packaged into the communicative event itself that might
provide the scaffolding needed to build an interpretation that bridges
gaps or differences in contextual information. Moreover, even when
such cues are present — for example, in a Tik'T'ok video — their efficacy
can also be undermined by context collapse: body language and other
non-verbal cues are not universal and so, just as with text-based posts,
it can be difficult for an agent to correctly identify which norms for
interpretation are in play.

In addition to this lack of ‘on-board’ contextual information, there
is also often comparatively little opportunity for further dialogue
between interlocutors in which misunderstandings can be corrected.
This is not to say there is no opportunity for dialogue, of course — one
can reply to a post to ask for clarification. However, it may be less
common for an audience to seek such clarification in relation to
social media posts and it would not be feasible for the author of a
post to provide such clarification to every member of her audience
who might want or need it. It is worth emphasising here that, even
in in-person communication, the process of repairing a context is
often challenging. Peet (2021) identifies a range of factors that can
prevent the repair of defective contexts. For example, interlocutors
may refuse to accommodate presuppositions, or fail to challenge
perceived misunderstandings, and they may not even recognise
that a context is in need of repair in the first place — many
'3 This is not to say that only online communication lacks such
indicators.
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misunderstandings go unnoticed (cf. Drozdzowicz, 2022). Peet
argues that it is often difficult to identify and repair defective contexts
in communication in general and, as such, these defective contexts
might be the norm for communication. For the reasons explained
above, we should expect this issue to be especially pronounced in
online contexts where opportunities for dialogue are reduced, or
simply not utilised.

Online contexts are not uniformly contextually impoverished in
comparison with offline contexts: there are even sources of contextual
information that are typically only available online. For example, it is
common for Twitter users to list several identity categories that they
belong to in their ‘bios’; this information can be very useful in inter-
preting a user’s tweets — it provides evidence as to which of the user’s
role identities may be especially relevant to interpretation — and
would not usually be available when communicating in person. In
addition, a user’s entire post history is often public, whereas no
such records of offline utterances are commonly available. Despite
this availability, however, for the reasons explained above, it is un-
likely that this information will be accessed by the majority of users
who view a tweet: there simply is not enough time to gather context-
ual information for all of the posts one consumes, even when this in-
formation is easily accessible. The sheer volume of utterances (and
interlocutors) that we are confronted with online thus plays multiple
roles in generating and sustaining contextual discordance: it is re-
sponsible, both for contributing an enormous amount of conflicting
contextual information to the context of utterance via context col-
lapse, and for simultaneously preventing agents from resolving re-
sulting contextual discordance due to the practical constraints
imposed by the limits of our time and attention.

In this section, I have presented a range of ways in which context-
ual discordance can pose obstacles to communication, and explained
how this problem can be particularly pronounced and hard to repair
in certain kinds of online environment. In the next section, I argue
that the problems posed by contextual discordance suggest that at-
tempting to add missing information or sources to an epistemic
bubble will do very little to shatter it.

4. Online Communication and Epistemic Bubbles
An epistemic bubble, recall, is a social epistemic structure in which

relevant information is simply missing. Nguyen suggested that shat-
tering a bubble can be relatively easy: one simply adds the missing
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information or source and thereby improves coverage reliability. He
writes,

... epistemic bubbles are relatively fragile. Relevant sources have
simply been left out; they have not been discredited. It is possible
to pop an epistemic bubble by exposing a member to relevant

information or arguments that they have missed. (Nguyen,
2020, p. 145)

However, I think that merely being exposed to information is often
insufficient to enable one to escape an epistemic bubble in any mean-
ingful sense. The problem here is not the mistrust or discrediting of
sources that is characteristic of echo chambers. Rather, the problem is
that an epistemic bubble shapes the knowledge that is possessed by
the agent within it and thus constrains her interpretative resources.
When attempting to interpret a new utterance, the agent can appeal
to no more than the existing knowledge that she has at her disposal,
and the information given in the communicative exchange itself. In
what follows I will argue that, as a result, even when a new source
of information is added to an epistemic bubble, this is no guarantee
that the information they provide can be integrated into the epistemic
perspective of the audience who is exposed to it — this information
often remains inaccessible to her.

Epistemic bubbles, as we have seen, tend to be populated by people
with whom we have much in common. Indeed, it is this feature of
them that is thought to be epistemically problematic: epistemic
bubbles connect us predominantly with those who share our perspec-
tive on the world; they thus tend to reinforce this perspective, rather
than challenging or expanding it. Because of this, agents within our
bubble tend to be similar to us with respect to their speech and inter-
pretative dispositions — for these dispositions are grounded in our epi-
stemic perspectives. What this means is that it is relatively easy to
communicate with others within an epistemic bubble because we
tend (or are more likely) to share contextual assumptions with these
people: we have enough common ground for communication to run
smoothly — at least with respect to certain domains. This relationship
is often asymmetric in online communication. That is, your familiar-
ity with the epistemic perspective of someone you follow on Twitter
might enable you to interpret her utterances very accurately — the two
of you share beliefs about how she ought to be interpreted; but this
interpretative skill may not be mirrored back at you, especially if
this person does not follow you back or take an interest in what you
have to say. Bubble-membership itself is plausibly often asymmetric
in this way.
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Due to the relationship between epistemic bubbles and interpret-
ative resources, then, an agent will typically be relatively good at in-
terpreting utterances from sources within her bubble. Things are
quite different, however, when the agent reaches outside of a
bubble. When she does so, she will find herself in unfamiliar context-
ual territory: that is, she will be in contextual discordance with her
interlocutor. In these cases, the agent lacks the background knowl-
edge required to accurately interpret what her interlocutor is trying
to communicate — either at the level of literal meaning, explicature,
implicature, speech act, inference, etc. When this happens, although
the agent is ‘exposed’ to relevant missing information — she observes
the interlocutor’s utterance — this information is nonetheless still in-
accessible to her in some sense (or to some degree). She may recover
the wrong content, derive unintended implicatures, or draw incorrect
conclusions due to misunderstanding. As a result, she may employ
the content she recovers in reasoning in ways that are counterproduct-
ive or contrary to the intentions of its source. Importantly, agents
who make this kind of mistake are not being irrational. Rather, they
may be employing their new beliefs in reasoning as best they can,
given the epistemic position they are working from. The problem is
that communication is simply very hard in the absence of shared or
concordant contextual assumptions and, by the very nature of epi-
stemic bubbles, reaching outside of them requires communicating
in the absence of this common ground to a greater or lesser degree.

There are two lessons I would like to draw from this. The first is
that contextual discordance presents a special challenge to escaping
epistemic bubbles. I return to this issue in Section 5. The second
lesson to draw, more briefly, concerns the role of epistemic bubbles
in explanations of the so-called ‘post-truth’ phenomenon. Nguyen
(2020) claims that epistemic bubbles are not especially useful in
explanations of why agents reject claims for which there is over-
whelming evidence. He writes,

Notice that epistemic bubbles alone cannot explain the post-
truth phenomenon. Since epistemic bubbles work only via
coverage gaps, they offer little in the way of explanation for
why an individual would reject clear evidence when they actually
do encounter it. Coverage gaps cannot explain how somebody
could, say, continue to deny the existence of climate change
when actually confronted with the overwhelming evidence.
One would be tempted, then, to accuse climate change deniers
of some kind of brute error. But echo chambers offer an
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explanation of the phenomenon without resorting to attributions
of brute irrationality. (Nguyen, 2020, p. 151)

I agree with Nguyen, of course, that epistemic bubbles cannot wholly
explain this phenomenon on their own. However, I do think that
they may have a somewhat greater role to play than he allows for
here. That is, even a good faith attempt to interpret new evidence
can fail if one’s interpretative resources lead one to misunderstand
the content of this evidence, or what its implications are, etc.
Linguistic barriers to escaping echo chambers are briefly discussed
by Nguyen. Following Jamieson and Cappella (2008), he describes
how those who maintain echo chambers use their own private lan-
guage, in which familiar terms are given alternative meanings and
new jargon is introduced in order to strengthen the in-group’s iden-
tity (Nguyen, 2020, p. 146). My point is that, even in a rather benign
situation, in which the agent is not in the grip of any conspiracy the-
ories, or subject to manipulation, she can still fail to properly integrate
the information that is presented to her if the interpretative resources
supplied by her epistemic bubble are insufficient.

5. Escaping Epistemic Bubbles?

The argument in the preceding has been that, whilst it may be rela-
tively easy to expose oneself to missing sources of information, and
thus achieve a kind of coverage reliability, it is much harder to prop-
erly digest this information in ways that allow it to play a meaningful
role in our epistemic lives. What does this mean for our prospects for
escaping an epistemic bubble? One obvious direction for the reso-
lution of this problem is to implement strategies for increasing
common ground between interlocutors. Record and Miller (2022,
p. 14ff.) suggest some solutions to the problem of epistemically
toxic content, which employ this kind of strategy. They suggest,
for example, encouraging the introduction of stable norms that
govern responsibility for the content of social media posts, and for
the interpretation of ambiguous elements of online interfaces (such
as emojis). They also identify a range of ways to add more context
to posts. For example, they suggest that platforms could employ algo-
rithms that position related posts next to each other in a newsfeed,
such that contextual information is collated rather than fragmented;
they also consider that platforms can make it easier for (or even
require) users to add context to their own posts and reposts. Frost-
Arnold (2021, pp. 445-6) also considers proposals for redesigning
social media platforms (from Hull et al., 2011; and McMillan
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Cottom, 2016), which may aid in counteracting context collapse.
However, she is sceptical that such technological solutions would
be sufficient, suggesting also that individual users need to change
their online practices to develop habits of trustworthiness and discre-
tion (Frost-Arnold, 2021, p. 450).

Both Record and Miller, and Frost-Arnold, are addressing some-
what different challenges to the one that I focus on here.
Nonetheless, as these challenges all broadly concern contextual dis-
cordance, it is natural to wonder whether strategies like these could
be employed to improve our prospects for shattering epistemic
bubbles. However, while I do think that it is useful to strategize
ways to improve communication in online environments (in cases
where this improvement would be all-things-considered preferable),
I think it is unhelpful to think of epistemic bubbles as structures that
can be shattered or burst, even when additional contextual informa-
tion is added. This way of thinking about epistemic bubbles simply
reproduces a naive model of communication as floating largely free
of contextual considerations. To see this, first consider the initial
picture of epistemic bubbles with which we began: on this picture,
an epistemic bubble is a structure that can easily be shattered if
only the agent within it is exposed to information from sources that
had previously been omitted. I argued that it is inappropriate to de-
scribe the agent’s bubble as ‘shattered’ in such circumstances because
agents communicating across the boundaries of a bubble will lack the
interpretative resources required to properly understand an utterance
from the new source; and, because of this, they will fail to integrate
the new information into their epistemic perspective.* For these
same reasons, however, I don’t think it is helpful to think of an epi-
stemic bubble as something that can be burst, if only we offer a bit
more contextual information to the agent to support integration of
the original content — this picture, too, fails to properly acknowledge
the role of contextual information in communication. The main issue
is that, especially in online environments, agents are often communi-
cating in circumstances in which contextual discordance is very pro-
nounced. As such, the amount of contextual information that a
platform would need to provide to render the context non-defective
is extremely high, and the further an agent reaches outside of her
bubble, the greater this problem is likely to be. A related

'* " As it stands, this claim is potentially consistent with the idea that the

agent may nonetheless gain testimonial knowledge in these circumstances.
However, for an argument for the claim that this lack of understanding
can undermine testimonial knowledge acquisition, see Pollock (2021).
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consideration is that utterance understanding is something that
comes in degrees. In practice, there is no limit to how well, or how
much better, we could understand an assertion from another inter-
locutor. There is always more contextual information that could be
given to an agent to enrich her understanding in ways that bring to
light new aspects of her interlocutor’s perspective on the world.
Moreover, there is very often a deeper or subtler understanding of a
proposition possible than that which the agent arrives at: a deep un-
derstanding of a proposition from a domain of technical or practical
expertise can be a lifetime of work for an individual. Most all
agents develop an incredibly rich understanding of propositions in
particular domains, of course. But this deep understanding is not
the kind of thing that an agent could hope to achieve with respect
to all, or even many, of the domains of information that are important
or relevant to her life. There is simply too much information in the
world, and not enough time to truly comprehend all of it.

With the preceding in mind, I want to propose an alternative model
of epistemic bubbles than the one presented by Nguyen. Nguyen’s
account sees an epistemic bubble as comprising a network of
sources, and the information they share, which an agent is connected
to via the observation of utterances. On this approach, information
can exist within your bubble regardless of how well you understand
it; thus, bubbles are relatively easy to burst. Whilst it may be useful
to include this network in a model of an agent’s broader epistemic en-
vironment, I think that an account of epistemic bubbles should
reflect the limitations that our interpretative resources place on our
access to, and comprehension of, the information we consume. In
order to demarcate what information is available within a bubble, I
propose appealing to the notion of common ground. On this
second approach, although the members of your epistemic bubble
may be just those with whom you are connected via utterances, the
information available is limited to that which is expressed with utter-
ances that you are able to correctly interpret.!> The idea is that, as
two agents may share common ground with respect to one domain,
but not another, the information within your bubble is not just any
information shared by the members of your network, but only the
information shared via utterances that your common ground with
these members enables you to understand. Given the nature of utter-
ance understanding, noted above, this is plausibly a matter of degree:

1S Thank you to Patrick Connolly for suggesting ways to clarify this

issue.
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information exists within your bubble to the degree that you are able
to correctly interpret the utterances used to express it.

If we adopt this alternative model of epistemic bubbles, the result is
that attempting to escape one’s bubble is not merely a matter of
adding missing sources, exposing oneself to new information, and
thereby improving coverage reliability. For example, the fact that
you follow climate scientists on T'witter does not guarantee that the
information they share regarding their research is available within
your epistemic bubble. If you lack the interpretative resources to
understand their utterances, then following these agents on social
media, and even reading their posts regarding climate science, is
just one small step in the direction of genuinely integrating the infor-
mation they share into your own epistemic perspective. This point, of
course, does not merely apply to science communication on social
media. Similarly, adding activists or political pundits to your social
networks does not automatically entitle you to consider all of the in-
formation they share as falling within your bubble — the information
available to you will depend on which utterances your common
ground enables you to interpret, and this will vary across different
domains of discourse. To capture new information within your
bubble, depending on your starting point, may require significant
work, building common ground that can provide the scaffolding
for improved utterance interpretation. And this is plausibly work
that often involves gradual progress over time. In contrast to the
‘fragile’ conception of epistemic bubbles that authors like Nguyen
have been working with, then, I suggest we instead adopt an
‘elastic’ conception: that is, epistemic bubbles cannot be shattered,
but are instead slowly and incrementally expanded to improve our
(inevitably partial) perspective on the world, and our ability to
understand others within it. This is not a project that we could
hope to complete simply by improving the composition of our
social networks, or adding a bit more context to social media posts (al-
though these things surely help); rather, it is a potentially unbounded
project that, if we work very hard, we can make modest progress
towards within a lifetime.

6. Conclusion

In this paper, I have argued for a particular view of the relationship
between epistemic bubbles, on the one hand, and interpretative re-
sources, on the other: epistemic bubbles mark the boundaries of
our knowledge of the world and, as such, we can appeal to no more
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than is available within a bubble in our attempts to understand utter-
ances concerning domains beyond it. For this reason, attempts to
‘shatter’ an epistemic bubble by adding missing sources of informa-
tion will often be ineffective in practice: communicating across the
boundaries of a bubble is communication in the absence of
common ground and, without this common ground, the likelihood
of misunderstanding is very high. This problem will be especially
pronounced in online networks, where contextual discordance
between interlocutors is rife, and where there are fewer opportunities
to repair defective exchanges. It may be possible to improve online
communication by providing more contextual information to aid in
the interpretation of utterances from unfamiliar domains. However,
I have suggested that it is unhelpful to think of epistemic bubbles
as structures that we can, in practice, burst or escape simply by
adding more information or sources thereof. Rather, adding context-
ual scaffolding to online contexts will help us to, gradually and incre-
mentally, enhance our epistemic perspective on the world, and our
ability to understand others, but this perspective will always be
partial. Thought of this way, the problem with the structure of our
online networks is not that they keep us trapped within our epistemic
bubbles — for that is inevitable — but that they keep us from expanding
our epistemic horizons.
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