
ON MAXIMAL SUBSYSTEMS OF ROOT SYSTEMS 

NOLAN R. WALLACH 

1. Introduction. Let g be a semisimple Lie algebra over an algebraically 
closed field K of characteristic 0. Let h be a Cartan subalgebra of g and let 
A be the root system of g with respect to h. 

Definition 1.1. A subset Ai of A is called a subsystem of A if Ax satisfies the 
following two conditions: 

(i) if a G Ai, then —a G Ai. 
(ii) if a, & e Ai, and if a + 0 ÇA, then a + 0 Ç Ai. 
A subsystem Ai is called maximal if Ai is a proper subset of A and Ai is not 

properly contained in any proper subsystem of A. 

The purpose of this paper is to give a detailed study of the maximal sub­
systems of A. We study maximal subsystems Ai of A from the point of view of 
how A extends Ai. Some of the results of this paper overlap those of Borel and 
de Siebenthal (1). Our techniques, however, are different. 

In §3 we introduce the concept of the characteristic of a maximal subsystem 
Ai of A. It turns out to be a prime or 0 depending only on A and Ai. In §4 we 
give another characterization of the characteristic of a maximal subsystem 
of A. (We apologize to the reader for overworking the word characteristic, 
but we feel that the word is apt in this case.) Theorem 3.1 is our main theorem 
on maximal subsystems of connected root systems. 

In §5 we sketch a proof of the statement: If Ai and A2 are two maximal 
subsystems of a connected root system A and if Ai and A2 have the same 
structure and characteristic, then there is a rotation a of A such that o-Ai = A2. 
The proof of this result depends, to some extent, on case-by-case considerations. 

In §6 we give a sketch of how the results of this paper may be used to classify 
the real forms of a complex semi-simple Lie algebra. The techniques of §6 are 
similar to those of S. Murakami (5 ), and were discovered simultaneously in (7 ). 

2. / — 1 maximal subsystems of A. Let g, hy and A be as in §1. Let M be 
a module over a ring 5, and let A be a subset of M. In this paper we shall use 
the notation {A } s f or the submodule of M generated by A over S. 

For each X Ç g, let adX be the linear map of g into g given by adX- Y = 
[X, F] ( [ . . . , . . .] is the product in g). Let (X, Y) = trace (adX adY). Then 
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it is well known that ( . . . , . . . ) is a non-degenerate bilinear form on g X g 
and on h X h. Let h* be the dual of h. If X G A* we define H\ G ̂  by (H\, H) = 
X(iJ) for each H £ h. On A* we define the bilinear form ( . . . , . . . ) by setting 
{X, fx) = (H\, Hp), X, JJL G A*. I t is known that ( . . . , . . . ) takes on rational 
values and is positive definite on {A} Q (where Q is the field of rational numbers). 

Set / = dim {A}Q ( = dimKh). 

Definition 2.1. A subsystem Ai of A is called / maximal if Ai is maximal and 
dim {AI}Q = /. 

A subsystem Ai of A is called / — 1 maximal if dim {Ai}Q = 1—1 and if 
whenever Ai is properly contained in a subsystem A2 of A, then dim{A2} Q = I. 

The following lemma can be found in either (1) or (2); we include a proof 
for the sake of completeness. 

LEMMA 2.1. Let Pu . . . , ps be elements of A and let y = Pi + . . . + Ps-
If y ^ 0 and y G A, then y — fij G A for some j , 1 < j < s. 

Proof. Assume that y — /3t G A for i = 1, . . . , S. Since 

2(y,Pi)/(Pi,Pt) = Pi ~rly 

where pt is the largest non-negative integer such that y — pi pt is a root and rt 

is the largest non-negative integer such that y + rt pt is a root, we see that 

2(y,Pi)/<Pi,Pt) = - r , < 0 . 
But this implies that 

(T, 7) = E <7, Pt) < 0. 
i=i 

Since (7, 7) > 0, we have a contradiction. 

Using Lemma 2.1 we prove 

LEMMA 2.2. Let Ai be a subsystem of A. If 

s 
p = X) wiiPu 

where pt G Ai and mt G Z, i = 1, . . . , S (Z is the ring of integers) and if 
P G A, then p G Ai. 

Proof. We may assume that mt > 0, i = 1, . . . , S (if m^ < 0 replace pi by 
— jfy G Ai). We prove the lemma by induction o n w = Y^mi- If m = 1> then 
P = Pi £ Ai. Assume that the result is true îor m = k. Il m = k + 1, then 
we apply Lemma 2.1 to see that P — Pj G A for some Pj such that w ; > 1. But 

P - Pj = Z W* - M£* 
(5i:7- is the Kronecker delta). Since ^ W* — 5^} = k, P — Pj £ Ai by the 
inductive hypothesis. By the definition of a subsystem we know that 

p = (P - pj) + pj G Ai. 
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Definition 2.2. Let Ai be a subsystem of A (not necessarily a proper subsystem). 
A subset 7Ti of Ai is called a fundamental system for Ai if 

(i) the elements of TI are linearly independent, 
(ii) if a £ Ai, then a = X)7 €7ri my y where my £ Z for all y Ç wi and the my 

are all either non-negative or non-positive (i.e., a = ± £ 7 € T i | rny \ y). 

Dynkin's method of constructing fundamental systems for Ai is as follows: 
Let > be a linear order on {Ai} Q. Let TI be the set of positive roots in Ai that 

cannot be written as a sum of two positive roots in Ai. Such roots are called 
simple with respect to > . ir\ is a fundamental system for Ai. (For details 
see, for example, Jacobson (4).) 

The following result gives a relationship between fundamental systems of 
/ — 1 maximal subsystems of A and fundamental systems of A. 

LEMMA 2.3. Let Ai be an I — 1 maximal subsystem of A. If ir\ is a fundamental 
system for Ai, then there is a fundamental system TT for A such that wi C T. 

Proof. Let TI = {Pi, . . . , Pi-i}. Let /z G {A}Q be such that \x is linearly 
independent of -K\. Order {A}Q lexicographically with respect to the ordered 
basis {/*, j8i, . . . , Pi-i}. We show that with respect to this order on {A} Qy 

Pi, . . . , Pi-i are simple in A. 
If Pt = y + ô, y, ô G A, and y, 8 are positive, then 

i-i i-i 

7 = r\x + X] rj pj9 ô = su + X) ^ ft, 

where r, 5 > 0. 7 + 5 = pt implies that r + s = 0 and thus r = 5 = 0. 
Let Â be the subsystem of A generated by {7, 5, Ai} (i.e., {7, ô, Ai}QP\ A). 
Dim{Â}Q = dim{Ai}Q = 1 — 1 implies that Â = Ai by definition of I — 1 
maximality. Thus 7, ô G Ai. But the elements of iri are simple in Ai with 
respect to the above order restricted to Ai. This is a contradiction. 

Thus if 7T is the set of simple roots in A with respect to the above order, 
7Ti C TT-

Let T be a fundamental system for A and let xi be any subset of ir containing 
/ — 1 elements. Let Ai be the root system in A generated by ir\. Clearly Ai 
is / — 1 maximal. Furthermore, Lemma 2.3 asserts that every / — 1 maximal 
subsystem is obtained in this manner. Since the Weyl group acts simply 
transitively on the fundamental systems of A, we obtain the immediate 

COROLLARY TO LEMMA 2.3. Let T be a fixed fundamental system for A. Let Ai 
be an I — 1 maximal subsystem in A. There is an element a of the Weyl group of A 
such that 0-A1 P\ TT is a fundamental system for aAi. 

3. I maximal subsystems of A. Let Ai be a maximal subsystem of A. We 
wish to determine a relationship between a fundamental system of Ai and one 
of A. If dim {Ai}Q = / — 1, then Lemma 2.3 (and its proof) gives a method of 
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constructing a fundamental system for A that extends a fundamental system 
for Ai. If dim {Ai} Q = I, then the situation is more complicated. 

Let us assume for the remainder of this section that Ai is an / maximal 
subsystem of A and that wi = {Pi, . . . , Pi} is a fundamental system for Ai. 

LEMMA 3.1. Let > be the lexicographic order on {A}Q with respect to the 
ordered basis {Pi, . . . , Pi}. Let y be the smallest positive root in A — Ai. Then 

(1) y is simple in A with respect to > ; 
(2) if 

I 

y = X) Mi Pt 
i=r 

with mr > 0, then for each \x G A — Ai, 

with nr ^ 0 ; 
(3) pT+u . . . , Pi are simple in A with respect to >. 

Proof. If 7 were not simple in A with respect to >, then y = 8 + p, 
8, p > 0, 8, p G A. Since y G A — Ai, one of 5 or p must be in A — Ai (since 
Ai is a subsystem of A). This implies that, say, 8 G A — Ai. But then 8 > 0 
and 8 < y. This is a contradiction and thus y is simple with respect to > . 

Assume that Pj is not simple in A with respect to > for some j > r. Then, 
as above, Pj = ô + p, 5, p > 0, 5, p G A. If 5 and p were in Ai, then fij would 
not be simple in Ai with respect to > . Thus at least one of ô, p is in A — Ai. 
Assume that 8 G A — Ai. Since 8 > 0, p > 0, 8 + p = fijt and j > r, we must 
have 8 = Y^i>rmiPu P = Hi>r^iPi' In particular, this implies that 8 > 0 
and 8 < 7, which is impossible. Thus fij is simple in A with respect to > for 
j > r. 

Let V = {7, PT+I, > > • , PI}Q and let A = A H V. Then A is a subsystem 
of A and {7, /3r+i, • • • » Pi} is the set of simple roots of A with respect to > 
restricted to V. Since pr G A and pr > 0, we deduce that 

Pr = ty +^i>rtiPu 

/ > 0 and ti > 0, tu t G Z, i = r + 1, . . . , /. By maximality of Ai in A we see 
that {Ai, 7} z D A. By the above expression for pr in terms of {7, PT+u • • • , Pi], 
we see that 

{7, ft, . . . , 0r-i, 0r+i, . . . , f t ! O A . 

If a G A — Ai, then a = 57 + £ f ^ r s< pu st, s Ç Z, i = 1, . . . , r — 1, 
r + 1, . . . , /. If 5 = 0, then by Lemma 1.2 a G Ai. Thus s 9^ 0. Using the 
above expression for pr we see that 

7 = (l/t)Pr ~ Z<>r (*<//)&. 
Hence 

« = ($/O0r + X ^ r ^ f t 
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(for some rt G Q) with s/t ^ 0. We have thus completed the proof of Lemma 
3.1. 

Definition 3.1. Let Ai be an I maximal subsystem of A. Let n = {ft, . . ., ft} 
be a fundamental system for Ai. An element ft G 7ri is called deletable if 
for each a. G A — Ai, a. = ]£ mt ft and mT F^ 0. 

If ft is deletable in 7ri, then let > be the lexicographic order on {A} Q given 
by the ordered basis {ft, ft, . . . , ft_i, ft+i, . . . , ft}. Lemma 3.1 tells us that 
with respect to this order ft, . . . , ft_i, ft+i, . . . , ft are simple and if y is the 
smallest positive element in A — Ai with respect to > , then {7, ft, . . . , ft-i, 
ft+i, . . . , ft} is a fundamental system for A. In the course of the proof of 
Lemma 3.1 we saw that 

7 = Q/t)Pr-T,i*r(ti/t)Pi 

where t > 0, tt > 0, and t, tt are integers i = l , . . . , r — l , r + l , . . . , Z . In 
the following proposition, we shall show that t is actually a prime that depends 
only on Ai and A. 

PROPOSITION 3.1. Let Ai be an I maximal subsystem of A. Let wi = {ft,. . . , ft} 
be a fundamental system for Ai. If ft is deletable and if {7, m — {ft}} is the 
fundamental system of A constructed above, then there is a prime p such that 

Ai = {a G A| a = sy + 2<*r*<ft, p\s]. 

Furthermore, the prime p is the same for each deletable element of wi and every 
fundamental system of A\. 

Proof. In the remarks above we see that 

7 = (l//)ft - 2 < * r (*</*)& 

where t is a positive integer and tt is a non-negative integer for i 9^ r. 
By Lemma 2.2, Ai = {a G A| a = my + S ^ r ^ - f t and / |w}. Thus in 

order to prove the first part of the proposition we need only show that / is a 
prime. Assume the contrary; then t — q-s, where q and 5 are integers > 1 . 

L e t A f f = {a € A| a = my + Y^i^r mt ft and q\m}. Then AQ is a subsystem 
of A and A O Ai. Thus (by maximality of Ai) either Aq = Ai or AQ = A. 
If AQ = A and if a G A, then 

« = &-£7 + 2 ^ r ^ z f t 
with & an integer. Since 7 G A, we must have q = 1, a contradiction. Assume 
that Ac = Ai. Since g < /, there is an element a G A such that 

a = qy + 2^ r<? i f t . 

In fact, if we relabel 7, ft, . . . , ft_i, ft+i, . . . , ft as «i, . . . , ah then every 
element /z G A is of the form 

k s 

^2 aij} where 23 <**,- £ A for 1 < s < &. 
j = i 3=1 
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B u t since /3 G Ai, 0 = ty + S*>r ^ Pi a n d a ^ s 0 

A; s 

j8 = 2 a«> where ^ «<y G A, 1 < s < fe; 

hence there is an element a G A such t h a t a — qy + ^i^rÇifii- B u t since 
Aff = Ai, this implies /|g. Since we know q\t, this implies t h a t q = t. Th i s 
contradic ts the definition of q and 5 and thus t is a prime. Set / = p. 

In the course of the proof we have actual ly shown t h a t if a: G A — Ai, 
then a = J^(mi/p)Pi where the w* are integers. W e use this fact to prove the 
unicity of p. Assume t h a t fis is a deletable element of ir\ and t h a t {p, ir\ — {fis}) 
is the simple system constructed as above. T h e n by the proof of the first pa r t 
of the proposition 

p = (l/q)ps - Jli^s (st/qïPt 

with Si non-negative integers and q a prime. Since we also know t h a t 
P = S (mi/P)Pi> mi £ Z> we mus t have (ms/p) = (1/q) and thus ms q = p. 
Since p and q are primes, this implies t h a t ms = 1 and q = p. T h u s p depends 
only on TTI and no t the part icular deletable element of iri. 

Let 7Ti and 7r2 be fundamental systems of Ai and let pi and p% be the corres­
ponding primes as above. Le t a be the element of the Weyl group of Ai such 
t h a t (77Ti = 7T2. <T is a linear isometry of {A}Q and a A = A implies t h a t o- is in 
the Weyl group of A. In part icular , <r(A — Ai) = A — Ai. Le t a G A — Ai. 
T h e n a = X) fai/PuPi, <r<* = E (Mi/pi) (<rPi) where TTJ = {/3i, . . . , 0 ,} . 
Set t ing 7T2 = {YI, . . . , TZ} and not ing t h a t if <5 G A — Ai, then 5 = X (CLt/Puyt 
qt an integer i = 1, . . . , /. If 8 = aa, then we see easily t h a t pi = p2. T h u s 
p depends only on Ai. 

In the course of the proof of Proposit ion 2.1 we have shown t h a t if 
TTI = {01, . . . , /3j} is a fundamental system of Ai and if a G A — Ai, then 
a = (l/p) ^ nii fiiwithnii G Z and £ a prime independent of the part icular in. 
T h a t is, if we consider the latt ice {Ai} z , then (l/p) {Ai} z D A. And p is 
the only prime such t h a t this inclusion holds. W e shall call p the characterist ics 
of Ai in A. If Ai is an / — 1 maximal, maximal subsystem we say t h a t it has 
characterist ic 0 in A. In the next section we shall s t udy this concept. 

W e conclude this section by giving a complete characterizat ion of maximal 
subsystems of A in the case when A is connected (i.e. g is s imple). 

T H E O R E M 3.1. Let ir = {ai, . . . , ai] be a fundamental system for A, and let 
0 = J2 mi ai be the largest root in A with respect to TT. Let p be a prime, and set 
Ai = {a G A| a = £ nt au ni — 0 (mod p)}. Then: 

(1) Ai is l-maximal if and only if mi > p. 
(2) Let A2 be an arbitrary l-maximal subsystem of A with characteristic p ; 

then there is an element a of the Weyl group of A such that o-A2 = Ai (with a 
possible relabelling of {au . . . , at}). 
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(3) A maximal subsystem A2 is I — 1 maximal if and only if there is a a in 

the Weyl group of A such that cA2 = Ai and mi = 1 (after a possible relabelling of 

{ai, . . . , a ,}) . 

Proof. (1) If p > mi, then dim {Ai}Q = / — 1 and thus Ai cannot be 
/-maximal. If mi > p, then there is a £ Ai, a =Y^niai a n d ^ i = ^ . Let y be 
the smallest of such as in Ai (with respect to the given order of w). T h e n 
{7, 7T — {ai}} is a fundamental system for Ai. In fact, we show t h a t with 
respect to the lexicographic order {au . . . , at} on {Ai}Q, 7, a2, . . . , ax are 
simple in Ai. Clearly a2, . . . , at are simple. Suppose 7 = ô + p., Ô > 0, p > 0, 
5, /i £ Ai. Then ô < 7 and /z < 7, contradict ing the definition of 7. T h u s 7 is 
simple and {7, a2, . . . , ai) is a fundamental system for Ai. We can now show 
t h a t Ai is maximal in A. 

Suppose p G A - Ai, p = £ 5| au st £ Z , and s± ^ 0 (mod £ ) . If ô G A is 
arbi t rary , then 5 = £Z ^ «*> ^ £ Z . Since Si ^ 0 (mod p), there are integers 
u and i; such t h a t t\ = usi + vp. T h u s up + vy = ^1 qt <*i with qi = t\. 
Hence 

z 
ô = up + z>7 + X) (*i — ffi)a<-

1 = 2 

T h u s we have shown t h a t {p, A i } z D A. Suppose t h a t A D A Z) Ai. If 
If Â — Ai 7̂  0, then there is a p 6 À — Ai. By the above arguments {p, A x } z 

Z) A, and thus by Lemma 2.2 we have A = A. We have thus concluded a 
proof of (1). 

(2) By Proposition 3.1 we know t h a t there is a fundamental system 
x = {71, . . . , 7z} of A such t h a t A2 = {a £ A| a = ]£ rt yu r 1 = 0 (modp)}. 
Let ô- be the element of the Weyl group of A such t ha t aw = w. Relabel 
{«i, . . . , at} such t ha t at = 0-7 * for i = 1, . . . , /. Then crA2 = Ai, as above. 
T h u s concludes the proof of (2). 

(3) Suppose A2 is an / — 1 maximal, maximal subsystem of A. By the 
corollary to Lemma 2.3 there is an element a of the Weyl group of A such t h a t 
o-A2 C\ ir is a fundamental system for <rA2. Relabel {«i, . . . , at} (if necessary) 
so t h a t cA2 C\ T = {a2j . . . , at}. Suppose t h a t mx > 1. Then , if we consider 
the subsystem A3 = {a £ A| a = X) kt au kx = 0 (mod mi )} , A3 ^ A since 
«i (? A3. And A3 D o-A2. T h u s o-_1A3 D A2 and hence A2 is not maximal. This 
contradict ion implies t h a t mi = 1. 

T h e proof of the Theorem 3.1 is now complete. 

4. T h e charac ter i s t i c of a n / m a x i m a l s u b s y s t e m of A. Let Ai be an / 
maximal subsystem of A with characteristic p. g has a root space decomposition 
g = h + E«€Aga. Set gi = h + Ea€A! g<*. Since Ai is I maximal, gi is a 
semisimple Lie algebra over K. Set P i = S « <EA-AI ga, g = gi © P i (vector space 
direct sum) . 

If a 6 Ai and 0 £ A - Ai and if a + £ £ A, then by the definition of 
subsystem, a + 0 Ç A - Ai. T h u s [X, Y] Ç P i if X G gu Y G Px. T h u s we 

https://doi.org/10.4153/CJM-1968-056-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-056-4


562 NOLAN R. WALLACH 

can define a representation (p, Pi) of gi as follows: 

P ( X ) . F = ad(X)F, X eghY £ P l t 

Recall that if X, Y G g, then ad(X) Y = [X, F]. 
We shall show that the number of irreducible components of this representa­

tion is exactly p — 1. To this end fix in = {ft, . . . , ft} a fundamental system 
for Ai. We assume that ft is deletable (see Definition 3.1). Order {A}Q lexico­
graphically with respect to the ordered basis {ft, . . . , ft} of f A} Q. Let y be the 
smallest positive root in A — Ai with respect to this order. Proposition 2.1 
asserts that 

Ai = {a G A| a = sy + E o i s* ft, s = 0 mod (p)}. 

Let 

Mr = {a G A| a = sy + X)z>i^f t , s = r ( m o d P)} > r = 1, . . . , £ - 1. 

Then ilfr ^ 0 and Ai VJ ilf* U . . . \J M^1 = A. If we set V* = £ « ew * g«, 
then [gi, V1] C V*. If we denote by (pu V1) the subrepresentation of gi obtained 
from (p, Pi) by restricting p to F*, then we clearly have P i = V1 © . . . 
© " P - 1 (direct sum) and p = pi © . . . © pp-i. 

Using the above order, we denote by yi the largest element of M\ (yi
1 ft) > 0 

for j = 1, . . . , /. Thus 7* is a dominant integral element of {Ai} Q with respect 
to 7Ti. Let (pi+, W*) be the irreducible subrepresentation of {pu V1) corres­
ponding to the highest weight y*. We shall show that (pi+, W*) = (pu V1). 

Let M+
r be the set of weights of (pr+, Wr) (clearly M+T C A). 

LEMMA 4.1. If a G Mr and if a = yr — Yl mi Pu where mi G Z, i = 1,. . . , /, 

Proof. Let P* be a non-zero root vector in g corresponding to — ft, i = 1, . . . , /. 
Let Xr be non-zero in gyT. 

We prove Lemma 4.1 by induction on ]T \nti\ = m. If m = 1, then 
a = yT - ft (7 r + ft G A). Since a G A, we have [Fjt Xr] 9* 0 and [Fjy Xr] 
G g«. But pi+ÇF^Xr = [P„ X r] and thus ga C Wr. And hence a G M+ r . Thus 
the result is true for m = 1. 

Assume that the result is true for m = k. Assume that m = k + 1. By 
Lemma 2.1, either a — yr G A or a + €j ft G A for some j , where |w^| > 1 
and €j = mj/\mj\. lî a — yr G A, then ^ wy ft G A and thus by Lemma 2.2 
we have I ] m* ft € Ai. Let 5 = S m* ft and let X be a non-zero root vector 
in g corresponding to —8. Then, as above, pr

+(X)Xr ^ 0; thus a G M+r. 
If a + €, ft G A, then 

« + *j ft = 7 r - Z) €* ( W - ôtj)pt. 

Since a + ê  ft G ilP and ^ (|WJ| — 5î7) = &, we see by the inductive 
hypothesis that a + €j ft G M+ r. Now, as above, pr

+( Y)Z is non-zero in 
ga(Y G g - ^ , F ^ 0, and Z G g « + ^ , Z ^ 0) ; thus a G M+ r. 
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LEMMA 4.2. Let a, p £ Mr. If a = Y, i^i/p)Pi and p = Y (ni/p)pi wi/A 
ntf, ni G Z, i = 1, . . . , /, /fen Wj = w* (mod £), i = 1, . . . , /. 

Proof. Mr = {a G A| a = 57 + X 0 1 ^ Pu s = r (mod £)} (notice that 5, s* 
in the above are all integers of the same sign). 

Assume that y = Y (°.i/P)Pi (notice that qi = 1). 

a = sy +^2t>i si Pu s, st G Z, 5 = r (mod p), 
and 

P = h +]£<>i ^ /3<t t, tt £ Z,t = r (mod £)• 
Hence 

a = 5/PJ8I + Z (*2< + £*<)/£& and 0 = t/pfa + £ te + Ph)/PPu 

mi = s, nti = sg* + £s*, ni = /, nt = /g* + £**, i + 2, . . . , /. Clearly rax = ni 
(mod £) (by definition of Mr), mt = sqt (mod p), and w* = tqt (mod £), and 
hence m.j = rg* (mod p) and w* = rg* (mod p). Thus mf = nt (mod £>). 

Using Lemmas 4.1 and 4.2, we can now prove the main result of this section: 

THEOREM 4.1. Let p, gi, Pi , p be as defined in the beginning of this section. 
Then the number of irreducible components of the representation (p, Px) is 
exactly p — 1. 

Proof. Using the above notation we need only to show that MT = M+
r. 

Now Lemma 4.2 says that if a, P G Mr, then a — p = Y riPi with rt G Z. 
In particular, this says that for each a G Mr, yT — a — Y rt Pi with rt G Z, 
i = 1, . . . , /. And this says that a = yr — Y rt Pi with rt G Z, i = 1, . . . , I. 
Lemma 4.1 implies that a G M+

T. Thus Mr C M+r. Since Àf+
r C Mr, we 

have shown that M+r = MT. And the theorem is proved. 

Restricting Theorem 4.1 to the case p = 2, we have 

COROLLARY TO THEOREM 4.1. If gi, p, P i are as above and p = 2, /Aerc (p, Px) 
w an irreducible representation of gi. 

5. Conjugacy theorems. Let g> h, A, and I be as in the preceding sections. 
Let W(A) be the group of all rotations of A. Let W(A) be the (normal) subgroup 
generated by the Weyl reflections of A. 

Definition 5.1. If Ai and A2 are two subsets of A, then they are said to be 
conjugate if there is a er G W(A) such that crAi = A2. 

The main purpose of this section is to sketch a proof of 

THEOREM 5.1. Let Ai and A2 be maximal subsystems of A and assume that they 
have the same structure. Assume that A is connected (i.e., g is simple). Then 

(1) if Ai, A2 are I maximal with the same characteristic, they are conjugate ; 
(2) if Ai, A2 are I — 1 maximal, they are conjugate. 
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We know of no proof of this theorem that is completely independent of the 
classification of simple Lie algebras over an algebraically closed field of 
characteristic 0. 

A proof of Theorem 5.1 (1) for the case p = 2 and Theorem 5.1 (2) can be 
found in (7). The proof is essentially a case-by-case check using weak forms of 
the results of this paper. 

The following lemma can be proved using the techniques of Dynkin's 
classification of complex simple Lie algebras (that is, the use of 1, 2, 3, 4, and 
6, pp. 130-131 in Jacobson (4)). 

LEMMA 5.1. Assume g is simple and g is not B2l G2, or F±. Let T be a fundamental 
system for A. If TTI and T2 are subsets of -K that contain I — 1 elements and if wi 
and ir2 have the same diagram, then there is a r Ç W(A) such that TT = w and 
T7Ti = 7T2. 

Using Lemma 5.1 we can prove 

PROPOSITION 5.1. Let Ai and A2 be I — 1 maximal subsystems of A. If A ^ B2r 

G2, or FA and if Ai and A2 have the same structure, then Ai and A2 are conjugate. 

Proof. Let TT be a fixed fundamental system for A. By Lemma 2.3 we know 
that there are fundamental systems -w\ and ir2 of A such that 

|Ai C\ 7Ti| = |A2 C\ 7T2| = / - 1 

( |A | means the cardinality of A). 
Let ci, a2 G W(A) be such that at tti = 7r, i = 1, 2. Then (Ti(Ai C\ 7TI) and 

a2(A2 P\ 7r2) are subsets of w containing / — 1 elements and having the same 
Dynkin diagram. Thus there is a r G W(A) such that 

T(7i(7ri (^\ Ai) = (72(7T2 P \ A 2 ) . 

Thus 

a2~
1rai(iri P\ Ai) = ir2 C\ A2. 

This implies that a2~
1raiAi = A2. And the proposition is proved. 

Lemma 5.1 and Proposition 5.1 do not extend to the case g = B2, G2j or F4. 
Consider, for example, 

B2 = o =» o . 
Oil OL2 

If Ai = {ÛJI, —ai}, A2 = {a2, — a2). Then if there were a r Ç W(A) such 
that rAi = A2, then ra\ = + a 2 , and we would have (rai, ra\) ^ (ay, a\). 
Thus r would not be an isometry, which is impossible. 

Using Proposition 5.1 we can prove (2) of Theorem 5.1. 
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Proof of Theorem 5.1 (2). If g = G2 or Fh then if Ai is maximal, it is I 
maximal. If g = B2l then a fundamental system of A is 

Tj- = o = » O . 

<X\ (X2 

The subset {ai} of T corresponds to a 1-maximal subsystem in A that is also 
maximal in A. The subset {a2} does not. Thus every 1-maximal, maximal 
subsystem of A is conjugate to {«i, — «i}. All other cases of Theorem 5.1 (2) 
are taken care of by Proposition 5.1. 

To prove Part (1) of Theorem 5.1 we shall need 

LEMMA 5.2. Let Ai and A2 be two I maximal subsystems of A of characteristic 
p such that Ai and A2 contain respectively Ai and A2, / — 1 maximal subsystems of 
A. If Ai and Â2 are conjugate, then Ai and A2 are conjugate. 

Proof. Let a G J^(A) be such that o-Âi = Â2. Then o-Ai P\ A2 D Â2. Let -K be a 
fundamental system of A such that \T P\ A2| = / — 1. Let x = {«i, . . . , az} 
and 7T Pi A2 = {a2, . . . , ai). By the definition of characteristic, 

cAi = {a G A| a = ^ st aif Si = 0 (mod £)}, 

A2 = {a G A| a = X ) ^«f» Si = 0 (mod^)}. 

Thus Ai = A2, which was to be proved. 

COROLLARY TO LEMMA 5.2. If g ^ B2, G2, or FA and if Ai and A2 are I maximal 
subsystems of characteristic p in A such that Ai 3 Ax, A2 D A2 where Ai a»(Z Â2 

are / — 1 maximal subsystems of A m//^ /&£ ^aw^ structure, then Ai aw^ A2 ar^ 

In order to prove Theorem 5.1 (1) we must still study B2, G2j and F4 

individually. The proofs for B2 and G2 are simple (using the same technique as 
the proof of Theorem 5.1 (2) for B2). For F4 the proof is slightly more difficult. 

In the general case for g ^ B2j G2, or F± the proof goes as follows. 
Let 7Ti and x2 be fundamental systems for Ai and A2. (We assume that Ai 

and A2 have the same structure and characteristic.) Write out the diagrams of 
xi and 7r2. If there is a deletable element (see §2) fit G iru i = 1, 2, such that 
{iri — {3i} and {ir2 — /52} have the same structure, then by the corollary to 
Lemma 6.2 Ai and A2 are conjugate. (This condition is in fact necessary and 
sufficient.) We are now left with a case-by-case determination which is a 
rather straightforward computation. 

The case p = 2 of Theorem 5.1 has interesting applications (see §6) and in 
this case the proof is much simpler. We can use the corollary to Theorem 4.1 
and study the irreducible representations as in §4 to give a proof. 

LEMMA 5.2. Suppose Ai and A2 are I maximal subsystems of A of characteristic 2 
with the same structure. Suppose that -K\ and w2 are fundamental systems of Ai and 
A2 respectively and that 13 and y are the respective highest weights of the représenta-
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Hon s defined in §4 corresponding to Ai and A2 with respect to wi and 7r2. Finally 
suppose that there is an ordering of TT± (of 7r2) in a Dynkin diagram such that 
in = {0i, . . . , ft} (TT2 = {7z, . . . ,7i}) and p = £ (*</2)ft, 7 = E (*,/2)7f. 
!TAe» Ai and A2 are conjugate. (The diagrams above differ only in labels.) 

Proof. Let o- be the linear map of {A} Q to {A} Q such that o-ft = yui = 1,. . . , /. 
Clearly a is an isometry with respect to ( . . . , . . . ) . 

If we can show that a A = A, then Ai and A2 will be conjugate. Every element 
of A — Ai can be written in the form 

a = P - ph - ft2 - . . . - ftv 

where p — Ph — . . . — piJc G A — Ai for 1 < &< r and ptj G iruj = 1, . . . , r. 
Let us say a is in the rth level. We shall show that a(A — Ai) C A by induction 
on r. 

If a is in the first level, then a = p - ftv Thus (p, ph) > 0 (P + Ph G A) 
and hence aa = y — yh. But (7, 7^) = (f3, Ph) > 0. Hence 7 — yh 6 A. 
And hence aa Ç A. Suppose true for all a with level less than r. We shall 
show that the result is true for r. Let a be on the rth level. Then a + (3j 
G A + Ai for some 1 < j < / and a + jfy is on the (r — l) th level. Consider 

the fij string containing a + &•• That is 

(a + Pj) - kpj} ...,a + Pi,(a + ft) + ft, . . . , (a + ft) + sfr. 

Then 2(a + ft, ft)/(ft, Pj) = k — s. But 0- is an isometry and o-((a + ft) 
+ /ft) G A for / = 0, 1, . . . , 5 by the inductive hypothesis. Thus 

<r(a + Pj) - aft, . . . , (j{a + ft) - &crft G A 

and in particular aa G A. Thus the lemma is proved. 

We complete the proof of Theorem 5.1 in the special case of characteristic 2 
by including a table of the possible conjugacy classes of / maximal subsystems 
of the root system of each simple Lie algebra, and the corresponding highest 
weight. In Table I, the column g corresponds to the class of the simple Lie 
algebra g under consideration. The column w corresponds to a fundamental 
system for the root system under consideration. The next columns refer to 
the subsystem 

Afc = {a G A| a = 23 m% ai where mk = 0 (mod 2)}. 

If in the column ft there is a " — ," then we know that Afc is not / maximal. 
If there is an expression that corresponds to a root in A in the column ft, then 
this means that {ft, ir — {ak}} is a fundamental system for Ak. The column wk 

gives a Dynkin diagram wk = {ft, TV — {ak}}. The column gk corresponds to 
the subalgebra of g that corresponds to Ak as defined at the beginning of §4. 
The column yk is a list of the highest weights of the representations correspond­
ing to gk in g defined in §4. We only include an expression for yk in the case 
when Ak is / maximal. 
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TABLE I 

4 j o — o o 
«1 «2 Oil 

31 o—-o • • • o<=o 

: - 1 

o — o • • — o o — o • • — o 
a x « 2 ak-i ak+i ak+2 at 

o — o - • - C K = O 

a 2 a 3 a i - i » ; 

oftt | /3/- + f a fc_i + S i*k.k-

o — o • • - o — o o — • -CK=O 

ai a2 ak-<iptk-iak+i at 

At-i 

5 M 

Dt.X Bi-

ct—o- • -o=>o 
« i a 2 a i - i at 

k =1 

k<l 

o — o - • -o 
a i a 2 ai-i 
o — o - - - o ^ o o — - - o ^ o 
« i a 2 a*_i/3 f c ak+i « , - i a i 

| ( j8* + a , ) + L ^ , i « i 

^<-
C* X d _ i 

7 j O O- • -O—O 
«1 «2 «J-2Û!i-l 

k = I 

k = l 

o—o- o 
« l «2 ai-l 
O—O— • • O—Oa i-i 
«2 «3 « I - 2 \ 

o a j 

1 < k < I - 2 o/3* o a j 
1-2 / \ 

ak-i + 2 2 Z « i + ai-i + ai o — o - - - o — o o — o o — o 
* « i a2ak-2ak-iak-i a z _ 2 a j _ i 

At-

Dt-

2(0* + a * - i + a i + a i - i ) + E ^ . w . i . w f f j -D* XDi-k 

00!6 

I 
Oa3 

& = 6 
d a i Oas a i + 2 a 2 + 3 a 3 + 2 a 4 o — o — O — O — O o 

- f «5 + 2 a 6 «1 «2 «3 «4 «5 
f a i + «2 + f a s + «4 + | a 5 + 106 

# 5 ' 
a2 a3 a4 as 

k = 2 
ai + 2a2 + 3a3 + «4 + «6 

(32 a5 a4 a3 a6 a i 
|j82 + a5 + f a 4 + a3 + ?a6 + è«i i 5 X i i 

k = 3 
a2 + 2a3 + a4 + «6 

a2 a i /33 as a4 a6 
§a2 + ax + f 183 + a5 + fa4 + ^a6 4 6 X 4 i 

AhXAx 

Oa7 

k = l / 
2 a i + 3 a 2 + 4 a 3 + 3 a 4 o — o — o — o — o c 

+ 2a5 + ae + 2 a 7 a 6 a 5 a 4 a 3 a 2 /: 
| a 6 + a 5 + f a 4 + 2 a 3 + f a 2 + a 7 + Afr X>6 X ^ 1 

o a 6 

& = 2 / 
a i + 2 a 2 + 2 a 3 -\- a\-\- ^ o — o — o — o o 

a 7 a 3 a t a A a\ 
f a 7 + a 3 + f a 4 + 2 a 5 + P 2 + a 6 + i a i D6 X Ax 

è«2 + a x + f/33 + 2 a 5 + f a 7 + a 6 + § a 7 A s X ^ i 

\ab + a 6 + f j84 + 2 a i + f a 2 -+• a 3 + | a 7 , 4 7 

O a 2 + 2 ( a 3 + a 4 + a 5 ) O—O—O—O 
a 6 + a 6 + a 7 /35 a i a 2 a 3 \ a 6 

2185 + a i -f- f a 2 + 2 a 3 + f a 7 + a 4 + | a 6 X>6 X i 4 x 

ife = 6 

k = 7 
a : + 2 a 2 + 3 a 3 + 2 a 4 o — O — O — o — o — o — 

+ a s -f- 2 a 7 a i a 2 a3 a 4 a-0 <x$ 
^ a i + a 2 + f a 3 + 2 a 4 + f a 5 + a 6 + | / 3 7 Ai 
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T A B L E I (Continued) 

TTfc 

Oa 8 

k = l / 
2ca + 3a2 + 4a3 + 5a4 o—o—o—o—o—o o f a2 + 2a3 + f a 4 + 3a5 + 2a6 + a7 + f a8 £ 7 X ^ 1 

+ 6«5 4" 4a6 + 2a7 «2 «3 «4 «5 «6 «7 01 

* - 2 / "8 

a i + 2 £ «i + «6 + as O—O—O—O—o—O O f j82 -f 2a7 + fa 6 4- 3a5 + 2a., + a3 + f a3 £ i X i i 
/ = 2 02 «7 «6 «5 « i art « l + \o>-\ 

Oa 8 & = 3 pa* 

I / 
«so a2 + 2 E « i + « 6 + ag o—o—o—o—o—o—o fa2 + a i + 103 + 2a7 + fas + 3a3 + 2a4 £>8 

/ \ ^ a2 a i 03 Q!7 as «5 «4 + f « 8  
E» a40 aijO Oa3 

/ \ * = 4 / 
a30 O a3 + 2a4 + 2a5 + a6 + a3. O—O—o—O—o—O—O | a 8 + «5 + fa6 + 2a7 + f 04 + 3a2 + 2a! D» 

/ a 7 «8 0C5 «6 «7 04 «2 «1 + f « 3 a 2 0 — —— Oa4 

a i 

fa6 + 2a7 + 105 + 3a3 + 2a2 + ai + §a4 £,X^i 
+ |a8  

fa8 + 2a5 + fa4 + 3a3 + 2a2 + ax + 106 £7 X A 1 
+ «̂7  

aeO 
& = 7 / 

a2 +2(a 3+ «7+ «s) o — o — 0 — 0 — 0 — 0 — o \fa + «1 + |«2 + fa 4 + 3a5 + 3a8 + fa6 D» 
+ 3(as + ae) ~t~ 4a5 07 ai a2 a3 a4 as as 

7 + 2(a6 + a4 + a8) O — O — O — O — o — O — O fa7 + a6 + f a5 + 2a 4 + fa3 + 2a2 + 2ai £>8 
-f- 3a5 + a3 a 7 a6 as a 4 a3 a 2 ai + #Ps 

fc = l o—a—o«5 i0i + a4 4- f« 3 + 2a2 Bx 
2ax + 2a2 + as 0i a4 a3 a2  

T^2 0=0=0^0 èa3 + a4 4" 102 + 2ai £4" 
2a2 H~ as a3 a4 02 â   

k — 3 o—o=»o o a2 4" 2ai 4- f 02 4" 2
ai C3 X 4 1 

2a2 -j- 2a3 4~ a4 a2 ai 03 a4  k = 4 
2ax + 4a2 4" 3a s + 2a, 

0—o=>o 0 
a\ a2 a3 0, 

a i + 2a2 4- f a 3 4" 2/31 C3 X -4 i 

G? o<^o 
ffi a 2 

£ = 1 
2a 1 + 3a2 

0 0 
a 2 0 i 

fa 2 4" | 0 i . 4 x X ^ i 
o<^o 
ffi a 2 k = 2 

a i + 2a2 

0 0 
02 a i 

f 02 + èai AxXAi 

In the case 4̂̂  there are no / maximal subsystems. In the case Bt all of the 
classes / maximal subsystems with characteristic 2 as shown in Table I are 
distinct. Thus Theorem 3.1 (2) contains Theorem 5.1 (b) in the case Bt. In 
case Ch Ajc has the same structure as Ar if and only if r + k = /. And in this case 
Lemma 5.3 proves Theorem 5.1 (b). In the case Dt we have the same situation 
as in Ci. In the case FA we see that Ai and A2 are conjugate and A3 and A4 are 
conjugate by Lemma 5.3. In case G2 we have Ax conjugate to A2. The tables and 
Lemma 5.3 complete the proof for Eh I = 6, 7, 8. We have thus proved Theorem 
5.1 completely for / — 1 maximal, maximal systems and I maximal systems 
of characteristic 2. 

6. On the classification of real simple Lie algebras. The results stated 
without proof in this section can be found in (7) and for the most part in (5). 
Let g be a complex simple Lie algebra, h a Cartan algebra with dim h = /, 
u a compact form of g such that u P\ h is maximal abelian in u, A the root 
system of g with respect to h, and TT a fundamental system of A. 
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A fundamental result of E. Cartan states that up to isomorphism every real 
form go of g can be found as follows: 

Let A be an involutive automorphism of u (i.e. A2 = 1). Let uA
+ = 

{X £ u\AX = X] and uA~ = {X Ç u\ AX = -X}. Then 

gA = uA
+ + \/( — l).uA- = go. 

Furthermore, if A and B are involutive automorphisms of u, then gA and 
gB are isomorphic if and only if there is an automorphism C of u such that 
C~lAC = B. 

An algebraic proof of this result can be found in (7). 

Definition 6.1. Let A and B be involutive automorphisms of u. A and B are 
said to be equivalent (written A = B) if there is an automorphism C of w such 
that CAC-1 = B. 

Thus, to classify all real forms of g up to isomorphism we need only classify 
all involutive automorphisms of u up to equivalence. 

Let I{-n) be the set of rotations a of A such that a2 = 1 and aw = ir. Let 
TV = {«i, . . . , az} and let J ^ be a non-zero element of the root space with 
respect to h for aiy Yt be a non-zero element of the root space for —a^ For 
each r £ 7(7r) let i —-> i' denote the corresponding permutation of {1, . . . , / } . 
Define TX, = Xt,, TYi = Yt>, i = 1, . . . , /. Since Xu . . . , X„ Fi, . . . , F, 
generate g, T defines an involutive automorphism of g and of u. We call T 
the canonical automorphism of u associated with r. For simplicity we use the 
same notation for I(ir) and the canonical automorphisms associated with 

THEOREM 6.1 (Gantmacher). Every involutive automorphism of u is equivalent 
to an automorphism of the form T exp(V( — l).w ad(iT)) where T Ç /(7r), 
ff 6 V(-i).(* n «) a^ r ^ = if. 

For a proof of Theorem 6.1, see (7). 

If r e x p ( v
/ ( - l ) . 7 r a d ( i f ) ) is involutive and TH = H, Te I{ir), then 

since T2 = 1, we must have exp(\/( — l).w ad(H)) is involutive. Since 
H G V ( —1)-(A ^ u)> this implies that «(iJ) is an integer for each a Ç A. 
Set 

A*+ = {a 6 A| a(fiT) = 0 (mod 2)} 
and 

AH" = A - AH+ = {a G A| «(if) = 1 (mod 2)}. 

Since TH = if, we have TA# + = A^+. 

PROPOSITION 6.1. Let T, H, and AH
+ be as above. Then AH

+ is a maximal 
subsystem of A. If AH

+ is I maximal, then it has characteristic 2. Conversely, every 
I maximal, subsystem of characteristic 2 or I — 1 maximal subsystem Ai of A 
such that rAi = Ai corresponds to an involutive automorphism rexp(V(~l) . / n" 
ad(if)), where T G I(T), TH = H, and H G y/(-\).(h C\ u). 
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T o prove Proposit ion 6.1 we use the following lemma of H a n o and M a t s u -
shima (3 ) . 

L E M M A . Suppose Ai and A2 are subsystems of A and suppose that Ai VJ A2 = A. 

Then one of Ai or A2 is A. 

Proof of Proposition 6.1. W e first show t h a t A# + is maximal in A. Le t 
p G A — AH

+ . Set Â = {AH
+, P] z H A. Clearly Â is a subsys tem of A. Fur the r ­

more, if we show t h a t Â = A for a rb i t ra ry P, L e m m a 2.2 tells us t h a t AH
+ is 

maximal in A. 
T o this end we consider A — A = A'. Not ice t h a t A' C A # - . Fu r the rmore , 

we note t h a t if 7, a G A#~ and a + 7 Ç A , then a + 7 G A#+ . W e shall 
show t h a t A' U A# + is a subsystem of A. If a G A', clearly — a G A'. If 
a G A' and 7 G A f f

+, suppose t h a t a + 7 G A. T h e n 

a + 7 = J2^tPi + mp, mt G Z, m G Z. 

B u t then a = —7 + ]C mt Pt + m/3, which would then say t h a t a G A, 
cont ra ry to the definition of A'. T h u s a + 7 G A'. Hence A# + U A ' is a 
subsystem of A. B u t A = (AH

+ U A') J A. And since p G AH+ VJ A', 
L e m m a 6.1 implies t h a t Â = A. 

W e now show t h a t if AH
+ is I maximal, i t has character is t ic 2 in A. 

By Theorem 3.1 (2) there is a fundamenta l sys tem for A, {71, . . . , 7 ^ such 
t h a t 72, . . . , 7z G AH

+. a G A# + if and only if a(H) = 0 (mod 2). a G A 
implies t h a t a = £ ra* yu where the ra/s are all integers of the same sign. 
a(H) = ^2 wiiyi(H). Since yt(H) = 0 (mod 2) for i = 2, . . . , I, we have 
a(H) = w i 71(H) (mod 2). 7 l G A - AH+; hence 71(H) = 1 (mod 2). T h u s 
a G A# + if and only if mi = 0 (mod 2). T h u s 

AH4" = [a G A| a = £ Mi7u m = 0 (mod 2)} . 

B u t this says t h a t AH
+ has characteris t ic 2 or 0 in A. 

Le t Ai be a maximal subsystem of A with character is t ic 2 or 0 such t h a t 
rAi = Ai. Le t 7Ti = (A — Ai) r\ T. Clearly 71-1 9e 0, since if 71-1 = 0, then 
Ai = A. Le t us suppose t h a t TTI = {ai. . . . , as}. Le t 

Â = | a Ç A a = J ] w ( a i , ] T m* = 0 (mod 2) f . 

Le t Hi, . . . , Hi be the elements of & such t h a t a^Hj) = 5^ (5^ the Kronecker 
del ta) . Since rAi = Ai, r(A — Ai) = A — Ai, and TIT = T, this implies t h a t 
T7Ti = 7Ti. Hence if we set H = i J x + . . . + H 5 , we have T H = H. Fu r the r ­
more, Â = AH

+. And TAH
+ = A#+ . If we show t h a t A = Ai we shall have 

completed the proof of Proposit ion 6.1. Le t {71, . . . , 7*} be a fundamenta l 
system for A such t h a t 

Ai = {a G A| a = ^ mt yu m\ = 0 (mod 2 )} . 

{71» • • • > 7i} exists by Theorem 3.1 (2). Le t H i , . . . , Hi in h be defined by 
yt(ffj) = 8tj. T h e n 
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Ai = [a e A| a (5 i ) = 0 (mod 2)}. 

Now at(Hi) = 1 (mod 2), i = 1, . . . , 5. Hence if a 6 Ai, then a = ]T w< at 

and 

»(#i ) = 2 mtcttiBx) = 53 miOLi(Hi) = YJ mi (mod 2). 

Since a(Hi) = 0 (mod 2), this implies that Ai C A since Â ^ A. This says 
t h a t Ai = Atf+. 

We next give a more root-theoretic criterion for congruence. 

PROPOSITION 6.2. Let A = exp(V( — 1).^ ad(H)) and B = exp(V( —1).TT 
ad(i7')) be two involutive automorphisms of u, with y/( — l).H, \/( — l).H' 
6 h C\u. A = B if and only if AH+ and AH> + are conjugate. 

Proof. Suppose that a 6 W(A) is such that vAH>+ = AH
+. There is an 

automorphism S of u such that Sh = h and aa(H) = a(5_1i7) for each H £ h. 
Consider 

5 - ^ 5 = 5 - 1 exp(V(- l ) .7 rad( i7 ) )5 = exp^S"1 V ( - l ) . i r ad(#)S) 

= exp(-v
/(-l) .7rad(5-1 if)) = exp (V( - l ) . i r ad (5) ) . 

But 
AH+ = {a 6 A| a (5 -W) = 0 (mod 2)} 

= {a e <r\ <ra(H) = 0 (mod 2)} = AH,+. 

Thus 5 - M 5 = 5 . Hence 4 = 5 . 
Let us suppose that A = B ; then there is an S in the automorphism group 

of u such that S - 14.S = B. Now let Z7 denote the connected component of 
the identity in the group G of automorphisms of u ; then 

G = U Ti U, 

the components of G with respect to U, and we may assume that Tj h = h. 
Thus S=TjR1R e U. Now then 5 " M 5 = R^Tj ~lA T, R. Hence T^A Tt = 
RBR~l. But Ty-M 7^ and I? are contained in the maximal torus exp(ad(& C\ u)) 
in U and thus there is an element of the normalizer of this torus, V, such that 
TrlATj = 7 5 F " 1 (see Séminaire "Sophus Lie" (6), Exposé 23). Thus 
V-lT-lATjV = B. And TjVh = A. Let S = T,V. Let <r be the element of 
W{A) defined by âa(X) = «(S-1*) for all I f i Then 07^+ = AH+. 

Combining Propositions 6.1 and 6.2 and Table I we have thus given a 
complete classification of all equivalence classes of inner involutive auto­
morphisms. 

LEMMA 6.1. Let A = T exp(\/( — l).Tr ad(iif)) be an involutive automorphism 
of u, where T £ I(ir) and TH = H, y/( — l).H £ u C\h. Then A = 
T exp(V( — 1).TT ad(ff)), where TÏÎ = H and if at 6 IT — A#+, ^ ^ rat = a*. 
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Proof. Le t Hi, . . . , Ht in h be denned by oLt{H0) = 5^. Le t wi = x — A#+ . 
Assume t h a t 7ri = {ai, . . . , a s } . In the course of the proof of Proposit ion 6.1 
we showed t h a t AH

+ = AH>+, where H' = Hx + H2 + . . . + # s a n d TH' = H'. 
Hence A = T exp(\/( — l).7r ad(H')). Suppose TŒJ 9* CLJ for some j between 
1 and s. Le t raj = ar (note t h a t 1 < f < s). Set H = (Hj — Hr). T h e n 
TH = -H. Since T2 = 1, this implies t h a t H = (T - l)H", where 
H" G V ( - l ) . A n « . Now 

H' + H= 2Hj + X # , . 

T h u s e x p ( V ( - l ) . i r a d ( i ï ' + Ê)) = e x p ( V ( - l ) . T ad(i?)), where 

Now 

e x p ( 7 r V ( - l ) . a d ( ^ / , ) ) r e x p ( x V ( - l ) . a d ( ^ , ) ) e x p ( - x V ( - l ) . a d ( ^ , / ) ) 

= Texp(wV(-l).ad(H' + (T - 1)H")) = T e x p ( n V ( - l ) . a d ( i ï ' + H)) 

= r e x p ( 7 r V ( - l ) . a d ( J ? ) ) . 

Set t ing S = exp(7r V ( — l ) . a d ( i f " ) ) , we have thus shown t h a t 

SAS'1 = r e x p ( i r V ( - l ) . a d ( J 5 ) ) 

with 7T — Ajy+ = 7T — A# + — {c^, T ^ } . L e m m a 6.1 now follows by induct ion. 

L E M M A 6.2. If T £ I(TT) and w = {a £ w\ ra = a}, then w is connected. 

Proof. If a, P £ JT(7T) and a, /3i, . . . , (3r, P is a chain connecting a and /? 
in 7T (i.e., (a, pi) ^ 0, {pu pi+i) ^ 0, i = 1, . . . , r - 1, </3r, /3) ^ 0), then 
r a , T/3I, . . . , r/3r, r/3 is a chain connecting « and P in 7r ( ra = a, TP = P). If 
then for some 1 < & < r we have rPk ^ pk, then we would have a "cyc le" in T, 
and this is impossible (see Jacobson (4, p . 130) for the per t inent définitions 
and theorems) . T h u s rPk = pk, k = 1, . . . , r. Hence w is connected. 

Le t A be the subsystem of A generated by TT. W e now prove 

L E M M A 6.3. Let T e x p ( \ / ( — 1) .^ ad(i^)) be an involutive automorphism of 
u such that T Ç /(TT), \/( — l).H ^ u C\h, and TH = H. Let Hi, . . . , Ht be 
the elements in h defined by at(H3) = otj, where ir = {«i, . . . , at}. Then if 
H 9*0, 

r e x p ( V ( - l ) . * r a d ( H ) ) = T exp( V ( - l ) . * r ad(tf*)) , 

wfeere Tû^ = afc. 

Proof. Le t {a^, . . . , air} = ir — AH
+. By L e m m a 6.2 we may assume t h a t 

<*i) € à, j = 1, . . . , r. Fur thermore , 

A C\ AH+ = {a e A\ a(H) = 0 (mod 2)} 
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and thus by Proposition 6.1, Â H AH+ is a maximal subsystem of A of character­
istic 0 or 2. Theorem 3.1 (2) says that there is an aik € T and a or G W(Â) 
such that 

c(A H AH
+) = {a G Â| a = J^ mij aij> mik = 0 (mod 2)}. 

Since a is a product of Weyl reflections, a can be considered an element of the 
Weyl group of A. Now à C\ w — (<rAH+) = aik. For simplicity, set ik = k. 
And thus by Lemma 6.1 we have 

r e x p ( V ( - l ) . 7 r a d ( i J ) ) s r e x p ( V ( - l ) . 7 r a d ( i J J ) . 

PROPOSITION 6.2. T exp(V(- l ) .*r ad(#fc)) = T expCVC-l).*- ad(# r ) ) 
(where ak, ar 6 f and i7fc, i J r are as iw Lemma 6.1) if A ^ + P\ A is conjugate to 
AHr+ H Â iw Â. 

TABLE II 

g 7T r i l TTA iU+ 

At o—o • • • o—o T«i = « H - l - i T o—o- • -cx= o BP 
I = 2£ Ot\ 01* OLi-l <Xi « i a2 a p - i dp 

Ax o—o- • -o—o TCli = « H - l - i T o—o- • -o=>o Cp+i 

1 = 2p + 1 OL\ «2 Oii-l Oui 

J^e2AiriHp+i 

« i «2 aP aP+i 
o 

/âp 
o—o • • • o âp-i 
« 1 « 2 \ 

o 

Dp+i 

âp + âp+i 

ax 
o 

1 r a j - i = at 

T o—o • • • o«= o 
a i «2 â j _ 2 « i _ i 

Bt-i 

r>i o—o • • • o—o /?* = £ *< 
/ > 4 ai a2 ai-1 a/_i A; 

Ye&ûiriHk o—o • • • o <=o o — o <=o Bk X Bi-k-i 
a i <52 â A _ i /?* â f c + i Oii-2 a ; 

«4 
o 

1 T2 « i = a.t 

Tj j = l , 

'A 

2 o—o<=o j = 
âj+2 «2 ai 
o— o<=o 

1, 2 B, 

£>4 o—o—o ai ai â3 

«1 «2 «3 r 3 as = a 4 

j = 1, 2 
3T8 gad T ^ 2 

o « = = o o j = 
âj+2 «2 + â i a i 

O 4 = O O 
âl «2 + «3 âz 

1, 2 B2 X Ai 

B2 X i 4 i 

«6 
o ra2 = «4 

r o—o=>o—o 
«1 «2 «3 «6 

F, 

c4 
«6 

o ra2 = «4 

r F, 

c4 

1 «6 «2 + «3 â\ ai 

£e 
Oil «2 «3 «4 <*f, TeMTr ill 6 6*4 Oil «2 «3 «4 <*f, TeMTr ill 6 

« 2 + «3 + <*6 a i â 2 â-i 
6*4 

i\fote. In the above table ai = ai\hA+, where hA
+ = {H G ft| ^4^? = ^"} ; gA+ = 

{X Ç ^| AX = X} ; and 7^ is a fundamental system for A» the set of roots of gA+ with 
respect to JIA+» 
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Proof. If AHk
+ r\ A is conjugate to AHr

+ H A in Â, then the techniques of 
the proof of Lemma 6.3 will show that T exp(\/( — l).w ad(Hk)) = 
r e x p ( V ( - l ) . 7 r a d ( i 7 r ) ) . 

Using Table II, we can now complete the classification of real forms of g. 
We first note that I(TT) ^ {1} only for Ah Dlf £ 6 . 

For A i we notice that if I is even and if r G I(jr) — {1}, then rak ^ ak for 
any ak £ T. Thus Lemma 6.1 implies that up to equivalence the only involutive 
outer automorphism is T. If I is odd, / = 2p + 1, then the only fixed point of r 
is CLP+I\ thus up to equivalence we need only consider T and T exp(V( —-1).^ 
ad(iJp+i)) and these two automorphisms cannot be equivalent because 
Table II shows that they have non-isomorphic fixed point sets. 

In the case of Di for I > 4, r G I(T) — {1}, then 

f = {a G 7r| r a = a} = {au . . . , a^_2} ; 

thus Lemma 6.4 and the classification of inner involutive automorphisms say 
that r e x p ( V ( - l ) . a d ( H , ) ) = T exp( v

/ ( - l ) . ad( i J ? _i_ î ) ) for 1 < i < / - 1. 
Table II shows that every outer involutive automorphism is then conjugate 
to T or one of the T exp(\Z( — l).ad(Hi)), where i = 1, . . . , s and s = p + 1 
if / = 2p + 5, ^ = p if / = 2p + 2. 

EQ and DA are handled similarly. 
For the techniques of calculation of the tables the reader may consult the 

appendix to (7) or (5). 
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