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ABSTRACT: This research examines, during the human-Al interaction process, how generative Al’s depiction of
human bodies reflects and perpetuates able-bodied norms, positioning disabled or grotesque bodies as “errors.”
Through a feminist and disability studies lens and employing archival research and visual analysis, this research
challenges traditional notions of bodily normativity, advocating for inclusivity in Al-generated imagery. It
underscores how labeling nonconformity as an error perpetuates able-bodied standards while erasing the visibility
and autonomy of disabled bodies. By critiquing generative AI’s role in reinforcing societal norms, this study calls
for reimagining human-Al interactions with a shift in perception and advocates for an approach that neither
devalues nor excludes disabled bodies.
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1. Introduction

Generative artificial intelligence (Generative Al) has become deeply integrated into our daily lives. It
is a system that creates content—such as text, images, music, or videos—based on input data and
learned patterns. This evolution in human-Al interaction marks a transformative moment in digital
culture (Crawford, 2022), enabling unprecedented creative possibilities while simultaneously raising
ethical questions about bias embedded in code. In this paper, I focus on how decision-making in
human-Al interactions involving the generation of human or human-like body images is influenced
by the collective opinions of compulsory able-bodiedness in social norms. My research challenges
the abled body assumptions that structure this decision-making process, seeking to develop a critical
framework for understanding how collective bodily normativity is conceived and perpetuated. I
believe that the current human-Al interaction to assemble images of human or human-like bodies
provokes judgments about how the human body should look. These judgments are widely discussed
on the internet, often labeled as flaws of “stupid AL and lead to various efforts to modify or
circumvent them, ultimately reinforcing the notion of an ideal, able-bodied standard (Siebers, 2011).
My research methodology combines archival research and visual analysis of generative Al images on
the internet. Then I analyse efforts on social media to either enforce the application of specific
prompts or use other operational tools to eliminate “error” body images generated by generative Al.
Afterward, I position my research within a feminist and disability studies framework and aim to
provoke reflection on what is considered “normal” and what is not, highlighting how the
normalization of bodies leads to the stigmatization of disabled bodies (Hall, 2011). Then my research
critically interrogates the consequences of this human-Al interaction, which has further marginalized
minority groups and rendered them invisible in digital visual culture on the Internet. By fostering
interdisciplinary dialogue between technologists, scholars and users, this research underscores the
urgency of reimagining Al development in ways that actively resist bodily normativity and promote
diverse, equitable representations in digital visual culture.
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2. Collective standard for Al-generated body images

Figure 1. DALL.E generates apples

In looking at Generative Al bodily images, people quickly distinguish between normal and grotesque.
Generative Al may produce overly elongated limbs, misplaced facial features, or excessive numbers of
fingers. Generative Al attempts to create human-like body shapes based on data about body appearances,
but it lacks an understanding of “biological logic” (Chayka, 2023). As a result, it produces body parts that
resemble human forms but cannot replicate their functional realities. In this context, the “silly flaws” of
Al-generated body images are often labelled as flaws of Al (Dixit, 2023). In addition, BBC News Science
Focus directly stated that creating a “normal-looking hand” is an “impossible task™ for Al. The YouTube
video Why Al art struggles with hands illustrates the three different reasons why Al could not deal with
complex human body parts when generating images like hands, teeth, and abs (Edwards, 2023). Producer
Phil Edwards points out three reasons: the data size and quality for complex human body parts like hands
do not have sufficient data sets to train Al to “learn.” Also, the way for each posture of the human body is
not specific when training, Finally, the most important point he brings out in the video is “the low margin
of error” when Al generates human body images (Edwards, 2023). If Al is asked to generate an apple
(Figure 1), Al will look for the database to find the apple-like images. Then, it will produce its image of
an apple with apple-like shapes, apple-like color, and apple-like dimensions. Even sometimes the apple is
not of regular shape or color, the tolerance of the erroneous is still high In Figure 1 generated by DALL.E,
some of the apples on the right side had too regular textures to read as normal apple, but still acceptable.
However, human bodies present a much greater challenge because they require a much lower margin of
error. This refers to the collective opinion that even small inaccuracies or deviations from the expected
appearance of human body parts are highly noticeable and often perceived as significant flaws. On X
(formerly Twitter), a well-known graphic designer, @TopLobsta (2023), illustrated: “Every iteration of
Al art programs . . . with one significant error: the hands. Specifically, the fingers” has also highlight this
recurring idea of “the low margin of error” in generative imaging process in every human-Al interaction,
shows the stereotype expectation of what a human should look like. Discussion on the internet shows that
Artificial intelligence is influencing peoples decision-making in daily life in invisible ways. (Diefenbach
et al., 2022). Scholars bring out the concern of the bias in Artificial Intelligence (Fang, et al., 2024),
illustrate how it increases the invisibility of gender, race, and underrepresented groups in digital spaces
when generating them. (Ndaka et al., 2024; Hall & Ellis, 2023). Research shows that artificial
intelligence is disadvantageous to underrepresented minority groups (Gwagwa, 2021). It might exclude
minority group perspectives from algorithmic sampling (Zou, 2018). The circumstance leads to “the
Sfeedback loop mechanism that the gender-biased results are fed back to the system, thereby deepening
the biases” (Zou, 2018, p.324). Although Al bias has been explored in the history, philosophy, and
sociology of computer science and artificial intelligence, there is still a need for broader exploration of

3062 ICED25



Al-generated body images in disability studies. This is necessary to prevent the Generative Al industry
from using art and creative expression to normalize the hierarchy values and cultural norms embedded in
it (Siebers, 2001).

3. Al’'s decision-making process and human’s post-image
manipulation

Take DALL.E as the example, how it works in text-to-image process of generate humane body image is
to associate the prompt text with images, learning through a diffusion model that starts from random
noise and gradually refines it into an orderly image by applying a series of small changes step by step,
then decode it to generate the low-resolution image (Silverman, 2024). It then uses optimization
algorithms to enhance clarity and resolution, ultimately producing a high-quality image. From the
perspective of generative Al, when a person provides a prompt to DALL-E (Figure 2.), they are
essentially providing the beginning of a sequence and asking the model to continue it. The Al program
then executes a series of instructions, passing information through a sequence of decision trees. Each
decision tree guides and redirects the information, adding new instructions until it reaches the endpoint
requested by the user (Pennefather, 2023). In this process, the methods employed by Al enable it to
perform powerful data-matching tasks based on vast amounts of aggregated data with just a simple click
from people. In the process of Al generating images, both conscious and unconscious decisions are
actually incorporated (Ndaka et al., 2024). The decision-making process for Al to select which pixel
should place in where is constrained by the data it received, which decide also by the mainstream social
agencies, which define impressions such as access, values, and socio-economic classifications, and
influence the technological structures that implement these impressions within society (Balsamo, 2011).
Al inherently lacks free will and operates within the constraints of its design (Hristov, 2016). The images
it generates are still shaped by biases embedded in the algorithms and the collective societal influences
that individuals experience.
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Figure 2. How DALL.E works

Consequently, if a generative image lacks an “ideal able-bodied” appearance, the generative technology
that created it is dismissed as “stupid” Al The critique of Al can be seen from statistical data in the article
Detecting Human Artifacts from Text-to-Image Models (Wang, 2025), which highlights the way in
which text-to-image generation models often produce images containing grotesque human bodies.
Researchers use 37,000 images as dataset to annotate and train the Human Artifact Detection Models
(HADM), in order to improve the diffusion model or correct the errors of generated images. This implies
that the technology lacks the “common sense” needed to produce a normative body image. However, on
the internet, the negative comment toward the generative imaging process highlights a deeper collective
expectation: technology is not only machines and devices but also the social, economic, and institutional
force that should conform to and replicate societal norms of body appearance (Balsamo, 1997). These
norms, often influenced by ableism and aesthetic ideals, are rarely questioned when critiquing and
distinguishing AI’s flaws. Here’s a critical point: as a digital application without a “ground truth”, Al
lacks lived experience, cultural context, or innate understanding. Instead, it relies on training data like
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images, texts, and patterns input into the system to generate outputs. In its early development, Al
operated without constraints, resulting in the generation of numerous body images considered “incorrect”
by conventional standards. This allowed it to produce non-traditional, asymmetrical, or entirely
unconventional body images that fall outside what society deems “normal.” These outputs were labelled
as “errors,” like the example in my previous section, the infamous issue of early Al models struggling to
generate “correct” human hands. While this issue was frequently mocked on social media on the Internet,
in reality, it reflects society’s deep discomfort with deviations from “normal” expectations, underscoring
how we equate “difference” to “failure” (Hall, 2011). However, the Al failures cannot be understood as
accidents that we can fix or learn from, but they need to be understood as complex social realities that are
defined by the economic, social, and political relationships embedded within and around our
technologies. (Barassi, 2024) Yet we should understand the generated body image not as technical failure
but rather a divergence from human expectations of normalization (Hall, 2011), which reveals societal
biases on the abled body standards.

What is supposed to be the ideal body image that Al should generate? I believe such normative responses
are strongly conditioned by the flood of body images in internet visual culture and discussion of digital
bodies. According to Guy Debord, in a society where representations hold significant power and
aesthetic influence, people conform to the spectacle (Debord, 1977). The public needs to conform to the
dominant spectacle of the normal body image in order to gain acceptance or validation, despite the
illusion of having the freedom to generate any body image they desire. When the expectation was not
able to proceed from the end of algorithmically from Generative Al since it is the “stupid AI” that lacks
the “common sense” needed to produce a normative body image; the “smart” human, on the other hand,
can use other strategies in the generative process to gain the “correct and ideal” body image based on the
collective acknowledgment of normativity, followed by subsequent adjustments and the post-image
manipulation of human-Al interaction. In the subsequent image processing, the decision-making process
regarding Generative Al images involves human judgment, which is influenced by the naturalized notion
of an able-bodied standard. Even when AI generates images of disabled or “non-ideal” bodies,
individuals influenced by collective social values tend to treat these representations as abnormalities that
need to be corrected during the decision-making process of using the image or refine the image. The
intentionally designed generated bodily image representations have, in turn, intensified the enforcement
of socially normative images. This perpetuates an ideal AI model that excludes diverse, dynamic, and
non-normative bodies. Therefore, inhuman-Al interactions involving generative Al applications to create
images of human-like bodies, the decision-making of Al in picking the pixels to generate the image, and
the following post-image design is a discursive process (Balsamo, 1997). It is influenced by the
expectation that digital body representations should be enhanced to convey at least a conventional and
“normal” appearance.

4. Discussion

Speaking of the normativity, my research is grounded in a feminist and disability studies framework to
explore the implicit regulations that regulate the body imaging processes to have the standard
representation of the human body. Feminist scholars illustrate that feminist theory is “intersections with
queer, postcolonial, critical race, and disability studies, offers technology studies a critique of
knowledge production even when women using technology is not the object of study.” (Shaw, 2014,
p-273) Feminism deconstructs social inequalities from the fundamental perspective of how biases are
generated. (de Beauvoir, 1949), this perspective provides a vital foundation for analysing how bodies are
constructed, normalized, and performed within sociopolitical contexts. It emphasizes that generative
bodily representation is not a neutral or natural process but deeply constructed. Feminist scholarship has
explored how patriarchy perpetuates ideals of the body, often aligned with hegemonic norms such as
whiteness, slenderness, youth, and more importantly, able-bodiedness (Wolf, 2015). N. Katherine Hales
(1999) points out that the enacted and the represented bodies are the contingent production that mediates
by the technology are already entwined with the production of identity and cannot be separated by the
mainstream standard. I use feminism as a key framework in analysing Gen Al-generated images to
deconstruct how social standards influence the logic behind generative body imaging. Using this
framework, I interrogate which aspect is prioritized, what issue is raised, and what implication that are
ultimately produced.
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4.1. Which aspect is prioritized

According to feminist technoculture scholar Anne Balsamo, the virtual body is neither simply a surface
upon which are written the dominant narratives of Western culture, nor a representation of cultural ideals
of beauty or sexual desire. It has been transformed into the very medium of cultural expression itself,
manipulated, digitalized, and technologically constructed in virtual environments. (Balsamo, 1997) The
collective cultural expression of bodily representation often manifests by assigning value to bodies based
on their adherence to or deviation from societal standards. In other words, during the process of
generating body images, bodies that do not conform to mainstream ideals are suppressed by an unwritten
yet explicit set of rules that dictate whose bodies are “worthy” of positive representation. (Griffin &
Lopez, 2022). And the prioritized is the body as it is understood through scientific, philosophical, and
aesthetic representations—embodies these cultural conceptions, including norms of beauty, models of
health, and ideals of physicality (Bordo, 2013). The default body representation operates as practical
rules to shape and regulate the living bodies to conform, turning them into socially adapted entities, and
reinforcing the alignment of physicality with broader cultural expectations. Lisa Nakamura (2013)
pointed out that in the process of generative Al creating representations of bodies, the transformation of
complex human self-identities into algorithmic formats inevitably simplifies and flattens the diversity of
human experiences in cyberspace. The simplification here shows this default universal representation (de
la Bellacasa, 2010) that is often prioritized over other forms of body expression, to portray standard
ideal body.

4.2. What issue is raised

In the process of Al-generated human bodily text-to-image process, four distinct stages highlight the
influence of societal values on decision-making for both Al and human (Figure 3.):

* Thought transition from ideas to textual outputs (Meaning-making from human thought to text).

* Al converts text into images (Generate image from data set to actual image).

* Evaluating whether the generated image (Judgment whether the image conforms to the social
standard or not).

* Looping feedback prompt Al to correct perceived “error” body in the image (Further adjustment
of generated bodily image).
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Figure 3. Cognitive processes in design decision-making of Generative Al bodily image

Each of these stages involves the circulation and transformation of meaning. Whether transitioning
from text to image or refining one image into another, technology now transforms the body into
nothing more than discourse (Balsamo, 1997). That is to say, the generative body process is a
discursive practice. The creation of body images is imbued with specific value biases at every
stage: from the initial conceptualization text to generate image, the thought has been transformed
into the understandable prompt text for Al to “understand”; from the AI’s collection of image
databases to the decide where to positions each pixel to generate the image, the algorism
framework play roles; from the individual’s judgement whether the image against societal norms
or not, social norm has affect individual’s decision; from the uncritical modification of areas
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deemed “error” or even “failure”, the expectation of “normal” emerged. Here the issue is raised,
which is the bias of abled-bodiedness. Generative body process can be studied as a discursive
construction, it is embedded with various biases, including semantic, value, cultural, and
ideological biases in every meaning-making process (Balsamo, 1997). As Wendy Chun (2005)
aptly puts it, digital software lacks transparency, paradoxically concealing its operations and
computational processes beneath a facade of simplicity and usability while in reality, creating
complex and often invisible systems of control. With just a simple click, people can generate the
images they desire. However, what often goes unexamined is that the true force controlling the
generative process is the societal standard of the able-bodied ideal.

Disability studies is dedicated to creating a space to challenge compulsory able-bodiedness (McRuer &
Bérubé, 2006). In disability studies, it brings out the “ideology of ability”, critiquing that societies
construct ability as the norm while viewing disability as a problem to be fixed, however, physical
disability should not be seen as a “defect” but rather as a “difference” (Siebers, 2008). Here this research
challenges the marginalization of disabled bodies in generative representations and questions society’s
obsession with normalcy. Society labelling some images as failures is not only criticizing the technology
that generated it as failure, but also repeatedly emphasizes the visual body representation of the disabled
group as “failure” or “fault”. This perspective is rooted in human cognition, where the “normal” body is
socially defaulted. In addition, people attempt to erase “‘errors” in generative body representation become
normalized, is because news, social media and even scholars had framed the production of “error’” bodies
as a failure of Al, without even questioning how and why abled body is constructed and naturalized, and
the implication of erasure of disabled bodies in digital visual representation. In this context, the erasure of
diverse bodily representations in Al-generated images reinforces societal expectations of normalization,
denying visually engagement with the possibility of disabled bodies.

4.3. What implication ultimately produced

According to disability study scholar Tobin Siebers (2011, p.4): “Disability is not a physical or mental
defect but a cultural and minority identity.” The disabled community itself is a labelled group due to
physiological differences from the non-disabled group. It should be understood as the diversity of human
body function. Disability scholar Siebers illustrates that Disability triggers a societal fear of bodily
fragility (Siebers, 2011), leading to efforts to erase potential chaos and change, with the expectation that
disabled bodies should return to an idealized form of perfection. Disabled bodies are unstable and ever-
changing (Hall, 2011); in Al-generated imagery, they are often perceived as unstable errors in the
generative process. However, as living organisms, bodies are inherently dynamic, chaotic, and fragile.
The fear of physical disability leads society to avoid representing disabled bodies (Tobin, 2011).
However, in the physical world, disability represents the embodied experiences and suffering of a
marginalized group. Such experiences should neither be erased at the visual level nor repeatedly
emphasized as defects in online body representations. Normalization and able-bodiedness of grotesque
bodies as negative contribute to the “continued domination and marginalization of people with
disabilities” (Schalk, 2013). Even though technology offers new possibilities, we must remain aware that
power is always embedded within digital technologies and the discourses surrounding them (Chun,
2006). Moreover, technology, especially the way algorithms generate outcomes, is often opaque,
unexplainable, and proprietary. (Burrell, 2016) Generative Al is this “black box” that is seldom
questioned or deconstructed even though it been used widely (Latour, 1987). It often introduces forms of
oppression. This oppression is driven not by individual, unconscious syndromes, but by social ideologies
that are embodied. By privileging certain types of bodies, generative Al contributes to the erasure of
underrepresented disability groups from digital visual narratives, further exacerbating their invisibility in
cultural discourse. In Practice of Looking, the author brings out the visuality as the way to explain the
invisibility of the disabled group in digital visual culture it illustrating that vision is shaped through social
context and interaction. Visuality calls our attention to how the visual is caught upon power relations that
involve the structure of the visual field as well as the politics of the image (Sturken & Cartwright, 2021).
And the visuality absence of disabled bodies further intensifies their marginalization, depriving them of
autonomy and presence in the public sphere. Meanwhile, this exclusion also intersects with other forms
of oppression, such as racism and sexism, amplifying the invisibility of marginalized groups (Siebers,
2011). Therefore, visualization technologies no longer simply mimic or represent reality, they virtually
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recreate it (Balsamo, 1997). The simulations created by Generative artificial intelligence in turn, replace
the reality they are meant to represent, becoming more significant than the reality itself (Baudrillard &
Glaser, 1994), which exacerbates the able body standard and invisible the disabled group. This leads to a
state he termed ‘“hyperreality” where the boundaries between the real and the artificial become
increasingly blurred, while the artificial here, not only refer to the artificial intelligence that creates the
generative body image, but also refers to the artificial choice from human, to erase disability in digital
visual culture.

5. Conclusion

This research aims to provoke reflective thinking of what is supposed to be “normal” and what is not,
therefore challenging traditional social norms that privilege the able-bodied. While generative Al offers
unprecedented creative potential, human-Al interaction’s inherent reliance on collective cultural biases
leads to the normalization of body standards while marginalizing disabled bodies. The labelling of Al-
generated body image as “errors” reflects deeper societal discomfort with deviations from normative
ideals and exposes the biases embedded in collective human feedback loops that drive Al development.
By examining the construction of generative body imaging from the perspective of feminist disability
study, we see how emerging technology influences collective perceptions of the decision-making process
in discursive practices steeped in cultural, ideological, and abled values. Ultimately, the normalization of
able-bodied standards and the erasure of disabled bodies within generative Al visual culture represent a
continuation of the stigmatized and marginalization of disabled groups. In the rapid development of Al,
many scholars have already raised concerns about Al and expressed caution regarding algorithms.
Famous scholar Donna J. Haraway has emphasized in A Cyborg Manifesto, calling for the reconstruction
of identity, no longer governed by naturalism and taxonomy, but rather by affinity, her theory challenges
the neutrality of technology (Haraway, 2016), and brings attention to how human decisions and cultural
contexts shape social realities. Regarding further recommendations for Al, from an engineering design
perspective, some scholars have called for increasing algorithmic transparency, develop fair decision
rules, (Weyerer & Langer, 2019), diversify the underrepresented groups in Al algorithm development
(Dillon & Collett, 2019). Moreover, from the users’ perspective, the stigmatization of disabled bodies is
rooted in societal expectations of the able-bodied ideal, and society needs to reevaluate human-Al
interactions, encourages a shift in perception, and advocates for an approach that neither devalues nor
excludes disabled bodies in the imaging process. Users could make disabled people visible in more Al-
generated digital visual patterns, rather than simply erasing them. People could embrace and accept the
uncertainty of bodily representation, rather than using prompts as a feedback loop to reinforce the notion
that “disability equal error” in algorithmic inputs.
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