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ANALYTIC CONTINUATION OF POWER SERIES BY 
REGULAR GENERALIZED WEIGHTED MEANS 

BY 

B R U C E L. R. S H A W Y E R A N D L U D W I G T O M M 

ABSTRACT. The behaviour of summability transforms of power 
series outside their circles of convergence has been studied by many 
authors. In the case of the geometric series Luh [6] and Tomm [10] 
showed that there exist regular methods A which provide an 
analytic continuation into any given simply connected region G that 
contains the unit disc but not the point 1. Moreover, the A-
transforms of the geometric series may be required to converge to 
any chosen analytic function on prescribed regions outside the unit 
circle. In this paper, these results are extended to power series 
representing other meromorphic functions. It is also shown that the 
summability methods involved may be chosen to be generalized 
weighted means previously introduced by Faulstich [1]. 

1. Introduction. Many authors have studied the behaviour of summability 
transforms of power series outside their circles of convergence. See, for 
example, [2], [3], [4], [5], [7], [8], [9], [11], [13] and [14]. Naturally, the idea of 
possible analytic continuation by summability methods has been a strong 
motivation for these studies, and so one might ask the following questions: 

Into what regions can a given power series have an analytic continuation 
through regular matrix transforms? And is it possible that, on sets outside the 
circle of convergence, the same transforms converge to functions other than the 
one which is represented by the given power series? 

A surprisingly general and positive answer to this question was given by Luh 
(Theorem 5.1 in [6]) in the case of the geometric series. He showed that for 
every simply connected region G which contains the open unit disc but not the 
point 1, there is a matrix A such that the A-transforms of the geometric series 
converge to 1/(1 —z) on G. In fact, the A-transforms may additionally be 
required to converge to a large class of functions on a collection of sets outside 
G. Although the methods A which are constructed in [6] are not in general 
regular, Luh's result suggested that it might also hold with regular A. (This was 
proved in [10].) It was shown by Faulstich [1] that A may be chosen to be a 
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"generalized weighted means method": 

DEFINITION 1. Suppose that (dk)k^0 is a sequence of complex numbers and 
that Dn = £k=o dk for n = 0 , 1 , . . . . If (ln)n=o is a strictly increasing sequence of 
non-negative integers satisfying D t n ^ 0 for n = 0, 1 , . . . then the matrix (dnk) 
defined by 

fdk/A for 0 < k < / n 
On,k = 1 

10 for fc>ln 

is called a generalized weighted means method. 

It is easy to show (cf. [1]) that (dnk) is regular if and only if the following two 
conditions hold: 

(1) lim Dln =oo, 

(2) suplAj"1- t 141 <°°. 

Like the methods A obtained in [6] the matrices (dnM) constructed in [1] are 
not in general regular. In this paper, the results of Luh and Faulstich will be 
improved (see Theorem 1) in two ways. We construct regular generalized 
weighted means methods. Also, our results hold not only for the geometric 
series but for a whole class of power series. 

NOTATIONS. For every set S ^ C , let S denote the interior and S the closure 
of S. A sequence of functions (fn) will be called compactly convergent to a 
function / on S if it converges to / on every compact subset of S. Also, we shall 
use the following abbreviations throughout: 

A r = { z e C : | z | < r } for r > 0 , A = AX. 

If K is a compact set then A(K) denotes the Banach space of all functions 
which are continuous on K and holomorphic on K. 

2. Statement of the results. First, we describe the class of functions approp­
riate to our results. Throughout this paper, let / denote a function which is 
meromorphic in C and has a Taylor series expansion 

oo 

(3) /(z)= X cmzm 

whose radius of convergence, r, is positive. We also require that the coefficients 
cm satisfy the condition 

(C) lim Rmcm = oo for every R>r. 

https://doi.org/10.4153/CMB-1983-074-6 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1983-074-6


456 B. L. R. SHAWYER AND L. TOMM [December 

It was proved in [12] that (C) holds if 
(C) / has exactly one pole on the circle \z\ = r, or if 

(C) lim Rmcm=oo for every R > r 
m —»oc 

where f(z) = Xm-o cmzm is any rational function which has the same poles and 
the same singular parts as f has on Ar. 

If D = (dnk) is a row-finite summability method (every generalized weighted 
means method is row-finite) then (ov) will denote the sequence of D-
transforms of the series in (3), that is 

k 

(4) cr°(z) = X < k ' Z cmzm f o r a l î z G C a n d « = 0, 1, . . . . 
k--() m = ( ) 

Our generalization of Theorem 5.1 in [6] is 

THF.OREM 1. Suppose that G() is a simply connected region that contains Ar but 
no pole of f. Also suppose that at most countably many 

simply connected regions G1? G2, 
Jordan arcs J,, J2, . . . , 
pomt sets {Zi}, {z2}, . . . 

are given, and that these sets are disjoint and contain no pole of f nor any point of 
A r UG 0 . Furthermore, let f0(z) = f(z) and, for v>\, let 

fv{z) be holomorphic on Gin 

gv(z) be continuous on Jv, 
w(, be any complex number. 

Then there exists a regular generalized weighted means method D for which the 
following statements hold: 

(5) lim (Tn(z) = fv(z) compactly on Gv, for v = 0, 1, . . . , 
n —> «-

(6) lim cr^(z) = gv(z) uniformly on Jv, for v = 1 , 2 , . . . , 
n —> co 

(7) lim o-n(z) - wv for v = 1, 2, . . . . 
n —> co 

The theorem can be extended to include the condition that (a^(zj) diverges 
for z^ Ar UU,>o Gv U|Jv>i UvU{zv}), as is done in [6]. However, we have 
decided to omit this statement for the sake of a simpler exposition. The proof 
of Theorem 1 follows in Section 3. 

Some examples of functions /, appropriate to Theorem 1 (and the following 
Theorem 2), are: 

(a) f(z) = (a + bz)l(\-z2) with a / -0 and 5 / 0 . (Note that f(z)= 1/(1 -z) if 
a = b = 1. Hence Theorem 1 applies to the geometric series.) 
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(b) f(z)= l/£(z) where £ is the Riemann zeta function. 

(c) /(z) = r(z + i) 
(d) /(z) = secVz (Vz is the principal branch of Vz). 
In example (a) condition (C) holds with / = /. And in each of the examples 

(b), (c), (d) the function / has exactly one pole on the circle of convergence. It 
is interesting to note that, if a = 0 (resp. b = 0) in example (a), then Theorem 1 
is not true in general, because in that case / is an odd (resp. even) function, 
implying that every transform &„ is odd (resp. even), and so we cannot choose, 
e.g., fx(z) = 1 on G1 = {z eC: Re z > 1} and /2(z) = 0 on G2 = {z e C : Re z < - 1 } . 

THEOREM 2. Let P be the set of all poles of f. Then there exists a regular 
generalized weighted means method D such that limn_̂ oo a^(z) = f(z) for all 
z e C \ P. Moreover, if G is a simply connected region, disjoint to P, and if the set 
S = C \ ( G U P ) has an empty interior and contains no point of Ar, then D can be 
chosen such that 

(8) lim <x°(z) = f(z) compactly on G, 

(9) lim a%(z) = f(z) compactly on S. 

3. Proof of the Theorems 1 and 2. The entries dk/Dln of the matrices D in 
our theorems will be constructed from the coefficients of a sequence of 
polynomials (pn) whose existence is guaranteed by the following result in [12]. 

THEOREM A. Let G be a simply connected region which contains Ar but 
contains no pole of f (where r and f are as described at the beginning of Section 
2). Suppose that K is a compact subset of G and that L is a compact set which 
does not separate the plane and contains no pole of f nor any point of G U Ar. 
Then, for every map geA(L) and for every e > 0 , there exists a polynomial 
p(z) = Y,k=o akzk w^h the following five properties: 

(a) 

0) 

(T) 

(8) 

(e) 

| a k | < e for k = Q,...,N, 

p(l) = l, 

X k | < i + e, 
: = 0 

I ak t cmzm-f(z) 
k=0 m=0 

N k 

X ak X cmzm-g(z) 

< s for all z eK, 

< e for all zeL. 
lfc=0 m = 0 

Proof of Theorem 1. For notational ease, set Gv = 0 , Jv = 0 and {zv}= 0 
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wherever the index v exceeds the number of sets given. For every pair of 
indices (n, v) (n > 0 , v>0), let Kn>v be the set of all points in Gv whose moduli 
do not exceed n 4-1 and whose distance to the complement of Gv is at least 
l/(n + l). Also define 

Ln = n{J (Kn,vUJvU{zv}) for n = 0 , l , . . . . 
v = l 

It is easy to verify that, if nef\j0 is fixed, then KntV,Jv,{zv} (i><rc + l) are 
disjoint compact sets with connected complements. Therefore the Ln are 
compact sets which do not separate the plane. And it is also easy to verify that 
no Ln contains a pole of / nor any point of Ar U G0. Hence the topological 
hypotheses of Theorem A are satisfied by every pair Kn>0, Ln. 

Consider the map g defined by 

g(*) = 

fv{z) for z e G v ( i / > 0 ) 

gv(z) for Z G J V ( I / > 1 ) 

wv for z = zv(v>\). 

For every n > 0 , the restriction of g to Ln belongs to A(Ln). Applying 
Theorem A with K = Kn0, L = Ln and e = sn>0, we obtain polynomials 
Pn(z)==Sk=o an,kZk (say a n k = 0 for k>ln) such that the following conditions 
hold for every n > 0 : 

(11) k r u c l ^ n f° r fc = 0, 1, . . . , 

(12) X <*n.k = 1, 
k=0 

(13) t \anM\<l + sn, 
fc=0 

< £ n for all z 6 L n U K n 0 . (14) Z an,k I Cm2m-g(z) 

(For the last condition note that g = /0 = / on G0.) 
Let us define the positive numbers en inductively by setting e0=l, and 

(15) e ^ l ^ A ^ . ^ . x + l)) for n > l , 

where 

Mn = l + m a x { X |cmzm | :ze{0}UL nUX n , o) . 

Since (11) and (15) imply that |an>k |<2~n , we obtain a well-defined sequence 
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459 

The sequence (/n)n=o is strictly increasing since, by (11) and (15), we have for 
n > l : 

Z k , k |< Z -j—TT"1-

Thus /n must be greater than ln_x since (12) cannot hold otherwise. 
Let us now show that a regular generalized weighted means matrix D = (<4,k) 

is defined by setting 
\dk/Dln for 0< fc< / n 

10 for k > ln, 
dn,k — 

where Dn = d0 + • • • + dn. 
It follows from (16) that Dln = YZ=oYk=o <V,k, and (15) and (11) imply that 

In + 1 
Z Z laM.kl< Z 9*wj , i \ ~ i 

ix>n k = 0 fx>n ^ V V - l ' - U JA 

Z2- 1. 

Thus we have that 

and also that 

(17) 

Din~ Z Z <v,k 
ix=0 k = 0 

< 1 for n = 0 , 1 , . . . 

Z Z la^,kl<l for n=.0,1, 
ix>n k = 0 

In the first one of these two inequalities the sums Hn=o a^k are equal to 1 
(because of (12) and since ln> l^ for jm<n), and so we obtain 

(18) |Dln - (n +1)| < 1 for n = 0 , 1 , . . . . 

This estimate shows that D^j^O for n = 0 , 1 , . . . . Hence the dUyk are well-
defined. Also, (1) is an immediate consequence of (18). Moreover, the defini­
tion (16) shows that 

l n ln | OO J OO l n 

Z 141= Z Z a»,k ^ Z Z K,kl-
k=0 k=0 l|x-0 I n=0 k=0 

The tail, SM,>n, of this latter series is less than 1 (by (17)), and for 0 < JUL < n the 
estimate (13) gives that 

in iu 

t K,k\= Z k t , k |<l + e |1<l + 2-»\ 
k=0 k=0 
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Adding up all the terms gives 

| J \ N Z 141 < Z (l + 2",x) + l < n + 4 for n = 0 , l , . . . . 
k=( ) (x=0 

Dividing by | D j we find, with (18), that limn_>00 | D j - 1 • XLn=o |dk| = 1, which is 
much more than we need to show (2). 

For the proof of the statements (5), (6), (7) suppose that, for some index v, K 
is a compact subset of Gv or that K = Jv or that K = {zv}. In the last two cases 
K is a subset of Ln for n > v. And in the first case, K is a positive distance from 
Gc

v. Thus it follows from the definitions of the Knv that K is a subset of Kn>1/ 

provided that n is sufficiently large. Hence in all three cases there exists an 
index n 0 > 0 such that (14) holds for all zeK and all n>n0: 

(19) Z an,k Z CmZm-g(z) < sn for all z e K and all rc > n0. 

Since g(z) = /v(2:), resp. g(z) = gv(z), resp. g(z) = wv on iC, it suffices to show 
that limn_>00 cr^(z) = g(z) uniformly on K 

According to (4), the definition of the dnk and (16), we may write 

Dlna°(z)= Z 4 Z CmZm= Z Z <W I cmzm 

k=0 m = 0 | x = 0 k = 0 m = 0 

for n > 0 , z e C . If n>n0 we have the identity 
'n k 

Dln(<T°(z)-g(z)) = (n-n0-Dln)g(z)+ Z Z <V,k Z cmzm 

(20) "1,<,XS" ° 

+ i ( i «** i cm2m-g(z)) 
n 0<ix<n ^k=0 m = 0 ' 

L k 
+ Z Z a^k Z cmzm 

t > n k = 0 m=0 

= -H + 2i + 2 2 + 23 , say. 

From (18) and the fact that g is continuous on K, it follows that H is 
uniformly bounded for z G K. S J is a polynomial which does not depend on n, 
since a^k = 0 for k>l^ (and l^^lno<ln)- Therefore Si is also uniformly 
bounded on K Thus |H + 2 i | < M for all zeK where M is a constant. 

In 2 2 , w e m aY replace the upper limits of summation, /n, by l^ (since a^k = 0 
for k>l^) and use (19) and (15) to show that 

|S2|< Z eIL< I 2 - - < l . 
n 0 <|x<n n0<)x<n 

In 23 , we have |£m=o c m z m | < M n for all zeK (remember that K is a subset 
of L n U K n 0 for n>n0), and by (11) we also have \a^k\<eiX in 2 3 . Also using 
(15) and the mo no tonicity of the sequences (Mk) and (Zk) we can therefore 
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make the estimate 

|23|< Z (/n + l)^Mn< £ 2-*<l. 
(x>n (x>n 

Inserting all these inequalities in (20) we obtain that 

| D j - | c r ? ( z ) - g ( z ) | < M + 2 for all zeK. 

After dividing this inequality by | D j , which is greater than n for all n > 0 (by 
(18)), we obtain the desired result that 

lim <Jn(z) = g(z) uniformly on K. 

This completes the proof of Theorem 1. 

Proof of Theorem 2. It suffices to prove parts (8) and (9) of the theorem 
since for every meromorphic function /, there are always sets G and S that 
satisfy the topological hypotheses of Theorem 2. (Choose, for instance, G to be 
the Mittag-Leffler star of /, i.e., the star-shaped region obtained by taking away 
all points of the form z = rw, where w is a pole of / and t > 1.) 

For every n > 0, define 
i) Kn to be the set of all points in G whose moduli do not exceed n + 1 and 

whose distance to the complement of G is at least l/(n + l), 
ii) Ln to be the set of all points in Gc whose moduli do not exceed n + 1 and 

whose distance to P is at least l/(n + l). 
With the hypotheses of Theorem 2, it is easy to verify that each Kn is a 
compact subset of G and that each Ln is a compact set which contains no pole 
of / nor any point of GUÀ r . It also follows from the hypotheses that 
G c Lc

n c G, whence Lc
n is connected and we may apply Theorem A with 

K = Kn, L = Ln, g = /, and e = en > 0. Thus there is a sequence of polynomials 
Pn(z) = Zk=o an,k

zk (saY a n ,k = 0 for k>ln) such that the following conditions 
hold for every n > 0 : 

k n , k | <£ n for fc = 0, 1 , . . . , 

Z an,k = 1 » 

(2D T 
X | a n , k | < l + 8n, 

k=0 

I L k . 
Z an,k Z cmzm-f(z)\<sn for all zeKnULn. 

l!c=0 m = 0 I 

As in the proof of Theorem 1 we define 
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and 
en = l/(2nA4n_1(In_i + l)) for W > 1 , 

where 

Mn = l + m a x { X \cmzm\:ze{0}eKnULn[ 

Following the proof of Theorem 1, it follows that a well-defined regular 
generalized weighted means method D = (dnk) is obtained by setting 

4 = Z a*,k for fc=0,1,. . . , 

and 
'dk/DIn for 0 < f c < / n 

for k > ln, 

where Dn = d0 + • • • + dn. 
Furthermore, it is easy to show that for every compact subset K of G resp. S 

there is an index n0>0 such that K^KnULn for all n>n0. Thus, if K is such 
a compact set, (21) implies that 

Z an,k Z CmZm- /(z) < e n for all z eK and all n > M0. 

The same arguments as those following (19) in the proof of Theorem 1, with g 
replaced by /, show that 

lim cr^(z) = / (z ) uniformly on K 
n —»oo 

Thus, (8) and (9) are proved. 
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