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VERIFYING THE INDEPENDENCE OF PARTITIONS
OF A PROBABILITY SPACE

S.B. MurLAy AND C.G. WAGNER

Let {F1,...,Er} and {Fy,...,F,} be partitions of a probability space. We ex-
hibit a natural bijection from the set of efficient ways of verifying the independence
of such partitions to the set of spanning trees of the complete bipartite graph K, ;.

1. INTRODUCTION

In what follows, (2, X, p) is a probability space and [n] := {1,2,...,n}. Partitions
{E;:i€[r]} and {F;:j € [s]} of , with E;, F; € £, are said to be independent
(with respect to p) if

(1) p(Ei N Fj) = p(E;)p(F;)

for all (z,7) € [r] x [s]. Of course, one need not check all rs instances of (1) in
order to verify independence. It is easy to see, for example, that if (1) holds for all
(z,7) € [r — 1] x [s — 1], then the partitions in question are independent. Let us call
a subset N of [r] x [s] negligible when, if (1) holds for all (i,5) € N, then it holds
for all (i,7) € N as well. We show in this note that there is a natural bijection from
the family of maximal negligible subsets of [r] x [s] to the family of spanning trees of
the complete bipartite graph K, ,. It follows that there are r®~1s"~! efficient ways to
verify the independence of the aforementioned partitions.

2. NEGLIGIBILITY AND LINEAR INDEPENDENCE

For all i € [r], let X; be the (r + s)-dimensional unit column vector with a one
in the ith position and zeros elsewhere, and for all j € [s], let Y; be the (r+s)-
dimensional unit column vector with a one in the (r + j) th position and zeros elsewhere.
Then

) S pENF)Xi+Y;) =Y pE)Xi+ Y p(F;)Y;,

(i.5)€lr)x|s) i€fr] j€ls}
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as a consequence of the familiar formulas for the marginal probabilities p(E;) and p(Fj).
Suppose that A C [r] x [s], and that p(E; N Fj) = p(E;)p(F;) for all (3,j) € N¢.
Then (2) becomes

(3) D, PENF)Xi+Y;) =Y pE)Xi+ Y pF)Y;
(i,J)EN i€(r] J€Els)

- > p(E)P(F)(Xi +Y).
(L 7)ENe

Regard the quantities p(E; N F;), where (4,5) € N, as unknowns. It is clear that
p(E; N F;) = p(E;)p(F;) for all (4,7) € N furnishes a solution of (3). A is negligible if
and only if this is the only solution of (3), and the latter condition clearly obtains if and
and only if {X;+Y; : (i,5) € N'} is a linearly independent subset of V', the subspace of
R™+* spanned by {X;+Y; : (¢,5) € [r] x[s]}. Consequently, NV is a maximal negligible
subset of [r] x [s] if and only if {X;+Y;:(i,j) € N} is a basis of V.

It is easy to see that the dimension of V is r+s—1. In particular, the set of column
vectors {X1+Ys, Xo+Ys, ..., Xr1+ Y, X, + Y1, X+ Yy, ... , X, +Y,} isabasisof V.
This set spans V since X;+Y; = (X; + Ys)+ (X + Y;) - (X, + Y;). It is linearly inde-
pendent as a simple consequence of the linear independence of {X1,..., X, Y1,...,Y,}.
In the next section we present a graphical characterisation of bases of V' consisting of
vectors of the form X; +Y;.

3. A NATURAL BLECTION

We assume in this section familiarity with the basic terminology and elementary
results of graph theory, as described, for example, in [3]. In particular, we use the fact
that if all vertices of a graph have degree at least two, then the graph contains a cycle
[8, Lemma 1.2.18], and the fact that a graph with n vertices is a tree if and only if it
is acyclic and has n — 1 edges [3, Theorem 2.13].

Consider the complete bipartite graph K, , with vertex set V = {X1,...,X,,
Yi,...,Ys} and edge set £ = {{X;,Y;}:(i,5) € [r] x [s]}. Toeach S C [r] x [s] we
associate the subgraph of K, , having vertex set V(§) = |J {X;,Y;} and edge set

(i,5)€S
E(S) = {{Xi,Y;};(i,5) € S}. The map S — (V(S),£(S)) is clearly an injection from
2lr}xls] into the set of all subgraphs of K, ;.

LEMMA. The set of column vectors S(S) = {X; +Y; : (i,5) € S} is linearly
dependent if and only if (V(S),£(S)) contains a cycle.

ProoF: Sufficiency. Suppose, with no loss of generality, that (V(S),S (S)) con-
tains the cycle X;,,Y;), Xi,,Yi,, ..., Xy, Yy, X, - Since then X; +Y;,, Xi,+Y;, X4, +
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Yip, .-, Xi, +Y;, and X;, +Y; € §(S) and (X;, +Y;,) — (Xi, + Yi,)+(X;, + Yi,) -

e+ (X, +Y5,) — (X, +Y5,) =0, it follows that S(S) is linearly dependent.
Necessity. Suppose that S(S) is linearly dependent. Then there exists a nonempty

subset St of § and, for each (,5) € S*, a nonzero real number «;; such that

(4) > a(Xi+Y;) =0
G.j)est

Consider the graph (V(S%),£(S*)). Clearly, every vertex in V(S*) has degree at
least one. Suppose some vertex, say X;-, has degree one, belonging only to the edge
{Xi+,Yj«}. Then X} occurs just once in (4), with the nonzero coefficient c;«;«. This
implies that X;» is a linear combination of {X1,...,X,,Y1,...,Y:}\{X;i+}, contradict-
ing the linear independence of {Xi,...,X,,Y1,...,Ys}. Hence every vertex in V(S¥)
has degree at least two, and so (V(S%),£(S%)), and thus (V(S),£(S)), contains a
cycle. . 0

Students of matroid theory will not be surprised by the above lemma. Indeed, it
establishes a special case of a much more general result, namely the fact that the cycle
matroid of every graph has a vectorial representation [2, Section 9.5]. We may now
establish the main result of this note.

THEOREM. The map N — (V(N),E(N)) is a bijection from the family of all
maximal negligible subsets of [r] x [s] to the set of all spanning trees of K, ,.

Proor: If NV is a maximal negligible subset of [r]x [s], then, as shown in Section 2
above, S(N) = {X; +Y; : (4,j) € N} is a basis of V, the (r + s — 1)-dimensional
subspace of R™** spanned by {X; +Yj : (4,j) € [r] X [s]}. By the preceding lemma,
(VNV),EWN)) is acyclic. Clearly, |[EW)| = |SW)| = r+5—-1. Also, VN) =
{X1,..., X, 1h,..., Y}, for if not, S(NV) would not span V. Hence, |V(N)| =r+s.
It follows that (V(N),E(N)) is a tree with the same vertex set as K, ,, and edge set
contained in the edge set of K, ,, that is, a spanning tree of K, ,.

As a restriction of the injective map § — (V(S),£(S)), the map N — (V(N),E(NV))
is injective. It remains only to show that this map is surjective. Let (V,£) be a
spanning tree of K, ,, so that V = {Xy,...,X,,Y1,...,Y,} and £ C {{X,,Y;} :
(i,5) € [r] x [s]}. Then || =7+ s — 1. Suppose that £ = {{X;,¥;} : (i,5) € N}
where N C [r] x [s]. Clearly, V(M) = V and W) = £. By the lemma,
S(WV) = {X; +Y;:(i,j) € N} is linearly independent since (V(N),E(N)) is acyclic.
Since |S(V)| = IN| = [€] =r+s—1, S(N) is a basis of V. Hence by the results
of Section 2 above, N is a maximal negligible subset of [r] x [s], which completes the
proof of surjectivity. 0

Since the complete bipartite graph K, , has r*~1s"~1 spanning trees [1], it fol-

lows that there are r®~!s"~1 efficient ways to verify the independence of partitions
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{E\,... E;} and {F1,...,F,}.

REMARK 1. The foregoing analysis could have be carried out with {X;,...,X,,
Y1,...,Ys} being any set of distinct indeterminates over R.

REMARK 2. Our characterisation in Section 2 above of the efficient ways of verifying
the independence of two partitions of a probability space may be generalised to the case
of three or more partitions. In the case of partitions {Ey,...,E.}, {F1,...,Fs}, and
{Gi,...,G:}, for example, maximal negligible subsets of [r] x [s] x [t] correspond to
bases of the vector space generated by {Xi+Y;+Zy : (3,7, k) € [r] x [s] x[t]} comprised
of vectors of the form X; + Y; + Z;. The problem of enumerating bases of this type
has, as far as we know, not been solved. The vectors comprising such bases correspond
in a natural way to edges of a hypergraph, but it is not clear what sorts of hypergraphs
arise in this way, or whether they facilitate the enumeration in question.
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