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On the Classification of Simple Stably
Projectionless C∗-Algebras
Shaloub Razak

Abstract. It is shown that simple stably projectionless C∗-algebras which are inductive limits of cer-
tain specified building blocks with trivial K-theory are classified by their cone of positive traces with
distinguished subset. This is the first example of an isomorphism theorem verifying the conjecture of
Elliott for a subclass of the stably projectionless algebras.

1 Introduction

The K-theoretical invariant proposed by Elliott in [Ell5] to classify stable simple
amenable C∗-algebras has been very successful in dividing the problem into three
broad classes:

Case (1) K+
0 = 0; T+ 6= 0.

Case (2) K+
0 ∩ − K+

0 = 0, K+
0 −K+

0 = K0 6= 0; T+ 6= 0.
Case (3) K+

0 = K0; T+ = 0.

The construction of the K0 group of a C∗-algebra can be described as follows.
The equivalence class of projections in a stable C∗-algebra forms a semigroup under
addition. Two projections, p and q are considered equivalent if there is an algebra
element v such that p = v∗v and q = vv∗. The K0 group is the enveloping group of
the semigroup of projections (if the algebra is not the stabilization of a unital algebra
then the given construction should be suitably modified).

Furthermore, the K0 group has a natural pre-order structure; K+
0 is the positive

cone consisting of projections in the algebra. The space T+ of densely defined, lower
semicontinuous, positive traces has a natural structure as a topological convex cone
(the topology considered is the w∗-topology induced by the Pedersen ideal). In ad-
dition to K0 and T+, the proposed invariant also includes the abelian group K1 (the
group of homotopy classes of unitaries in the algebra), and the natural pairing of the
cone of traces with K0.

The breakthrough of Kirchberg [Kir] and Phillips [Phi] (based on earlier work of
Kirchberg’s) in the classification of “purely infinite” algebras has all but exhausted
Case (3) of the program (a technical restriction still remains). Numerous classifica-
tion results have been obtained in Case (2). The work of Elliott, Gong, and Li [EGL]
in classifying algebras which are inductive limits of simpler building blocks—matrix
algebras over arbitrary compact metrizable spaces of bounded finite dimension—is
the most general result known so far in Case (2). The Elliott, Gong and Li result
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Simple Stably Projectionless C∗-Algebras 139

generalizes earlier work of Elliott and Gong [EG] on classifying algebras of real rank
zero. A more axiomatic approach to the classification of Elliot, Gong and Li is given
by Lin in [Lin1] and [Lin2]. In this paper we will prove the first classification result
obtained in Case (1), the class of stably projectionless C∗-algebras.

The first example of a simple stably projectionless C∗-algebra was given by Black-
adar in [Bla]. In recent work of Dean [Dea] it was shown that a class of simple stably
projectionless C∗-algebras constructed by Kishimoto and Kumjian in [KK] can be
decomposed into simpler building blocks. We will show that simple stably projec-
tionless algebras composed of certain building blocks are classified by their cone of
positive traces with the distinguished subset of traces of norm at most one.

A more explicit description is as follows:

Theorem 1.1 Let A and B be simple inductive limits of building block algebras with
injective connecting maps. If (T+ A,ΣA) is isomorphic to (T+ B,ΣB) then A is isomor-
phic to B.

(In particular it should be noted that A and B are not unital.) The compact set Σ
is the subset of T+ of traces of norm at most one. The building block algebras that are
considered are defined in Section 1.1. In Section 2 we will examine the invariant at the
level of a building block algebra. Later in the same section we will prove Theorem 1.1
using Elliott’s approximate intertwining argument. The intertwining argument relies
essentially on an existence theorem and a uniqueness theorem; we will prove these
theorems in Sections 3 and 4 respectively.

1.1 The Building Blocks

The building blocks that are considered are certain subhomogeneous algebras (of
the full matrix algebra over the interval) obtained by a generalized mapping torus
construction as in [EV] and [Ell6]. Specifically, given a pair of simple matrix algebras
C and D, a positive integer a, a pair of homomorphisms L and R from C to D with
multiplicities a and a + 1 respectively (we will assume that R is a unital map), the
associated building block algebra has the form:

A = A(C,D, a)

:= {(c, d); c ∈ C, d ∈ C([0, 1]; D), d(0) = L(c), d(1) = R(c)}.

The building block A is an extension of the suspension SD of D by C

0→ SD→ A→ C → 0.

The six term exact sequence in K-theory applied to the short exact sequence above
yields K0 A = K1 A = 0.

We can describe all irreducible representations of a building block algebra in terms
of “evaluation maps”. Let es : A→ D denote the representation of the building block
algebra A obtained by evaluating at s, 0 ≤ s ≤ 1. For s ∈ (0, 1) the evaluation
map is an irreducible representation. Let e∞ : A→ C denote the representation of A
obtained by evaluating at the irreducible fibre at infinity. Every irreducible represen-
tation of A is unitarily equivalent to es for s ∈ (0, 1) or e∞.
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2 The Invariant

The invariant consists of the cone of positive traces T+ endowed with the weak-∗
topology, together with the distinguished subset Σ of traces of norm less than or
equal to one. The dual of the invariant is the space (Aff T+, ‖ ·‖) of continuous affine
functions on T+, with the semi-norm ‖·‖ given by the supremum of the restriction of
an affine function to the compact set Σ. (If all the traces of the algebra are bounded
then ‖ · ‖ is a proper norm.) Isometric isomorphisms (with respect to the semi-
norm) of the dual of the invariant are canonically equivalent to isomorphisms of the
invariant. (In [Ste] a similar invariant is used to classify certain simple inductive limit
algebras.)

Here is an equivalent dual formulation of Theorem 1.1, the isomorphism theorem:

Theorem 2.1 Let A and B be simple inductive limits of building blocks with injective
connecting maps. If (Aff T+A, ‖ · ‖A) is isomorphic to (Aff T+B, ‖ · ‖B) then A is iso-
morphic to B.

In the remaining part of this section two different norms will be introduced on the
space of affine functions of a building block algebra. In each case it will be shown that
the space of affine functions can be identified isometrically with a certain subspace
of the positive real valued functions on the unit interval (which will be denoted as
C[0, 1]) endowed with the sup-norm.

All traces on a building block algebra A(C,D, a) are bounded and so ΣA induces
a (proper) norm on the space of affine functions as follows:

(1) ‖ f ‖A = sup{ f (τ ) : τ ∈ ΣA}, f ∈ Aff T+A

where ΣA is the compact set defined as

ΣA = {τ ∈ T+A : ‖τ‖ ≤ 1}.

Let A = lim→(Ai , φi j). Then it is easy to check that

(2) ‖φi∞∗( f )‖A = lim
j→∞
‖φi j∗( f )‖A j ,

where f ∈ Aff T+A j (the maps φi j∗ between the affine function spaces are induced
by the ∗-homomorphisms φi j). Let C[0, 1]a denote the subspace of C[0, 1] defined
as

C[0, 1]a =
{

f ∈ C[0, 1] : f (0) =
a

a + 1
f (1)

}
.

Proposition 2.1 Let A(C,D, a) be a building block algebra. Then there exists an iso-
metric isomorphism ι : (Aff T+A, ‖ · ‖A)→ (C[0, 1]a, ‖ · ‖∞). Furthermore, inf{ f (τ ) :
τ ∈ T+A, ‖τ‖ = 1} = inf ι( f ) for all f ∈ Aff T+A.

Proof Every trace on a building block A has the form tr⊗µ, where tr is the usual
normalized matrix trace, and µ is a finite measure on (0, 1]. The extreme traces of
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norm equal to one are parameterized by t ∈ (0, 1], and are given as tr⊗δt , where
δt is the normalized point mass at t . In the weak-∗ topology, as t → 0, tr⊗δt →

a
a+1 tr⊗δ1. Therefore the map

ι : (Aff T+A, ‖ · ‖A) −→ (C[0, 1]a, ‖ · ‖∞)

f 7−→ tr⊗δt ( f ) = ι( f )(t)

establishes an isometric isomorphism between the two spaces. Since the infimum of
an affine function occurs on the set of extreme traces, the second part of the propo-
sition follows directly from the definition of the map ι.

A second norm can be introduced on the building block algebra A(C,D, a) as
follows: given a function n ∈ Aff T+A such that inf ι(n) > 0 (with the map ι as
defined in Proposition 2.1), define the closed convex set

Σn = {τ ∈ T+A : n(τ ) = 1}.

Let

(3) ‖ f ‖n = sup{ f (τ ) : τ ∈ Σn}.

Clearly, the set Σn is closed in the weak-∗ topology. The fact that it is compact follows
immediately from the following proposition:

Proposition 2.2 Let A(C,D, a) be a building block algebra and n ∈ Aff T+A be an
element of its space of affine functions such that ‖n‖A ≤ 1. If inf ι(n) = α > 0 then
Σn ⊂ 1

αΣA.

Proof Let us show that ‖τ‖ ≤ 1/α for all τ ∈ Σn. Let f be an affine function such
that ‖ f ‖A ≤ 1. By Proposition 2.1, for all traces τ ∈ T+A of norm equal to one,
n(τ ) ≥ α, and hence

α f (τ ) ≤ n(τ ) for all τ ∈ T+A.

Then for any τ ∈ Σn, τ ( f ) ≤ τ (n)/α ≤ 1/α, and therefore ‖τ‖ ≤ 1/α.

For the remainder of this section
(

C(T), ‖ · ‖∞
)

, the space of positive real val-

ued functions over the circle, will be identified with the subspace
(
{ f ∈ C[0, 1] :

f (0) = f (1)}, ‖ · ‖∞
)

. The proof of the following proposition is similar to that of
Proposition 2.1.

Proposition 2.3 Let A(C,D, a) be a building block algebra and n ∈ Aff T+A such
that inf ι(n) > 0 (where ι denotes the map defined in Proposition 2.1). Then (Aff T+A,
‖ · ‖n) is isometrically isomorphic to

(
C(T), ‖ · ‖∞

)
by an isomorphism that carries n

to the unit element of C(T). The isomorphism can be concretely realized as follows:

ι ′n :
(

Aff(T+A, ‖ · ‖n)
)
−→

(
C(T), ‖ · ‖∞

)
f 7−→ ι( f )/ι(n).

Furthermore, inf{ f (τ ) : τ ∈ Σn} = inf ι ′n( f ).
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Proof First let’s check that the image of ι ′n lies in the subspace of C[0, 1] that has been
identified with C(T) by showing that the values of the function ι( f )/ι(n) ∈ C[0, 1]
are equal at the endpoints:

ι( f )

ι(n)
(0) =

ι( f )(0)

ι(n)(0)
=
( a

a + 1
ι( f )(1)

)
/
( a

a + 1
ι(n)(1)

)
=
ι( f )

ι(n)
(1).

Since inf ι(n) > 0 it follows from Proposition 2.2 that Σn = {τ ∈ T+A : n(τ ) = 1}
is a compact base for the cone T+A. We claim that the extreme traces of Σn are
parameterized by t ∈ (0, 1], and are given as

1

ι(n)(t)
tr⊗δt

where δt is the normalized point mass at t . To see that this is true it suffices to show
that every such trace is actually in Σn (clearly every extreme ray of T+A is a multiple
of one of these traces);

n

(
1

ι(n)(t)
tr⊗δt

)
=

1

ι(n)(t)
n(tr⊗δt ) =

ι(n)(t)

ι(n)(t)
= 1.

Therefore the map

ι ′n : (Aff T+A, ‖ · ‖n) −→ C(T)

f 7−→ f

(
1

ι(n)(t)
tr⊗δt

)
=
ι( f )

ι(n)
(t)

establishes an isometric isomorphism between the two spaces. The statement equat-
ing the infimum of f on the compact convex set Σn to the infimum of ι ′n( f ) follows
immediately from the definition of the map ι ′n.

2.1 Intertwining the Invariant

In Section 2 two different norms were introduced on the space of affine functions
of a building block algebra. As noted in Section 2, the norms ‖ · ‖Ai defined by
equation (1) extend continuously to a semi-norm on the inductive limit algebra by
equation (2). In the first part of this section the norms ‖ · ‖ni induced by certain
elements ni ∈ Aff T+Ai and defined by equation (3) will be extended continuously
to a norm on the inductive limit algebra.

In [Ell3] an intertwining of the invariant is obtained by factoring the identity map
through a finite dimensional normed space, approximately on finitely many elements
at each finite stage. In our setting the approximation will be made with respect to the
two different norms at each finite stage. In the second part of this section these results
are established.

Let (Ai , φi j) be an inductive limit system of building blocks Ai(Ci ,Di , ai) with
inductive limit A. There are induced maps φ∗i j : T+A j → T+Ai and φi j∗ : Aff T+Ai →
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Aff T+A j between the tracial cones and the affine function spaces, respectively, for
j > i.

Let n1 ∈ Aff T+A1 be any function such that inf ι(n1) > 0. Given an inductive
limit system (Ai , φi j), define ni = φ1i∗(n1). The following proposition ensures that
if inf ι(n1) > 0 then inf ι(n j) > 0 for all j > i (this condition is necessary to define a
coherent family of norms ‖ · ‖ni on the inductive limit system).

Proposition 2.4 Let f ∈ Aff T+Ai be a continuous affine function on a building block
algebra that is bounded below; inf ι( f ) > 0. Then inf ι

(
φi j∗( f )

)
> 0 for all j > i.

Proof From the structure theory of representations of building block algebras
Ai(Ci ,Di , bi), we know that for any homomorphism φi j and y ∈ [0, 1] there exist
positive integers M j,y and E j,y , and real numbers xk ∈ (0, 1), k = 1, . . . ,M j,y such
that φi j(y)( f ′) is unitarily equivalent to

(4)

M j,y⊕
k=1

f ′(xk)⊕
E j,y⊕

1

e∞( f ′)⊕
Z j,y⊕

1

0

for all f ′ ∈ Ai . Therefore for y ∈ [0, 1],

ι
(
φi j∗( f )

)
(y) = trD j

(
φi j( f ′)(y)

)
=

dim(Di)

dim(D j)

M j,y∑
k=1

trDi

(
f ′(xk)

)
+

dim(Ci)

dim(D j)

E j,y∑
k=1

trCi

(
e∞( f ′)

)

=
dim(Di)

dim(D j)

M j,y∑
k=1

ι( f )(xk) +
dim(Ci)

dim(D j)

E j,y∑
k=1

ι( f )(1)

> 0,

where f ′ ∈ Ai is any lift of f ∈ Aff T+Ai .
As inf ι(n j) > 0 for all j ≥ 1, by Proposition 2.2, Σn j is compact base for the

tracial cone T+A j , and therefore induces a bounded norm ‖·‖n j on the affine function
space Aff T+A j .

Proposition 2.5 Let n1 ∈ Aff T+A1 be such that ι(n1) > 0, and let n j = φ1 j∗(n1) for
all j > 1. Then φ∗i j(Σn j ) ⊂ Σni .

Proof Consider the following calculation:

Σn j = Σφi j∗(ni ) = {τ ∈ T+A j : φi j∗(ni)(τ ) = 1} =
{
τ ∈ T+A j : ni

(
φ∗i j(τ )

)
= 1
}
.

It follows that
φ∗i j(Σn j ) ⊂ Σni .
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Corollary 2.1 Let n1 ∈ Aff T+A1 be an affine function such that inf ι(n1) > 0, and
let n j = φ1 j∗(n1) for all j > 1. Then inf ι ′ni

( f ) ≤ inf ι ′n j

(
φi j∗( f )

)
for any affine

function f ∈ Aff T+Ai if j ≥ i.

Proof By Proposition 2.5, φ∗i j(Σn j ) ⊂ Σni . Therefore, for j ≥ i,

inf ι ′n j

(
φi j∗( f )

)
= inf{φi j∗( f )(τ ) : τ ∈ Σn j}

= inf{ f (τ ) : τ ∈ φ∗i j(Σn j )}

≥ inf{ f (τ ) : τ ∈ Σni}

= inf ι ′ni
( f ).

By Proposition 2.5, Σni forms a coherent sequence of sets for the inverse limit
system (T+Ai , φ

∗
i j). Every trace of A restricts to a trace of A1, and in particular a

bounded trace, as all traces of A1 are bounded. Therefore the tracial cone T+A is
generated by positive multiples of threads of the restricted inverse limit system

(Σni , φ
∗
i j).

Let the set of threads of this inverse system be denoted by Σn∞ . Since each of the
finite stages Σni is compact, so is the set of threads. Therefore Σn∞ is a compact base
for the cone of traces of the inductive limit algebra A and hence induces a norm on
its space of continuous affine functions. Another way to define Σn∞ is as the subset
of T+A of traces that are equal to one on the element n∞ ∈ Aff T+A. Recall from
Proposition 2.3 that inf ι ′ni

( f ) = inf{ f (τ ) : τ ∈ Σni}; using this definition it is easy
to check the following continuity properties for the infimum and supremum:

inf{φi∞∗( f )(τ ) : τ ∈ Σn∞} = lim
j→∞

inf ι ′n j

(
φi j∗( f )

)
(5)

sup{φi∞∗( f )(τ ) : τ ∈ Σn∞} = lim
j→∞

sup ι ′n j

(
φi j∗( f )

)
.(6)

for all f ∈ Aff T+Ai . In particular it should be noted that Σn∞ does not contain the
zero trace; this follows immediately from the fact that every trace in Σn∞ evaluates to
one on the element n∞ ∈ Aff T+A.

To apply Elliott’s intertwining argument it is necessary to factor the invariant at
each finite stage through a finite space, approximately on finitely many elements:

(Aff T+Ai , ‖ · ‖Ai ,ni )→
(

C(RN
+ ), ‖ · ‖Ai ,ni

)
→ (Aff T+Ai , ‖ · ‖Ai ,ni ).

Given a finite set F ⊂ Aff T+Ai , this is accomplished as in [Ell1] by choosing a suffi-
ciently fine partition of unity {γi}N

1 ⊂ Aff T+Ai and then approximately factorizing
the identity map as follows:

f 7→
(

f (x1), f (x2), f (x3), . . . , f (xN )
)
7→

N∑
i=1

f (xi)γi .
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Recall that in Proposition 2.3 we established the isomorphism ι ′ni
: (Aff T+Ai ,

‖ · ‖ni ) →
(

C(T), ‖ · ‖∞
)

. Given a finite set {xk}N
k=1 ⊂ [0, 1) and ni ∈ Aff T+Ai

such that inf ι(ni) > 0 define a positive map ρ ′ as follows:

ρ ′ : Aff T+Ai −→ RN
+(7)

f 7−→ ι ′ni
( f )(xk), k = 1, . . . ,N.(8)

Define the norms ‖ · ‖Ai and ‖ · ‖ni on (uk)N
k=1 ∈ RN

+ as follows:

‖(uk)N
1 ‖ni = sup{uk}N

k=1

‖(uk)N
1 ‖Ai = sup

{
uk

(
ι(nk)(xk)

)}N

k=1
.

It is clear that ρ ′ is contractive with respect to the norm ‖ · ‖ni . Let us check that the
map is also contractive with respect to the norm ‖ · ‖Ai ; if f ∈ Aff T+Ai then

‖ρ ′( f )‖Ai = sup{ι ′ni
( f )(xk)ι(ni)(xk)}N

k=1

= sup{ι( f )(xk)}N
k=1

≤ ‖ f ‖Ai .

Lemma 2.1 Let A(C,D, a) be a building block algebra and n ∈ Aff T+A such that
inf ι(n) > 0 and ‖n‖A ≤ 1. For any ε > 0 and finite set F ⊂ (Aff T+A, ‖ · ‖A,n) there
exists a positive integer N, finite sets {xk}N

k=1 ⊂ [0, 1) and {γk}N
k=1 ⊂ Aff T+A, and a

positive contraction ρ ≡ (ρk)N
k=1 : (Aff T+A, ‖ · ‖A,n)→ (RN

+ , ‖ · ‖A,n) such that

∥∥∥ f −
N∑

k=1

ρk( f )γk

∥∥∥
A,n

< 2ε

for all f ∈ F and ∥∥∥ N∑
k=1

ρk( f )γk

∥∥∥
A,n
≤ ‖ f ‖A,n

for all f ∈ Aff T+A.

Proof Without loss of generality we may assume that ‖ f ‖A,n ≤ 1. Let {γ ′k}N
k=1 ⊂

C(T) be a partition of unity, and let {xk}N
k=1 ⊂ [0, 1) be such that

∥∥∥ ι ′n( f )−
N∑

k=1

ι ′n( f )(xk)γ ′k

∥∥∥
∞
< ε

for all f ∈ F and ∥∥∥∥ ι(n)(x)

ι(n)(xk)
− 1

∥∥∥∥
∞
< ε for x ∈ supp(γ ′k).
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(We have used supp(γ ′k) to denote the subset {t ∈ T : γ ′k(t) > 0}.) Let ρ ′ be
defined as in equation (8) with respect to the finite set {xk}N

k=1, and n ∈ Aff T+A. Let

ρ( f ) = 1
1+ερ

′( f ) = 1
1+ε

(
ι ′n( f )(xk)

)N

k=1
and γk = (ι ′n)−1(γ ′k). Then

∥∥∥ f −
N∑

k=1

ρk( f )γk

∥∥∥
n

=
∥∥∥∥ ι ′n( f )− 1

1 + ε

N∑
k=1

ι ′n( f )(xk)γ ′k

∥∥∥∥
∞

≤
∥∥∥ ι ′n( f )−

N∑
k=1

ι ′n( f )(xk)γ ′k

∥∥∥
∞

+

∥∥∥∥ N∑
k=1

ι ′n( f )(xk)γ ′k −
1

1 + ε

N∑
k=1

ι ′n( f )(xk)γ ′k

∥∥∥∥
∞

≤ ε +
ε

1 + ε
‖ι ′n( f )‖∞

≤ 2ε.

And, using the above inequality,

∥∥∥ f −
N∑

k=1

ρk( f )γk

∥∥∥
A

=
∥∥∥ ι( f )−

N∑
k=1

ρk( f )ι(γk)
∥∥∥
∞

=
∥∥∥∥( ι ′n( f )− 1

1 + ε

N∑
k=1

ι ′n( f )(xk)γ ′k

)
ι(n)

∥∥∥∥
∞

≤ 2ε‖n‖A ≤ 2ε.

To complete the proof of the lemma we need to check that the map f 7→∑N
k=1 ρk( f )γk is contractive with respect to both norms:

∥∥∥ N∑
k=1

ρk( f )γk

∥∥∥
n

=
∥∥∥∥ 1

1 + ε

N∑
k=1

ι ′n( f )(xk)γ ′k

∥∥∥∥
∞

≤ ‖ι ′n( f )‖∞ ≤ ‖ f ‖n.

With respect to the norm ‖ · ‖A we can make a similar estimate as follows:

∥∥∥ N∑
k=1

ρk( f )γk

∥∥∥
A

=
∥∥∥∥ 1

1 + ε

N∑
k=1

ι ′n( f )(xk)ι(γk)

∥∥∥∥
∞

=
1

1 + ε

∥∥∥∥ N∑
k=1

ι( f )(xk)

ι(n)(xk)
ι(n)γ ′k

∥∥∥∥
∞

=
1

1 + ε

∥∥∥∥ N∑
k=1

ι( f )(xk)γ ′k
ι(n)

ι(n)(xk)

∥∥∥∥
∞
.
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By assumption, the partition of unity was chosen fine enough so that
‖ ι(n)(x)
ι(n)(xk) − 1‖∞ < ε for x ∈ supp(γ ′k). Therefore∥∥∥∥ ι(n)(x)

ι(n)(xk)

∥∥∥∥
∞
< 1 + ε for x ∈ supp(γ ′k)

and hence

∥∥∥ N∑
k=1

ρk( f )γk

∥∥∥
A

=
1

1 + ε

∥∥∥∥ N∑
k=1

ι( f )(xk)γ ′k
ι(n)

ι(n)(xk)

∥∥∥∥
∞

≤ 1

1 + ε
(1 + ε)

∥∥∥ N∑
k=1

ι( f )(xk)γ ′k

∥∥∥
∞

≤ ‖ι( f )‖∞ = ‖ f ‖A.

This completes the proof of the lemma.

Let n1 ∈ Aff T+A1 and m1 ∈ Aff T+B1 be affine functions such that

inf
(
ι(n1)

)
> 0 and inf

(
ι(m1)

)
> 0.

Let
ni = φ1i∗(n1) and mi = φ1i∗(m1).

The remaining part of this section will be devoted to constructing an intertwining of
the affine function spaces lim→(Aff T+Ai , ‖·‖Ai ,ni ) and lim→(Aff T+Bi , ‖·‖Bi ,mi ). The
inclusion of Propositions 2.6 and 2.7 at the end of this section sets the stage for the
intertwining of the inductive limit algebras lim→(Ai , φi j) and lim→(Bi , ψi j) which
will be carried out in Section 2.2.

By Lemma 2.1, given a finite set F ⊂ Aff T+Ai and ε > 0 there exists an positive
integer N(Ai) and an approximate factorization of the identity map on (Aff T + Ai ,
‖·‖Ai ,ni ) through the finitely generated cone (RN(Ai )

+ , ‖·‖Ai ,ni ) within ε on the finite set
F. By choosing an appropriate dense sequence in Aff T+A and factorizing the identity
map on finite subsets of the sequence at each finite stage within an appropriate tol-
erance we can construct an approximate intertwining of lim→(Aff T+Ai , ‖ · ‖Ai ,ni )

and lim→(RN(Ai )
+ , ‖ · ‖Ai ,ni ). It then follows directly from Theorem 2.2 of [Ell2]

that lim→(Aff T+Ai , ‖ · ‖Ai ,ni ) and lim→(RN(Ai )
+ , ‖ · ‖Ai ,ni ) are isomorphic. Simi-

larly we can construct an approximate intertwining of lim→(Aff T+Bi , ‖ · ‖Bi ,mi ) and

lim→(RN(Bi )
+ , ‖ · ‖Bi ,mi ).

By the above arguments, and the assumption that (Aff T+A, ‖ · ‖A) is isomorphic
to (Aff T+B, ‖ · ‖B), we know that lim→(RN(Ai )

+ , ‖ · ‖Ai ) is isomorphic to lim→(RN(Bi )
+ ,

‖ · ‖Bi ). It is easy to intertwine finitely generated normed spaces; the argument is very
similar to that given in [Ell1], and appears explicitly in [Ell3]. Two facts should be
noted; the first is that the finite spaces (RN(Ai )

+ , ‖ · ‖Ai ) and (RN(Bi )
+ , ‖ · ‖Bi ) are unital

as ordered normed spaces, i.e., there exists an element Id such that ‖ Id ‖ = 1 and if
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‖a‖ ≤ Id then a ≤ 1 for all elements a in the normed space. We can therefore ensure
that the approximate intertwining is unital, and hence contractive with respect to
the norms ‖ · ‖Ai and ‖ · ‖Bi . The second fact that should be noted is that the given
isomorphism, φ : Aff T+A → Aff T+B is not isometric with respect to the norms
‖ · ‖n∞ and ‖ · ‖m∞ . It is, however, for the purposes of constructing an intertwining
enough to check that the norms are equivalent with respect to the isomorphism φ in
the following sense: there exist positive constants M1 and M2 such that

M2‖ f ‖n∞ ≤ ‖φ( f )‖m∞ ≤ M1‖ f ‖n∞

for all f ∈ Aff T+A. Let M1 = ‖φ(n∞)‖m∞ = sup{φ(n∞)(τ ) : τ ∈ Σm∞}. Using
this expression for the norm, it follows that

‖φ( f )‖m∞ = sup
{

f
(
φ∗(τ )

)
: τ ∈ Σm∞

}
≤ sup

{
f
(
φ∗(τ )

)
: φ(n∞)(τ ) = M1

}
= M1 sup

{
f
(
φ∗(τ )

)
: φ(n∞)(τ ) = 1

}
= M1 sup

{
f
(
φ∗(τ )

)
: n∞

(
φ∗(τ )

)
= 1
}

= M1 sup ‖ f ‖n∞

for all f ∈ Aff T+A. Similarly, ‖φ−1( f )‖n∞ ≤ M ′1‖ f ‖m∞ for all f ∈ Aff T+B. Let
M2 = 1/M ′1, then together with the previous result

(9) M2‖ f ‖n∞ ≤ ‖φ( f )‖m∞ ≤ M1‖ f ‖n∞

for all f ∈ Aff T+A.
We can also prove that there exist real numbers m1,m2 > 0 such that

(10) inf{φ( f )(τ ) : τ ∈ Σm∞} ≥ m1 inf{ f (τ ) : τ ∈ Σn∞}

and
inf{φ( f )(τ ) : τ ∈ Σm∞} ≤ m2 inf{ f (τ ) : τ ∈ Σn∞}

by similar means. Let m1 = inf
{(
φ(n∞)

)
(τ ) : τ ∈ Σm∞

}
(these estimates will

prove useful at a later stage in the intertwining argument). Then

inf{φ( f )(τ ) : τ ∈ Σm∞} ≥ inf
{

f
(
φ∗(τ )

)
: φ(n∞)(τ ) = m1

}
= m1 inf

{
f
(
φ∗(τ )

)
: φ(n∞)(τ ) = 1

}
= m1 inf

{
f
(
φ∗(τ )

)
: n∞

(
φ∗(τ )

)
= 1
}

= m1 inf{ f (τ ) : n∞(τ ) = 1}

= m1 inf{ f (τ ) : τ ∈ Σn∞}.

The identical statement that holds for φ−1 can be used to find the constant m2.
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Approximate intertwinings are transitive (this property is used implicitly in con-
structing an intertwining of the affine function spaces in [EL3]), and by the argu-
ments given previously, we have therefore constructed an approximate intertwining
of
(

(Aff T+Ai , ‖ · ‖Ai ,ni ), φi j∗
)

and
(

(Aff T+Bi , ‖ · ‖Bi ,mi ), ψi j∗
)

;

(Aff T+A1, ‖ · ‖A1,n1 ) //

γ1

��

(Aff T+A2, ‖ · ‖A2,n2 ) //

γ2

��

· · ·

(Aff T+B1, ‖ · ‖B1,m1 ) //

γ ′1
55llllllllllllll

(Aff T+B2, ‖ · ‖B2,m2 ) //

γ ′2

55lllllllllllllllll

· · ·

· · · // (Aff T+A, ‖ · ‖A,n∞)

φ

��
· · · // (Aff T+B, ‖ · ‖B,m∞)

φ−1

OO

The next step in Elliott’s isomorphism algorithm is to lift each of the maps at
finite stages between affine function spaces to maps between the building block alge-
bras. This will be accomplished by means of Theorem 3.1, the existence theorem. In
our setting we cannot apply the existence theorem immediately to the approximately
commuting diagram given above. In order to satisfy the hypothesis of the theorem we
need to pass to suitable subsequences. Furthermore, the conclusions of the existence
theorem do not, as given, preserve the approximate commutativity of the diagram of
affine function spaces; the estimate in the conclusion of the theorem is with respect
to a norm that is different than the norms given in the approximate intertwining.
Both of these difficulties can be surmounted by passing to suitable subsequences in
the approximate intertwining, as will be demonstrated in Section 2.2. The following
propositions are sufficient to carry out this procedure.

Proposition 2.6 At any finite stage Ai , there exist real numbers µ,M > 0 and a
positive integer N such that for any affine function s ∈ Aff T+Ai , ‖s‖Ai ≤ 1 and
inf
(
ι(s)
)
> 1/2, and any map ξ : Ai → B j composed of at least N horizontal steps

before a diagonal step, ‖ξ(s)‖m j ≤ M and inf
(
ι(ξ(s))
ι(m j )

)
≥ µ.

Proof The first step to proving the proposition is to find bounds for the norm and
infimum of the element φi∞∗(s) in the inductive limit affine function space using
the bounds at the finite stage Aff T+Ai given in the hypothesis of the proposition. As
‖ · ‖Ai and ‖ · ‖ni are equivalent norms, there exists a positive real number M ′ > 0
such that ‖s‖ni ≤ M ′ (where i is fixed) for all s ∈ Aff T+Ai such that ‖s‖Ai ≤ 1. As
the connecting maps φi j∗ are contractive, by the equivalence of the norms ‖ · ‖n∞

and ‖ · ‖m∞ given by equation (9), there exists a positive constant M ′ ′ > 0 such that

(11) ‖φ ◦ φi∞∗(s)‖m∞ ≤ M ′ ′
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for all s ∈ Aff T+Ai such that ‖s‖Ai ≤ 1.
As ‖ni‖Ai = ‖ι(ni)‖∞ ≤ 1,

inf
(
ιni (s)

)
= inf

(
ι(s)

ι(ni)

)
≥ inf

(
ι(s)
)

> 1/2.

(12)

By Corollary 2.1, the maps φi j∗ are infimum non-decreasing with respect to the el-
ement ni , and therefore inf{φi∞∗(s)(τ ) : τ ∈ Σn∞} > 1/2. Therefore by equa-
tion (10) there exists a positive constant m ′ such that

(13) inf{φ ◦ φi∞∗(s)(τ ) : τ ∈ Σm∞} > m ′.

As the diagram is approximately commuting, there exists a positive integer N ′

such that

(14) ‖φ ◦ φi∞∗(s)− ψk∞∗ ◦ γk ◦ φik∗(s)‖m∞ < m ′/4

for all k > N ′. As the connecting maps ψi j∗ are continuous with respect to the
sequence of norms and infimums induced by the element mi (see equations (5) and
(6)), and the diagram commutes approximately, there exists a positive integer N ≥
N ′ such that ∣∣‖γk ◦ φik∗(s)‖mk − ‖ψk∞∗ ◦ γk ◦ φik∗(s)‖m∞

∣∣ < m ′/4(15) ∣∣ inf
(
γk ◦ φik∗(s)|Σmk

)
− inf

(
ψk∞∗ ◦ γk ◦ φik∗(s)|Σm∞

) ∣∣ < m ′/4(16)

for all k > N.
From equation (11) and equation (14) it follows that

‖ψk∞∗ ◦ γk ◦ φik∗(s)‖m∞ ≤ M ′ ′ + m ′/4.

The above equation together with the estimate in equation (15) yields

‖γk ◦ φik∗(s)‖mk ≤ M ′ ′ + m ′/4 + m ′4 = M ′ ′ + m ′/2.

Let M = M ′ ′ + m ′/2, then
‖ξ(s)‖mk ≤ M

where ξ = γk ◦φik∗ is any map from Ai to B j composed of at least N horizontal steps
before a vertical step.

If we notice that equation (14) is equivalent to the statement

sup{φ ◦ φi∞∗(s)(τ )− ψk∞∗ ◦ γk ◦ φik∗(s)(τ ) : τ ∈ Σm∞}
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then it is apparent that using the lower bound on the infimum of φ ◦ φi∞∗(s)|Σm∞
given in equation (13) yields a lower bound of m ′−m ′/4 for the infimum of ψk∞∗ ◦
γk ◦ φik∗(s)|Σm∞

:

inf{ψk∞∗ ◦ γk ◦ φik∗(s)|Σm∞
} > 3

4
m ′.

The above equation together with the estimate in equation (16) yields

inf
(
γk ◦ φik∗(s)|Σmk

)
>

3

4
m ′ − m ′

4
.

Let µ = m ′/2, then

inf

(
ι
(
ξ(s)
)

ι(mk)

)
= inf

(
γk ◦ φik∗(s)|Σmk

)
> µ.

The following proposition is a consequence of the so-called delta density condi-
tion for simple inductive limits.

Proposition 2.7 Let B = lim→
(

Bi(Ci ,Di , bi), φi j

)
be a simple inductive limit of

building block algebras. Let m1 ∈ Aff T+B1 such that inf
(
ι(m1)

)
> 0 and let mi =

φ1i∗(m1). Then for any real number M > 0, there exists a positive integer N such that

for all j ≥ N, dim(D j)
(
ι(m j)(y)

)
> M for all y ∈ [0, 1] and dim(D j )

b j

(
ι(m j)(0)

)
>

M.

Proof It is well known that simple approximately subhomogeneous algebras with
injective connecting maps satisfy the so-called delta density condition (see for exam-
ple [Ell3]): for any partition {δn}K

1 of C[0, 1]a1 there exists a positive integer N ′ > 0
such that inf

(
ι ◦ φ1 j∗ ◦ ι−1(δn)

)
> 0 for all n and j ≥ N ′.

From the structure theory of representations of building block algebras
Bi(Ci ,Di , bi), we know that for any homomorphism φ1 j and y ∈ [0, 1] there ex-
ist positive integers M j,y and E j,y , and real numbers xi ∈ (0, 1), i = 1, . . . ,M j,y such
that φ1 j(y)( f ) is unitarily equivalent to

(17)

M j,y⊕
i=1

f (xi)⊕
E j,y⊕

1

e∞( f )⊕
Z j,y⊕

1

0

for all f ∈ B1. Therefore for y ∈ [0, 1],

ι
(
φ1 j∗(m1)

)
(y) = trD j

(
φ1 j(m ′1)(y)

)
=

dim(D1)

dim(D j)

M j,y∑
i=1

trD1

(
m1(xi)

)
+

dim(C1)

dim(D j)

E j,y∑
i=1

trC1

(
e∞(m1)

)

=
dim(D1)

dim(D j)

M j,y∑
i=1

ι(m1)(xi) +
dim(C1)

dim(D j)

E j,y∑
i=1

ι(m1)(1)

(18)
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where m ′1 ∈ A1 is any lift of m1, and trD j and trCi are the normalized matrix traces
on D j and Ci respectively. For y = 0 we can make a stronger statement; recall that all
irreducible representations of A1 have multiplicity b j at the left endpoint. Therefore
φ1 j(0)( f ) is unitarily equivalent to

b j⊕
1

( M ′j,0⊕
1

f (xi)

E ′j,0⊕
1

e∞( f )

Z ′j,0⊕
1

0
)

where b jM ′j,0 = M j,0, b jE ′j,0 = E j,0 and b jZ ′j,0 = Z j,0. Therefore, by an argument
similar to that given by equation (18),

ι
(
φ1 j∗(m1)

)
(0) =

b j

b j + 1

dim(D1)

dim(C j)

M ′j,0∑
i=1

ι(m1)(xi)

+
dim(C1)

dim(C j)

E ′j,0∑
i=1

ι(m1)(1).

(19)

Let α = inf
(
ι(m1)

)
. Then by equation (18),

dim(D j)ι
(
φ1 j∗(m1)

)
(y) ≥ M j,yα

and by equation (19),

dim(D j)

b j
ι
(
φ1 j∗(m1)

)
(0) = dim(C j)

b j + 1

b j
ι
(
φ1 j∗(m1)

)
(0)

≥ M ′j,yα

(we have used the fact that dim(C j) = (b j + 1) dim(D j)). It follows from the delta
density condition that as j tends to infinity, inf{M j,y : y ∈ [0, 1]} and M j,0 tend to
infinity. As α is fixed this completes the proof of the proposition.

2.2 Isomorphism

In this section we will lift the approximate intertwining of the affine function spaces
to an approximate intertwining of the algebras. By Elliott’s approximate intertwining
theorem we can then conclude that the algebras A and B are isomorphic.

We have until now treated the norms ‖ · ‖Ai and ‖ · ‖ni on equal footing. The
conclusion of the existence theorem and the hypothesis of the uniqueness theorem
are, however, expressed with respect to a single norm. We will show in this section
that the ‖·‖ni norm is sufficient for both of these theorems. The ‖·‖Ai norm, however,
will not be discarded completely. It has an important property that the ‖ · ‖ni norm
does not, namely, all maps in the intertwining of affine function spaces that have been
constructed are contractive under this norm. We will use this fact (the hypothesis of
the existence theorem requires that maps be contractive under the ‖ · ‖Ai norm) and
otherwise dispose of the ‖·‖Ai norm for the remainder of the intertwining argument.
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Lemma 2.2 Let F be a finite subset of Aff T+Ai and ε > 0. There exists a positive
integer L such that for all j ≥ L and any contractive map ξ j ≡ γ j ◦ φi j∗ : (Aff T+Ai ,
‖ · ‖Ai ) → (Aff T+B j , ‖ · ‖B j ) there exists a homomorphism βi : Ai → B j such that
‖ξi( f )− βi∗( f )‖m j < ε for all f ∈ F.

Proof Lifting a map between affine function spaces to a map between building block
algebras approximately on finitely many elements is accomplished in three easy steps
using Propositions 2.6 and 2.7 and the existence theorem.

Step 1 By Proposition 2.6, there exists real numbers µ, M1 and a positive integer N1

such that for any affine function s ∈ Aff T+Ai such that ‖s‖Ai ≤ 1 and inf
(
ι(s)
)
>

1/2,

(20) ‖ξ j(s)‖m j ≤ M1

and

(21) inf

(
ι
(
ξ j(s)

)
ι(m j)

)
≥ µ

for all j ≥ N1.

Step 2 We apply the existence theorem to the finite set F and epsilon value of ε/M1

to yield a positive integer N and an affine function ν, ‖ν‖Ai ≤ 1 and inf
(
ι(ν)

)
>

1/2 (the affine function ν is labeled as n in the statement of the existence theorem;
we have chosen the label ν for reasons of clarity in the argument that follows). In
particular, for j ≥ N1, and for the affine function ν, equations (20) and (21) take the
form:

(22) ‖ξ j(ν)‖m j ≤ M1

and

(23) ι
(
ξ j(ν)

)
(y) ≥ µι(m j)(y)

for all y ∈ [0, 1].

Step 3 By Proposition 2.7, for the real number N/µ, there is a positive integer N2

such that for all j ≥ N2,

(24) dim(D j)
(
ι(m j)(y)

)
> N/µ for all y ∈ [0, 1]

and

(25)
dim(D j)

b j

(
ι(m j)(0)

)
> N/µ.
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Let L = max(N1,N2). For j ≥ L, by equations (23), (24) and (25),

dim(D j)
(
ι
(
ξ j(ν)

)
(y)
)
≥ µ dim(D j)

(
ι(m j)(y)

)
> µ

N

µ
= N

and

dim(D j)

b j

(
ι
(
ξ j(ν)

)
(0)
)
≥ µ

dim(D j)

b j

(
ι(m j)(0)

)
> µ

N

µ
= N.

By the above equations, for j ≥ L the hypothesis of Theorem 3.1, the existence the-
orem, have been satisfied for the finite set F, ε/M1 and contractive positive map
ξ j : Aff T+Ai → Aff T+B j . Therefore, we may apply the theorem to conclude that
there exists a homomorphism βi : Ai → B j with induced map βi∗ : Aff T+Ai →
Aff T+B j such that

(26) ‖ξ j( f )− βi∗( f )‖ξ j (ν) < ε/M1

for f ∈ F. Using equation (22) it easy to prove the following estimate on norms:

‖ · ‖m j ≤ M1‖ · ‖ξ j (ν);

we can argue as follows

‖ f ‖m j =
∥∥∥∥ ι( f )

ι(m j)

∥∥∥∥
∞

≤
∥∥∥∥ ι( f )

ι
(
ξ j(ν)

) ∥∥∥∥
∞

∥∥∥∥ ι
(
ξ j(ν)

)
ι(m j)

∥∥∥∥
∞

≤ M1‖ f ‖ξ j (ν).

Therefore, by equation (26),

(27) ‖ξ j( f )− βi∗( f )‖m j < ε

for f ∈ F. This completes the proof of the lemma.

We can apply Lemma 2.2 repeatedly to generate a sequence of algebra homomor-
phisms β1, β2, β3, . . . and β ′1, β

′
2, β
′
3, . . . such that ‖βi∗( f ) − ξi( f )‖ < ε/2i and

‖β ′i∗(g)− ξ ′i (g)‖ < ε/2i for f ∈ Fi and g ∈ Gi , where Fi and Gi are finite sets. After
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relabeling the indices of the inductive limit systems we now have a (not necessarily
approximately commutative) diagram of algebra homomorphisms

A1

φ12
//

β1

��

A2

φ23
//

β2

��

· · · // A

φ

��
B1

ψ12

//
β ′1

>>~~~~~~~~
B2

ψ23

//
β ′2

>>}}}}}}}}
· · · // B

φ−1

OO

that induces an approximately commutative diagram of affine function space homo-
morphisms.

The final step of the proof of the isomorphism theorem is to modify the diagonal
maps by inner automorphisms in such a way as to ensure that the diagram is ap-
proximately commutative. Our strategy will be as follows: given arbitrary finite sets
Fi ⊂ Ai and Gi ⊂ Bi we will find increasing sequences of integers 1 = M0 < L1 <
M1 < L2 < M2 < · · · and unitaries Ui ⊂ AM1 , Vi ⊂ BLi such that for f ∈ Fi and
g ∈ Gi ,

‖α ′i ◦ αi( f )− φMi−1Mi ( f )‖ < ε/2i

‖αi+1 ◦ α ′i (g)− ψLi Li+1 (g)‖ < ε/2i

where

αi ≡ AdVi−1 (βLi ◦ φMi−1Li ) : AMi−1 → BLi

α ′i ≡ AdUi (β
′
Mi
◦ ψLi Mi ) : BLi → AMi .

The integers Li and Mi are chosen in such a way that the hypothesis of the uniqueness
theorem is satisfied for the finite sets Fi and Gi . In particular, we need to choose Li

large enough so that

1. inf
(

(β ′Mi∗ ◦ ψLi Mi∗) ◦ (βLi∗ ◦ φMi−1Li∗)(δ j)
)
> m, inf

(
φMi−1Mi∗(δ j)

)
> m

2. ‖(β ′Mi∗ ◦ ψLi Mi∗) ◦ (βLi∗ ◦ φMi−1Li∗)(h j)− φMi−1Mi∗(h j)‖ < m

for all 1 ≤ j ≤ n (similar conditions hold for Mi). It follows from the delta den-
sity property of simple inductive limit algebras with injective connecting maps (see
for example Proposition 2.7) that by choosing Li large enough we can satisfy Condi-
tion 1. Condition 2 is also satisfied if Li is large enough—this follows immediately
from the fact that the diagram of affine function maps is approximately commuta-
tive. The uniqueness theorem now yields the unitary Vi−1. We can apply the above
arguments repeatedly to generate the maps αi and α ′i .

To summarize: we have constructed a diagram of algebra homomorphisms that
are approximately commutative over each triangle on an arbitrary finite set of ele-
ments. Let the finite subsets of Ai and Bi be chosen to be increasing (under inclusion)
and such that the union is dense in A and B respectively. The diagram constructed in
this way is an approximate intertwining of A and B (see for example [Ell2]). By El-
liott’s approximate intertwining theorem, the algebras A and B are isomorphic. This
completes the proof of Theorem 1.1, the isomorphism theorem.
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3 Existence

In her thesis L. Li [Li] improved K. Thomsen’s approximation theorem for Markov
operators by removing the dependence on the operator from the hypothesis of the
theorem. Recall that a Markov operator is a positive, affine, unital map between
normed spaces. In our setting the maps that arise are positive, affine and contractive.
We will build on Li’s existence theorem to show that such maps are induced approxi-
mately (in the topology of pointwise convergence) by averages of ∗-homomorphisms
between building blocks.

Theorem 3.1 (Existence) Let A ≡ A(C1,D1, a) be a building block algebra. For any
finite set F ⊂ Aff T+A and 1/4 > ε > 0, there is a natural number N and an affine
function n ∈ Aff T+A, ‖n‖A ≤ 1 and inf

(
ι(n)

)
≥ 1/2 such that for any building block

algebra B ≡ B(C2,D2, b) and contractive positive linear map ξ : (Aff T+A, ‖ · ‖A) →
(Aff T+B, ‖ · ‖B) if dim(D2) ≥ max

(
N/ inf ι

(
ξ(n)

)
,Nb/ι

(
ξ(n)

)
(0)
)

then there is a

∗-homomorphism ψ : A → B (with induced map ψ∗ : Aff T+A → Aff T+B) such that
‖ξ( f )− ψ∗( f )‖ξ(n) < 74ε for all f ∈ F.

Proof We will prove the existence theorem in five steps using Lemma 3.1 and
Lemma 3.2.

Step 1 For F ⊂ Aff T+A and ε > 0, use Lemma 3.2 to define the affine function
n ∈ Aff T+A referred to in the existence theorem (note that n only depends on F and
ε).

Step 2 For F, ε and n (as fixed in Step 1), apply Lemma 3.1 to the map ξ : Aff T+A→
Aff T+B to yield N ′ homomorphisms φ∗i : [0, 1] → [0, 1]. We can now define the
integer N referred to in the conclusion of the existence theorem as follows:

N =
N ′(a + 1)3

ε
.

Step 3 Fix the affine function γ referred to in the statement of Lemma 3.2 as follows:

γ = ξ(n).

Fix the positive integer p referred to in the statement of Lemma 3.2 as follows: let

p be the largest integer greater than (a + 1) max
(

1/
(
ε inf ξ(n)

)
, b/
(
εξ(n)(0)

)
, 4
)

such that p(a + 1)2N ′ ≤ dim(D2). Such a p always exists as

max

(
a + 1

ε inf ξ(n)
,

(a + 1)b

εξ(n)(0)

)
(a + 1)2N ′ = max

(
N

inf ξ(n)
,

Nb

ξ(n)(0)

)
≤ dim(D2).
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Furthermore, with this definition of p,

dim(D2)− p(a + 1)2N ′

dim(D2)
<

(a + 1)2N ′

dim(D2)

=
εN

(a + 1) dim(D2)

<
ε

a + 1
min

(
inf ξ(n),

ξ(n)(0)

b

)
.

(28)

Step 4 Apply Lemma 3.2 with F, ε, n, γ and p fixed as above to each map φ∗i to yield
a homomorphism ψi : A→ B ′ such that∥∥∥∥ ξ(n)

n(φ∗i )
f ◦ φ∗i − ψi∗( f )

∥∥∥∥
ξ(n)

< 72ε.

Step 5 Let

ψ =
N ′⊕
i=1

ψi .

Since ψi : A→ B ′ and dim(D ′2) = (a + 1)2 p, for all y ∈ [0, 1],

dim
(
ψ( f )(y)

)
= N ′(a + 1)2 p.

The positive integer p was defined such that N ′(a + 1)2 p is less than or equal to
dim(D2). Therefore the image of ψ is contained in the algebra D2 ⊗ C[0, 1]. Fur-
thermore, as each ψi maps into B ′, and the endpoint multiplicity relations of B and
B ′ are compatible, ψ suitably conjugated by a unitary in D2 ⊗C[0, 1] defines a map
from A to B ′.

Let trD2 and tr(a+1)2 p denote the canonical normalized matrix traces on D2 and
M(a+1)2 p(C) respectively. Then

ψ∗( f )(y) = trD2

(
ψ( f ′)(y)

)
=

N ′∑
i=1

(a + 1)2 p

dim D2

(
tr(a+1)2 p ψi( f ′)(y)

)

=
(a + 1)2 p

dim D2

N ′∑
i=1

ψi∗( f )(y).

Let us compare (a+1)2 p
dim D2

and 1
N ′ , weighted with a factor of 1

ξ(n)(y) using equation (28):

1

ξ(n)(y)

(
(a + 1)2 p

dim D2
− 1

N ′

)
<

1

ξ(n)(y)N ′

(
ε

a + 1
min

(
inf ξ(n),

ξ(n)(0)

b

))
< ε.
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It follows that

1

ξ(n)(y)

∣∣∣∣ψ∗( f )− 1

N ′

N ′∑
i=1

ψi∗( f )(y)

∣∣∣∣ < ε

for all y ∈ [0, 1] and f ∈ F. We also know that by Step 4,

1

ξ(n)(y)

∣∣∣∣ 1

N ′

N ′∑
i=1

ψi∗( f )(y)− 1

N ′

N ′∑
i=1

ξ(n)

n(φ∗i )
(y) f (y)

∣∣∣∣
≤ 1

N ′

N ′∑
i=1

1

ξ(n)(y)

∣∣∣∣ψi∗( f )(y)− ξ(n)

n(φ∗i )
(y) f (y)

∣∣∣∣
< 72ε

and

1

ξ(n)(y)

∣∣∣∣ 1

N ′

N ′∑
i=1

ξ(n)

n(φ∗i )
(y) f (y)− ξ( f )(y)

∣∣∣∣ < ε

for all y ∈ [0, 1] and f ∈ F. Therefore

1

ξ(n)(y)
|ψ∗( f )(y)− ξ( f )(y)| < 74ε

for all y ∈ [0, 1] and f ∈ F, or equivalently,

‖ψ∗( f )− ξ( f )‖ξ(n) < 74ε

for all f ∈ F. This completes the proof of the theorem.

3.1 The Desingularized Space

In this section we will define certain maps that will used in the proof of Lemma 3.2.
As a disclaimer we would like to note that a “desingularized space” X] is not con-
structed explicitly during the course of the proof. We have used the term by analogy
with the result given by Li’s theorem, namely that completely positive maps between
C(X) and C(Y ) are approximate averages of ∗-homomorphisms induced by maps
φi : Y → X. In our setting we will define maps ps(n, l)(•, •) and rs(m, k)(•, •, •) by
equations (31) and (32) respectively, where by analogy the parameter “•” is a coor-
dinate in the desingularized space X]. In Section 3.3 we will lift the finite set of maps
φi : Y → X (in our setting X = Y = T) to maps from Y to X]. We will use the lifted
maps together with ps(n, l)(•, •) and rs(m, k)(•, •, •) to define maps from A to B.

Let X]
p =

[
0, 2
(

(a + 1)p − a
)]

denote the “p-fold extended interval”. The desin-

gularized space X] is constructed by gluing together copies of X]
k for various values of

k (picture X]
p as the “backbone” of the desingularized space with different copies of

X]
k for various values of k linking points along the backbone—this will be explained
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more clearly in Section 3.3). Define the map L ′ : A → M(a+1)2 p

(
C(X]

p)
)

up to uni-
tary equivalence in each fibre as follows:

f 7−→

{⊕a+k/2+1
1 f (t − k) for t ∈ [k, k + 1], k even⊕a+1
1 f (0)⊕

⊕(k−1)/2+1
1 f

(
1− (t − k)

)
for t ∈ [k, k + 1], k odd.

By conjugating by an appropriate (discontinuous) unitary path we can ensure that
the map L ′ is continuous. Define L : Aff T+A→ C(X]

p) for f ∈ Aff T+A as

L( f )(x) = tr(a+1)2 p

(
L ′( f ′)(x)

)
,

where tr(a+1)2 p is the normalized matrix trace on M(a+1)2 p(C) and f ′ ∈ A is any lift of
f ∈ Aff T+A.

Given xt ∈ [0, 1], define xt,l ∈ X]
p for 1 ≤ l ≤ p as

xt,l = xt + (l− 1)2(a + 1).

Then

(29) L( f )(xt,l) = tr(a+1)2 p

( l(a+1)⊕
1

f ′(xt )
)

=
l

p
f (xt ).

An important consequence of equation (29) is that for x ∈ X]
l ↪→ X]

p (we may

consider a copy of X]
l =

[
0, 2
(

(a + 1)l − a
)]

to be canonically included in X]
p =[

0, 2
(

(a + 1)p − a
)]

for l ≤ p),

(30) |L( f )(x) ≤ l

p
‖ f ‖A.

Remark 3.1.1 For the remainder of this proof the term linear path joining two points
xt1,l1 , xt2,l2 ∈ X]

p will denote the path

ps = (1− s)xt1,l1 + sxt2,l2

for s ∈ [0, 1].

Let l = n + m and t ∈ [0, 1]. Up to unitary equivalence,

L ′( f ′)(xt,l) =
l(a+1)⊕

1

f ′(t)

=
n(a+1)⊕

1

f ′(t)⊕
m(a+1)⊕

1

f ′(t)

= L ′( f ′)(xt,n)⊕ L ′( f ′)(xt,m).
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Inspired by the above calculation, we can consider the point xt,l to be “split” into two
components, (xt,n, xt,m). We will not keep track of the unitary that is used to split a
point since conjugating by a unitary does not change the hypothesis or conclusion of
the theorem. The importance of identifying xt,l with (xt,m, xt,n) is that for the purpose
of this proof it is necessary to construct paths in which the first and second coordi-
nate are varied separately. There are two general classes of paths that are considered.
The first of these is constructed by joining xt,n+1 to xt,l by splitting xt,n+1 into two
components and varying the second coordinate linearly inside X]

m:

(31) ps(n, l) : xt,n+1 ≡ (xt,n, xt,1) (xt,n, xt,m) ≡ xt,l.

In more detail, let (xt1,n, xt2,m) ∈ X]
n × X]

m. Define

L ′( f ′)(xt1,n, xt2,m) = L ′( f ′)(xt1,n)⊕ L ′( f ′)(xt2,m).

Let ps(n, l), with l = n + m, be the path whose first component remains constant
with a value of xt,n and whose second component joins xt,1 to xt,m linearly inside X]

m

(if n = 0 then the first coordinate is null; in this case ps(n, l) is defined to be the linear
path in X]

m joining xt,1 to xt,l). Then L( f )(xt,l) = L( f )
(

p0(n, l)
)

and L( f )(xt,n+1) =
L( f )

(
p1(n, l)

)
. This path has the useful property that the value of the function L( f )

varies by at most m/p‖ f ‖A over the course of the path; by equation (30) since the
non-constant part of the path lies entirely inside X]

m, for s1, s2 ∈ [0, 1]:∣∣L( f )
(

ps1 (n, l)
)
− L( f )

(
ps2 (n, l)

) ∣∣
=
∣∣∣ tr(a+1)2 p

(
L ′( f ′)

(
(1− s1)xt,1 + s1xt,m

)
− L ′( f ′)

(
(1− s2)xt,1 + s2xt,m

))∣∣∣
≤ m/p‖ f ‖A.

(We have used tr(a+1)2 p to denote the normalized trace on M(a+1)2 p(C).)
The second class of general paths that are considered join (x0,p−k, x1,k) to

(x0,p−(k+m), x1,k+m), where k + m ≤ p, by splitting the first coordinate into two com-
ponents and varying the middle coordinate (if k = 0 then the second coordinate
is null: (x0,p−k, x1,k) ≡ x0,p for k = 0). It should be noted that the non-negative
integers k and m completely determine the path. For s ∈ [0, 1] let

(32) rs(m, k) =
(

x0,p−(k+m), (1− s)x0,m + sx1,m, x1,k

)
.

To see that this path does begin and end at the points specified above notice that
r0(m, k) = (x0,p−(k+m), x0,m, x1,k) ≡ (x0,p−k, x1,k) and r1(m, k) = (x0,p−(k+m), x1,m,
x1,k) ≡ (x0,p−(k+m), x1,k+m). This path also has the property that L( f ) varies by a
small bounded amount over the course of the path. Let s1, s2 ∈ [0, 1], then

∣∣L( f )
(

rs1 (m, k)
)
− L( f )

(
rs2 (m, k)

) ∣∣
=
∣∣∣ tr(a+1)2 p

(
L ′( f ′)

(
(1− s1)x0,m + s1x1,m

)
− L ′( f ′)

(
(1− s2)x0,m + s2x1,m

))∣∣∣
≤ m/p‖ f ‖A.

(33)
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There is also a relation between the values of L( f )(x0,p−k, x1,k) for k ≤ p and L( f )(0)
similar to the relation given in equation (29):

L( f )(x0,p−k, x1,k) = 1/p
(

(p − k) f (0) + k f (1)
)

= 1/p
(

(p − k) f (0) + k
(

(a + 1)/a
)

f (0)
)

= (1 + k/ap) f (0).

(34)

3.2 The Rescaled Map

In this section we will prove the following lemma:

Lemma 3.1 Let A and B be building block algebras. Given a finite set F ⊂ Aff T+A,
ε > 0 and n ∈ Aff T+A such that ‖n‖A ≤ 1 and inf ι(n) ≥ 1/2 there exists a positive
integer N ′ such that for any contractive positive linear map ξ : (Aff T + A, ‖ · ‖A) →
(Aff T+B, ‖·‖B) there exists N ′ homomorphisms φ∗i : [0, 1]→ [0, 1] such that φ∗i (0) =
φ∗i (1) and for all y ∈ [0, 1],

∥∥∥∥ξ( f )(y)− 1

N ′

N ′∑
i=1

ξ(n)

n(φ∗i )
(y) f

(
φ∗i (y)

)∥∥∥∥
ξ(n)

< ε.

Proof In Proposition 2.3 the isomorphism

ι ′n : (Aff T+A, ‖ · ‖n) −→
(

C(T), ‖ · ‖∞
)

f 7−→ f /n
(35)

was established for building block algebras A, where n ∈ Aff T+A is an affine function
such that inf n > 0 (in this section ι( f ) ∈ C[0, 1]a will be identified with f for all
affine functions f ∈ Aff T+A—for the definition of ι see Proposition 2.1). Under the
identification given by equation (35), ξ induces a Markov map ξT from C(T) to itself
that can be concretely described as follows:

ξT : C(T) −→ C(T)

ι ′n( f ) =
f

n
7−→ ξ( f )

ξ(n)

(36)

for f ∈ C[0, 1]a. By Theorem 2.1 of Li [Li] for any finite set G ⊂ C(T) and ε > 0
there exists an N > 0 such that for any Markov map ξT there are N homomorphisms
φi : C(T)→ C(T) such that ‖ξT(g)− 1/N

∑N
i=1 φi(g)‖ < ε for all g ∈ G.

For our purposes we require maps φi that can be be lifted to C[0, 1]; in more
detail, let θ denote a fixed inclusion from C(T) to C[0, 1] (given by identifying the
subalgebra of functions which agree at the endpoints of the interval with C(T)); we
require that there exist maps φ ′i : C[0, 1]→ C(T) such that φi = φ ′i ◦ θ.
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Proposition 3.1 Let θ denote a fixed inclusion from C(T) to C[0, 1] induced by iden-
tifying the endpoints of the unit interval. Given a finite set G ⊂ C(T) and ε > 0 there
exists an N > 0 such that for any Markov map ξT : C(T) → C(T) there are N homo-
morphisms φi : C[0, 1] → C(T) such that ‖ξT(g) − 1/N

∑N
i=1 φi ◦ θ(g)‖∞ < 2ε for

all g ∈ G.

Proof The proof follows from a slight variation of an argument given by Nielsen
and Thomsen in Lemma 4.1 of [NT]. Let {t1, t2, . . . , tk} be a partition of [0, 1], and
{hi}k

i=1 be a partition of unity of C(T) such that

(37)
∥∥∥g −

k∑
i=1

θ(g)(ti)hi

∥∥∥
∞
< ε

for all g ∈ G. Define maps t : C[0, 1]→ Rk and s : Rk → C(T) as follows:

t( f ) 7−→
(

f (t1), f (t2), . . . , f (tk)
)

for f ∈ C[0, 1]

s(x1, x2, . . . , xk) 7−→
k∑

i=1

xihi for xi ∈ R.

Let
ξ ′T = ξT ◦ s ◦ t.

Now we apply Li’s theorem to the set θ(G) ⊂ C[0, 1]. By Theorem 2.1 of [Li] given
a finite subset θ(G) ⊂ C[0, 1] and ε > 0 there exists an N > 0 such that for any
Markov map ξ ′T there are N homomorphism φi : C[0, 1]→ C(T) such that

(38)
∥∥∥ξ ′T(g)− 1/N

N∑
i=1

φi(g)
∥∥∥
∞
< ε

for all g ∈ θ(G). The partition of unity was chosen fine enough so that

‖g − s ◦ t ◦ θ(g)‖∞ < ε/‖ξT‖∞

for all g ∈ G. Applying the map ξT,

(39)
∥∥ξT(g)− ξ ′T

(
θ(g)

)∥∥
∞ < ε

for g ∈ G. It follows from the inequalities (38) and (39) that

∥∥∥ξT(g)− 1/N
N∑

i=1

φi ◦ θ(g)
∥∥∥
∞
< 2ε

for g ∈ G. This completes the proof of the proposition.
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For the remainder of this section we will identify the functions in C(T) with their
image in C[0, 1] under the map θ. Applying Proposition 3.1 to the finite set ι ′n(F) ⊂
C([0, 1]), we can conclude that there are N ′ ∗-homomorphisms φi : C[0, 1]→ C(T)
such that ∥∥∥∥ξT

(
ι ′n( f )

)
− 1/N ′

N ′∑
i=1

φi

(
ι ′n( f )

)∥∥∥∥
∞
< ε.

Let φ∗i denote the map from circle to the unit interval induced by φi . By the definition
of ξT given in equation (36), the above inequality becomes∥∥∥∥ ξ( f )

ξ(n)
− 1

N ′

N ′∑
i=1

f

n
◦ φ∗i

∥∥∥∥
∞
< ε.

For y ∈ [0, 1] this is equivalent to

(40)
1

ξ(n)(y)

∣∣∣∣ξ( f )(y)− 1

N ′

N ′∑
i=1

ξ(n)

n(φ∗i )
(y) f

(
φ∗i (y)

) ∣∣∣∣ < ε

or ∥∥∥∥ξ( f )(y)− 1

N ′

N ′∑
i=1

ξ(n)

n(φ∗i )
(y) f

(
φ∗i (y)

)∥∥∥∥
ξ(n)

< ε.

This completes the proof of the lemma.

In Subsection 3.3 it will be shown that given a map φ∗i : [0, 1] → [0, 1] such that

φ(0) = φ(1) there exists a map φ]i : [0, 1]→ X] such that

1

ξ(n)(y)

∣∣∣∣ ξ(n)

n(φ∗i )
(y) f

(
φ∗i (y)

)
− L( f )(φ]i )(y)

∣∣∣∣ < 72ε

for all y ∈ T.

3.3 Lifting to M(a+1)2 p

(
C(X])

)
In this section, as in Section 3.2, we will identify affine functions f ∈ Aff T+A and
g ∈ Aff T+B ′ with their images ι( f ) and ι(g) in C[0, 1]a and C[0, 1]b respectively.
Let B ′ ≡ B ′(C ′2,D

′
2, b) be a building block algebra such that dim(D ′2) = (a + 1)2 p

and dim(C ′2) is the greatest integer less than dim(D ′2)/(b + 1), where p is a positive
integer that will be fixed during the proof of the following lemma:

Lemma 3.2 Let F be a finite subset of Aff T + A and ε > 0, then there exists n ∈
Aff T+A, inf n ≥ 1/2, ‖n‖A ≤ 1 such that for any γ ∈ C[0, 1]b, inf γ > 0, ‖γ‖ ≤ 1,

positive integer p > (a + 1) max
(

1/(ε inf γ), b/
(
εγ(0)

)
, 4
)

, and map φ : [0, 1] →
[0, 1] such that φ(0) = φ(1) there exists a building block algebra B ′ (as specified above)
and a homomorphism ψ : A→ B ′ such that∥∥∥∥ γ

n(φ)
f ◦ φ− ψ∗( f )

∥∥∥∥
γ

< 72ε.

https://doi.org/10.4153/CJM-2002-006-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2002-006-7


164 Shaloub Razak

Proof In the first part of this section we will define the affine function n given in the
statement of the lemma.

Find δ > 0 such that if |x| < δ then

(41) | f (x)− f (0)| < ε

for all f ∈ F. Let N = (a + 1)3N ′/ε. Define n ∈ Aff T+A as follows:

n(x) =

{
a

a+1 + (1− a
a+1 ) x

δ for x ≤ δ
1 for x > δ.

Since p is greater than (a + 1) max
(

1/(ε inf γ), b/
(
εγ(0)

)
, 4
)

,

(42)
a + 1

p inf γ
< ε,

(a + 1)b

pγ(0)
< ε.

We will use the above inequalities repeatedly during the proof of the lemma.
In the remainder of this section it will be shown that given a map φ : [0, 1] →

[0, 1] such that φ(0) = φ(1) there exists a map φ] : [0, 1]→ X] such that

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ < 72ε

for all f ∈ F, and such that L ′( f ′)
(
φ](y)

)
defines a map from A to B ′. We will

define the map ψ given in the conclusion of the lemma as

ψ( f ) = L ′( f ′) ◦ φ].

In order to see that L ′( f ′)
(
φ](y)

)
does indeed define a map from A to B ′ it is enough

to check that the right multiplicity of L ′( f ′)
(
φ](y)

)
is divisible by b + 1 and that the

left multiplicity is b/(b + 1) times the right multiplicity for all f ′ ∈ A. The two
conditions can be expressed in more detail as follows; we require that:

L ′( f ′)
(
φ](0)

)
=

l⊕
1

δ( f )

L ′( f ′)
(
φ](1)

)
=

r⊕
1

δ( f )

for all f ′ ∈ A, where r is divisible by b + 1, l = b/(b + 1)r and δ : A → Mq(C) is a
representation of A such that rq ≤ dim(D ′2).

Without loss of generality we may assume that ‖ f ‖A ≤ 1 for all f ∈ F. Find a
δp > 0 such that if |t1 − t2| < δp then

(43)

∣∣∣∣ γ

n(φ)
(t1)− γ

n(φ)
(t2)

∣∣∣∣ < 1

p
.
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Let {y1, . . . , yR} be a δp-dense partition of [0, 1] such that |φ(y) − φ(0)| < δ for
y ∈ [y1, y2] and if γ

n(φ) (y1) < 1 + 1/p then γ
n(φ) (y2) < 1 + 1/p. As γ(y) ≤ 1 and

n
(
φ(y)

)
≥ a/(a + 1) it follows that

(44)

∣∣∣∣ γ

n(φ)
(y)

∣∣∣∣ ≤ a + 1

a
.

Let us construct a continuous path φ] from Y = [0, 1] to the desingularized space X]

by constructing a sequence of paths on the intervals [y j , y j+1] that agree at the end-
points. There are three different classes of paths that will be constructed depending
on the values of γ

n(φ) (y j) and γ
n(φ) (y j+1).

Case 1 γ
n(φ) (y j),

γ
n(φ) (y j+1) < 1 + 1/p.

Given an integer βi > 1 we can find a positive integer li ≤ p such that

(45)

∣∣∣∣ γ

n(φ)
(yi)− li/p

∣∣∣∣ < βi/p

for i = j, j + 1. Assume that l j+1 ≥ l j (if l j+1 < l j then define the path as below, but
in the opposite direction). The path φ] on the interval [y j , y j+1] is defined to begin
at xφ(y j ),l j and end at xφ(y j+1),l j+1 . It is constructed by splitting the left endpoint into
two components,

xφ(y j ),l j = (xφ(y j ),l j−1, xφ(y j ),1)

and then varying each component separately. The first component follows the path
given by φ for y ∈ [y j , y j+1]:

xφ(y),l j−1.

The second component follows the linear path ps(1, l j+1 − l j) (described by equa-

tion (31)) inside X]
l j+1−l j

from xφ(y j ),1 to xφ(y j ),l j+1−l j and then a linear path from

xφ(y j ),l j+1−l j to xφ(y j+1),l j+1−l j . Let qy denote the path followed by the second compo-
nent. For y ∈ [y j , y j+1] define

φ](y) = (xφ(y),l j−1, qy).

Let us compare L( f )
(
φ](y)

)
and γ

n(φ) (y) f
(
φ(y)

)
. For y ∈ [y j , y j+1]:∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣
≤
∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
−

l j

p
f
(
φ(y)

) ∣∣∣∣ +

∣∣∣∣ l j

p
f
(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ .
(46)

Since ∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
−

l j

p
f
(
φ(y)

) ∣∣∣∣ ≤ ∣∣∣∣ γ

n(φ)
(y)−

l j

p

∣∣∣∣‖ f ‖A

≤
β j + 1

p
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it suffices to find an estimate for the second of the two terms in equation (46) con-
sidered above. As qy ∈ X]

l j+1−l j
, by the bound given in equation (30)

|L( f )(qy)| ≤
l j+1 − l j

p
‖ f ‖A

≤
β j + β j+1 + 1

p
.

The second term of equation (46) may now be estimated as follows:∣∣∣∣ l j

p
f
(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ =
∣∣∣∣ l j

p
f
(
φ(y)

)
− L( f )(xφ(y),l j−1, qy)

∣∣∣∣
≤
∣∣∣∣ l j

p
f
(
φ(y)

)
−

l j − 1

p
f
(
φ(y)

) ∣∣∣∣ + |L( f )(qy)|

≤
β j + β j+1 + 2

p
.

Therefore on [y j , y j+1],

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ ≤ 2β j + β j+1 + 3

γ(y)p
.

Case 2 γ
n(φ) (y j)

γ
n(φ) (y j+1) ≥ 1 + 1/p. Assume that γ

n(φ) (y j+1) ≥ γ
n(φ) (y j). As

γ
n(φ) (y) ≤ a+1

a , given an integer βi > 0 we can find a positive integer ki ≤ p such that

(47)

∣∣∣∣ ap + ki

ap
− γ

n(φ)
(yi)

∣∣∣∣ < βi

p

for i = j, j + 1.
The path is constructed on the interval [y j , y j+1] as follows: φ] joins (x0,p−k j , x1,k j )

to (x0,p−k j+1 , x1,k j+1 ) and is given by rs(k j+1 − k j , k j) in equation (32) with the pa-
rameter s rescaled so that the path begins at s = y j and ends at s = y j+1. As
|k j+1 − k j | ≤ a(β j + β j+1 + 1), by equation (33) for s1, s2 ∈ [y j , y j+1],

(48) |L( f )(rs1 )− L( f )(rs2 )| ≤
a(β j + β j+1 + 1)

p
.

As γ
n(φ) (y) is within 1/p of γ

n(φ) (y j) on (y j , y j+1) and since 1 + 1/p is a lower bound

for γ
n(φ) (y j) it follows that

γ

n(φ)
(y) > 1

for y ∈ [y j , y j+1]. (This is the crucial hypothesis needed for the proof of Case 2 of
the theorem; the argument from this point onwards will be used in Case 3 as well.)
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Proposition 3.2 If γ
n(φ) (y) > 1 then γ(y) > a/(a + 1) and φ(y) ∈ [0, δ).

Proof Recall that n(x) = 1 for x ≥ δ and n(x) ≥ a/(a + 1) for x ∈ [0, δ]. As ξ is
contractive, γ(y) ≤ 1 for all y ∈ [0, 1]. The hypothesis of the proposition then yields
the following two inequalities:

γ(y) > n
(
φ(y)

)
≥ a

a + 1

and

1 ≥ γ(y) > n
(
φ(y)

)
.

The result follows immediately.

The conclusions of Proposition 3.2 together with equation (41), give an estimate
for f

(
φ(y)

)
as follows:

1

γ(y)

∣∣ f
(
φ(y)

)
− f (0)

∣∣ < a + 1

a

∣∣ f
(
φ(y)

)
− f (0)

∣∣
< ε.

(49)

Let us compare L( f )
(
φ](y)

)
and γ

n(φ) (y) f
(
φ(y)

)
:

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣
≤ 1

γ(y)

(∣∣∣∣ γ

n(φ)
(y)

∣∣∣∣ ∣∣ f
(
φ(y)

)
− f (0)

∣∣ +

∣∣∣∣ γ

n(φ)
(y) f (0)−

ap + k j

ap
f (0)

∣∣∣∣
+

∣∣∣∣ ap + k j

ap
f (0)− L( f )

(
φ](y)

) ∣∣∣∣) .
The first of the three terms above was estimated, essentially, in equation (49) (recall
that | γ

n(φ) (y)| ≤ a+1
a by equation (44)); in particular

1

γ(y)

∣∣∣∣ γ

n(φ)
(y)

∣∣∣∣ ∣∣ f
(
φ(y)

)
− f (0)

∣∣ ≤ a + 1

a
ε ≤ 2ε.

The middle term can be estimated as follows:

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f (0)−

ap + k j

ap
f (0)

∣∣∣∣ ≤ 1

γ(y)

∣∣∣∣ γ

n(φ)
(y)−

ap + k j

ap

∣∣∣∣ ‖ f ‖A

≤
β j + 1

pγ(y)
.
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To estimate the third term we use the bound on the variation of
L( f )

(
rs(k j+1−k j , k j)

)
given by equation (48) and the identity given in equation (34):

1

γ(y)

∣∣∣∣ ap + k j

ap
f (0)− L( f )

(
φ](y)

) ∣∣∣∣ =
1

γ(y)

∣∣L( f )
(
φ](y j)

)
− L( f )

(
φ](y)

) ∣∣
≤ 1

γ(y)

(
a(β j + β j+1 + 1)

p
‖ f ‖A

)
≤

a(β j + β j+1 + 1)

γ(y)p
.

Therefore

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ < 2ε +
a(2β j + β j+1 + 2)

γ(y)p
.

Case 3 One of γ
n(φ) (y j) and γ

n(φ) (y j+1) is greater than or equal to 1 + 1/p, and the
other is less than 1 + 1/p.

We can assume without loss of generality that γ
n(φ) (y j+1) > γ

n(φ) (y j). As γ
n(φ) (y) is

within 1/p of γ
n(φ) (y j+1) it follows that

γ

n(φ)
(y) > 1.

By Proposition 3.2, γ(y) ≥ a/(a + 1) and φ(y) ∈ [0, δ) for y ∈ [y j , y j+1]. As in
equations (45) and (47), given integers β j , β j+1 > 0 choose integers l j and k j such
that

(50)

∣∣∣∣ γ

n(φ)
(y j)− l j/p

∣∣∣∣ < β j/p

and

(51)

∣∣∣∣ ap + k j+1

ap
− γ

n(φ)
(y j+1)

∣∣∣∣ < β j+1

p
.

Choose δ1 > 0 such that y j < δ1 < y j+1. On the interval [δ1, y j+1] define φ] to be
the path rs(k j+1, 0) (given by equation (32), rescaled to begin at s = δ1 and end at
s = y j+1) that joins (x0,p) to (x0,p−k j+1 , x1,k j+1 ). The argument given in Case 2 then
proves that

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− f

(
φ](y)

) ∣∣∣∣ < 2ε +
a(2β j + β j + 2)

γ(y)p

on this interval.
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There are two steps to defining φ] on the interval [y j , δ1]. The first step is to join
x0,l j to x0,p. The second step is to join xφ(y j ),l j to x0,l j .

Choose δ2 > 0 such that y j < δ2 < δ1. Define φ](y) on [δ2, δ1] to be the path
ps(l j , p) defined as in equation (31), joining x0,l j to x0,p, and rescaled to begin at
s = δ2 and end at s = δ1. For y ∈ [δ2, δ1],∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣
<

∣∣∣∣ γ

n(φ)
(y)

∣∣∣∣ ∣∣ f
(
φ(y)

)
− f (0)

∣∣ +

∣∣∣∣ γ

n(φ)
(y) f (0)−

l j

p
f (0)

∣∣∣∣
+

∣∣∣∣ l j

p
f (0)− L( f )

(
φ](y)

) ∣∣∣∣
<

a + 1

a
ε +

β j + 1

p
‖ f ‖A +

p − l j

p
‖ f ‖A

< 2ε +
3β j + 1

p
.

(52)

On [y j , δ1] define φ](y) to be the linear path joining xφ(y j ),l j to x0,l j inside X]
p.

Then on this interval the same comparison made above holds, but with the sum of
the three terms in equation (52) bounded by

a + 1

a
ε +

β j + 1

p
‖ f ‖A +

l j

p
ε < 3ε +

β j + 1

p
.

As γ
n(φ) (y) > 1, and n(x) ≥ a/(a + 1),

1

γ(y)
<

a + 1

a
.

Therefore on the interval [y j , y j+1],

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ < 6ε +
6β j + 2

p
.

This completes the arguments for Case 3.

The map φ](y) is defined on [0, 1] by considering one of the three cases for each
of the intervals [y j , y j+1] and making an appropriate choice of β j . For intervals [y j ,
y + j + 1], j 6= 1,R− 1 define φ](y) as in Cases 1, 2 or 3 (depending on the values of
γ

n(φ) (y j) and γ
n(φ) (y j+1)) with β j = 2. Then, using equation (42),

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣
< max

(
9

pγ(y)
, 2ε +

8a

pγ(y)
, 6ε +

14

pγ(y)

)
< 20ε

(53)
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on [y2, yR−1].
For the intervals [y1, y2] and yR−1, yR] there are three subcases that must be con-

sidered depending on the values of γ
n(φ) (y1) and γ

n(φ) (yR).

Subcase A γ
n(φ) (yR) ≤ 1 + 1/p.

As γ
n(φ) (y1) = b

b+1
γ

n(φ) (yR) it follows that γ
n(φ) (y1) ≤ 1 + 1/p as well. If we let

β1 = b then we can choose l1 to be divisible by b in equation (45). Let lR = b+1
b l1.

Then ∣∣∣∣ lR
p
− γ

n(φ)
(yR)

∣∣∣∣ =
b + 1

b

∣∣∣∣ l1
p
− γ

n(φ)
(y1)

∣∣∣∣
<

b + 1

p
.

(54)

Therefore βR = b + 1 is consistent with this choice of lR. Define the map φ](y) as
in Case 1 or Case 2 with the above values of β1 and βR on the intervals [y1, y2, ] and
[yR−1, yR]. Then, on the these intervals, by equation (42) and the estimates given in
Case 1 and Case 2,

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ < max

(
2b + 7

pγ(y)
, 2ε +

2b + 6

pγ(y)

)
< 10ε.

Finally, let us check that the endpoint multiplicities of L ′( f ′)
(
φ](y)

)
have been suit-

ably chosen to define elements of B ′ for all f ′ ∈ A. At the left endpoint

L ′( f ′)
(
φ](0)

)
= L ′( f ′)(xφ(0),l1 )

=
l1(a+1)⊕

1

f ′
(
φ(0)

)
and at the right endpoint

L ′( f ′)
(
φ](1)

)
= L ′( f ′)(xφ(1),lR )

=
lR(a+1)⊕

1

f ′
(
φ(1)

)

=
l1 b+1

b (a+1)⊕
1

f ′
(
φ(0)

)
.

Since the left endpoint multiplicity is divisible by b and the right endpoint multiplic-
ity is (b + 1)/b times the left endpoint multiplicity, L ′

(
φ](y)

)
satisfies the boundary

conditions necessary to define a map from A to B ′.

Subcase B γ
n(φ) (yR) ≥ 1 + 1/p and γ

n(φ) (y1) ≥ 1 + 1/p.
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With β1 = b we can find a positive integer k1 ≤ p such that ap + k1 is divisible by
b in equation (47). Let kR = b+1

b (ap + k1)− ap. A similar argument to that given in

equation (54) then proves that | ap+kR

ap −
γ

n(φ) (yR)| < b+1
p . It follows that βR = b + 1

is consistent with this choice of kR. Define the map φ] as in Case 2 or Case 3 with
the above values of k1 and kR on the intervals [y1, y2] and [yR−1, yR]. Therefore, on
these, intervals by the estimates given in Cases 1 and 2 and equation (42),

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− f

(
φ](y)

) ∣∣∣∣ < max

(
2ε +

2b + 6

pγ(y)
, 6ε +

6b + 8

pγ(y)

)
< 20ε.

The right endpoint multiplicity can be calculated as follows:

L ′( f ′)
(
φ](1)

)
= L ′( f ′)(x0,p−kR , x1,kR )

=
(p−kR)(a+1)⊕

1

f ′(0)⊕
kR(a+1)⊕

1

f ′(1)

=
(p−kR)(a+1)a⊕

1

e∞( f ′)⊕
kR(a+1)2⊕

1

e∞( f ′)

=
(ap+kR)(a+1)⊕

1

e∞( f ′)

(55)

for f ′ ∈ A. A similar calculation made for the left endpoint multiplicity yields

L ′( f ′)
(
φ](0)

)
=

(ap+k1)(a+1)⊕
1

e∞( f ′).

Therefore the left endpoint multiplicity is divisible by b and the right endpoint multi-
plicity is (b + 1)/b times the left endpoint multiplicity. Therefore L ′

(
φ](y)

)
satisfies

the necessary boundary conditions to define a map from A to B ′.

Subcase C γ
n(φ) (y1) < 1 + 1/p and γ

n(φ) (yR) ≥ 1 + 1/p.
With βR = b + 1 we can find a positive integer kR ≤ p such that ap + kR is divisible

by a(b + 1) in equation (47). Let l1 = (ap+kR)b
a(b+1) . Then∣∣∣∣ l1

p
− γ

n(φ)
(y1)

∣∣∣∣ =
b

b + 1

∣∣∣∣ (b + 1)l1
bp

− γ

n(φ)
(yR)

∣∣∣∣
=

b

b + 1

∣∣∣∣ ap + kR

ap
− γ

n(φ)
(yR)

∣∣∣∣
<

b

p
.
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Therefore β1 = b is consistent with this choice of l1. On the interval [yR−1, yR]
define φ] as in Case 2 or Case 3 with the choice of kR as above. On [y1, y2] let
φ] be a path joining x0,l1 to xφ(y2),l2 . There are two steps. Find δ1 > 0 such that
y1 < δ1 < y2. On [y1, δ1] we join x0,l1 to x0,l2 as in equation (31) with the map
ps(l1, l2), then we join x0,l2 linearly to xφ(y2),l2 on the interval [δ1, y2]. Let us show that

1
γ(y)

∣∣ γ
n(φ) (y) f

(
φ(y)

)
− f

(
φ](y)

) ∣∣ is small along these two paths.

First let us find a upper bound for 1
γ(y) . As γ

n(φ) (y1) = b
b+1

γ
n(φ) (yR) ≥ 1 + 1

p ,

γ

n(φ)
(y) ≥ b

b + 1
− 1

p
>

1

2
− 1

4

on the interval [y1, y2]. As n(φ)(y) ≥ a/(a + 1) and p ≥ 4, it follows that

1

γ(y)
< 8.

As φ(0) = φ(1) ∈ [0, δ) and |φ(y)− φ(0)| < δ for y ∈ [y1, y2] it follows that, on
this interval,

|φ(y)− φ(0)| < 2δ.

Therefore, on the interval [y1, y2],∣∣∣∣ γ

n(φ)
(y)

∣∣∣∣ ∣∣ f
(
φ(y)

)
− f (0)

∣∣ < 2ε

and ∣∣∣∣ γ

n(φ)
(y)− l1

p

∣∣∣∣ < b

p
.

Along the path from x0,l1 to x0,l2 ,∣∣∣∣ l1
p

f (0)− L( f )
(
φ](y)

) ∣∣∣∣ < l2 − l1
p

<
β2 + β1 + 1

p
=

3 + b

p
.

Along the linear path from x0,l2 to xφ(y2),l2 ,∣∣∣∣ l1
p

f (0)− L( f )
(
φ](y)

) ∣∣∣∣ ≤ ∣∣∣∣ l1
p

f (0)− f (x0,l2 )

∣∣∣∣ +
∣∣ f (x0,l2 )− L( f )

(
φ](y)

) ∣∣
≤ l2 − l1

p
‖ f ‖A +

l2
p

2ε

≤ β2 + β1 + 1

p
+ 2ε =

b + 3

p
+ 2ε.

It follows from equation (52) that on the interval [y1, y2]∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ < 2ε +
b

p
+ max

(
3 + b

p
,

3 + b

p
+ 2ε

)
< 9ε.
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Together with the upper bound on 1
γ(y) , we can conclude that

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ < 72ε

on the interval [y1, y2].
Let us check that the endpoint multiplicities are consistent. The right endpoint

multiplicity can be calculated using equation (55):

L ′( f ′)
(
φ](1)

)
= L ′( f ′)(x0,p−kR , x1,kR )

=
(ap+kR)(a+1)⊕

1

e∞( f ′).

The left endpoint multiplicity can be calculated as follows:

L ′( f ′)
(
φ](0)

)
= L ′( f ′)(x0,l1 )

=
l1(a+1)⊕

1

f ′(0)

=

(ap+kR)b
a(b+1) (a+1)⊕

1

( a⊕
1

e∞( f ′)
)

=

b
b+1 (ap+kR)(a+1)⊕

1

e∞( f ′).

Therefore the left endpoint multiplicity is b/(b + 1) times the right endpoint multi-
plicity and is divisible by b.

To summarize our results so far in Section 3.3: given a map φ : [0, 1] → [0, 1]
such that φ(0) = φ(1), we have defined a map φ] : [0, 1]→ X] such that

1

γ(y)

∣∣∣∣ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

) ∣∣∣∣ < 72ε

for all y ∈ [0, 1], or equivalently∥∥∥∥ γ

n(φ)
(y) f

(
φ(y)

)
− L( f )

(
φ](y)

)∥∥∥∥
γ

< 72ε.

(The value of 72ε is the maximum of the epsilon values found in the three Subcases A,
B and C for intervals containing an endpoint, and the epsilon value given in equa-
tion (53) for intervals in the interior of [0, 1].) In Subcases A, B and C we checked
that the endpoint multiplicities of L ′( f ′) ◦ φ] are such that image is contained in B ′

after possibly twisting by a unitary. Let us define the map ψ as

ψ( f ) = L ′( f ′) ◦ φ].

This concludes the proof of the lemma.
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4 Uniqueness

Definition 4.0.1 The self-adjoint element

h(t) = (1⊕ 1⊕ · · · ⊕ 1︸ ︷︷ ︸
a1

⊕ t)⊗ IdC1

will be referred to as the canonical self-adjoint element of A1.

Theorem 4.1 (Uniqueness) Let A1 ≡ A(C1,D1, a1) be a building block algebra and
let h be the canonical self-adjoint element of A1. For any finite set F ⊂ A1 and ε >
0 there exists a natural number n and two families of functions {δi}n

i=1, {hi}n
i=1 ⊂

Aff T+A1 such that for any two maps φ, ψ : A1 → A2 (where A2 ≡ A(C2,D2, a2) is also
a building block algebra) if for all non-zero τ ∈ T+A2 there exists an m > 0 such that
φ∗(δi)(τ ), ψ∗(δi)(τ ) > m and |φ∗(hi)(τ ) − ψ∗(hi)(τ )| < m for i = 1, . . . , n, and
φ(h) and ψ(h) have at least 3 distinct eigenvalues for all t ∈ [0, 1], then there exists a
unitary U in the unitization of A2 such that

‖φ( f )−Uψ( f )U ∗‖ < 1011ε for all f ∈ F.

The uniqueness theorem is proven by a straight forward application of the follow-
ing lemma and theorem.

Lemma 4.1 Let A1 ≡ A(C1,D1, a1) be a building block algebra. Let h be the canon-
ical self-adjoint element of A1. For any δ > 0 there exists an n and two families of test
functions {δi}n−1

i=1 , {hi}n
i=1 ⊂ Aff T+A1 such that for any two maps φ, ψ : Aff T+A1 →

Aff T+A2, where A2 ≡ A(C2,D2, a2) is also a building block algebra, if for all
τ ∈ T+A2 there exists a real number m such that φ(δi)(τ ), ψ(δi)(τ ) > m and
|φ(hi)(τ ) − ψ(hi)(τ )| < m for 1 ≤ i ≤ n then the eigenvalues of φ(h)(s) and ψ(h)(s)
can be paired within δ for all s ∈ [0, 1].

Proof The argument is essentially the same as that given in Theorem 6 of [Ell3]. Let
n be any positive integer greater than 3/δ. We will define the two families of test
functions, {hi}n

i=1, {δi}n−1
i=1 ⊂ Aff T+A1 as follows:

ι(hi)(t) =


a1/(a1 + 1) for 0 ≤ t ≤ i/n

a1/(a1 + 1) + n(t − i)/(a1 + 1) for i/n ≤ t ≤ (i + 1)/n

1 for (i + 1)/n ≤ t ≤ 1

and
δi = hi − hi+1.

We will define a family of characteristic functions, {ki}n−1
i=0 as follows:

ι(ki)(t) =

{
a1/(a1 + 1) for 0 ≤ t ≤ (i + 1)/n

1 for (i + 1)/n < t ≤ 1.
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Let trDi and trCi denote the normalized matrix trace on Di and Ci respectively for
i = 1, 2. From the structure theory of representations of A1, we know that for any
homomorphism fsφ : A1 → D2 and s ∈ [0, 1] there exist positive integers M and E,
and real numbers xi ∈ (0, 1), i = 1, . . . ,M such that fsφ( f ) is unitarily equivalent to

(56)
M⊕

i=1

f (xi)⊕
E⊕
1

e∞( f )⊕
Z⊕
1

0

for all f ∈ A1. The number of eigenvalues of fsφ(h) that are greater than or equal to
i/n can be expressed in terms of xi and E as

(a1 + 1)#{xi : xi ≥ i/n} + a1#{xi : xi < i/n} + E.

The following calculation demonstrates that we can compute the above expression
using affine function data:

ι
(
φ∗(ki)

)
(s) = trD2

(
fsφ(ki)

)
=

dim(D1)

dim(D2)

M∑
j=1

trD1

(
k ′i (x j)

)
+

dim(C1)

dim(D2)

E∑
j=1

trC1

(
e∞(k ′i )

)

=
dim(D1)

dim(D2)

M∑
j=1

ι(ki)(xi) +
dim(C1)

dim(D2)

E∑
j=1

ι(m1)(1)

=
1

dim(D2)

(
(a1 + 1)#{xi : xi ≥ i/n} + a1#{xi : xi < i/n} + E

)
(57)

where k ′i is any lift of ki . From the hypothesis of the lemma we know that for every
s ∈ [0, 1] there exists an m ′ > 0 such that∣∣ ι(φ∗(hi)

)
(s)− ι

(
ψ∗(hi)

)
(s)
∣∣ < m ′

and
ι
(
φ∗(δi)

)
(s), ι

(
ψ∗(δi)

)
(s) > m ′.

From the above equations, as δi = hi − hi+1,

ι
(
φ∗(hi)

)
(s) = ι

(
φ∗(hi+1)

)
(s) + ι

(
φ∗(δi)

)
(s)

> ι
(
φ∗(hi+1)

)
(s) + m ′

> ι
(
ψ∗(hi+1)

)
(s)

and
ι
(
ψ∗(hi)

)
(s) ≥ ι

(
φ∗(hi+1)

)
(s).

As ki−1 > hi > ki ,

ι
(
φ∗(ki−1)

)
(s) > ι

(
φ∗(hi)

)
(s) ≥ ι

(
ψ∗(hi+1)

)
(s) > ι

(
φ∗(ki+1)

)
(s)
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and

ι
(
ψ∗(ki−1)

)
(s) > ι

(
ψ∗(hi)

)
(s) ≥ ι

(
φ∗(hi+1)

)
(s) > ι

(
ψ∗(ki+1)

)
(s)

for i = 1, . . . , n−2. Therefore, by equation (57) there are at least as many eigenvalues
of φ(h)(s) which are greater than or equal to (i − 1)/n as there are eigenvalues of
ψ(h)(s) which are greater than or equal to (i + 1)/n for i = 1, . . . , n − 2. The same
also relation holds with φ(h)(s) and ψ(h)(s) interchanged. It follows that we can
match the eigenvalues in descending order within 3/n, and hence within δ.

Theorem 4.2 Let A1 ≡ A(C1,D1, a1) be building block algebra and h its canonical
self-adjoint element. For any finite set F ⊂ A1 and ε > 0 there exists a δ > 0 such that
for any two maps φ, ψ : A1 → A2 (where A2 ≡ A(C2,D2, a2) is also a building block
algebra), if the eigenvalues of φ(h)(t) and ψ(h)(t) can be paired within δ, and there
are at least 3 distinct eigenvalues for all t ∈ [0, 1], then there exists a unitary U in the
unitization of A2 such that

‖φ( f )−Uψ( f )U ∗‖ < 1009ε for all f ∈ F.

Proof The argument proceeds in four steps. In Section 4.1 we construct certain stan-
dard maps φ ′ and ψ ′ from A1 to C[0, 1]⊗D2 that are approximately unitarily equiva-
lent to φ and ψ respectively by unitaries in C[0, 1]⊗D2. (A notion of standard maps
between building blocks was introduced in [EGJS]. Our construction is completely
different from theirs, but the application—to proving a uniqueness theorem for ar-
bitrary maps between building blocks—is the same.) In Section 4.2 we show that φ ′

and ψ ′ are sufficiently close on the given finite set of elements; for all f ∈ F,

‖φ ′( f )− ψ ′( f )‖ < 7ε.

In Section 4.3 unitaries U1 and U2 are constructed that are sufficiently close to each
other with respect to the finite set F, and twist the standard maps φ ′, ψ ′ into A2:

AdU1 φ
′,AdU2 ψ

′ : A1 → A2.

Finally, in Section 4.4 we apply Jiang and Su’s argument (essentially an application
of Lemma 5.1 of [JS]) to show that the given maps φ and ψ are approximately uni-
tarily equivalent to AdU1 φ

′ and AdU2 ψ
′, where the unitary equivalence is given by

unitaries in the unitization of A2.

Remark 4.0.1 By twisting by a unitary if necessary we can assume that the maps
L,R : C → D given in the definition of a building block have the form

L(c) =
a⊕
1

c
dim(C)⊕

1

0

R(c) =
a+1⊕

1

c
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where c ∈ C . Furthermore, as A(C,D, a) = A(C,D, a)⊗C , we can reduce to the case
that A1 = A(C,D1, a1).

Remark 4.0.2 Since the standard maps are constructed fibrewise, the term standard
map, or map in standard form, will also be used for maps from A1 to D2.

4.1 Constructing the Standard Maps

The standard maps are constructed fibrewise and in two steps. The first step is to
associate a sequence of real numbers, and a pair of positive integers (satisfying certain
compatibility conditions) to a a finite dimensional representation of a building block
algebra. This is accomplished by Lemma 4.2. The second step, in some sense, undoes
the first; given a finite sequence of real numbers and a pair of positive integers we
construct a representation Std of the building block algebra A1.

Since F is a finite set of functions, there exists a δ ′ > 0 such that if |t0 − t1| < δ ′

then ‖ f (t0)− f (t1)‖ < ε/2 for all f ∈ F. Let

(58) δ = min(δ ′, ε/π)

Definition 4.1.1 Let es and fs denote evaluation at s, 0 ≤ s ≤ 1 for the algebras
A1 and A2 respectively. Let e∞ and f∞ denote evaluation at the irreducible fibre at
infinity for A1 and A2 respectively. Then es : A1 → D1, e∞ : A1 → C1, fs : A2 → D2

and f∞ : A2 → C2.

The following equations are a consequence of the mapping torus construction
given to define the building blocks:

e0 =
a1⊕
1

e∞ ⊕ 0(59)

e1 =
a1+1⊕

1

e∞.(60)

(Similar relations hold for f0 and f1, but with a2 replacing a1 in the above equations.)
The first step to defining a standard map is the following lemma about decomposing
finite dimensional representations of building block algebras.

Lemma 4.2 Given a finite dimensional representation α : A1 → Mm(C), where A1 is
a building block, there is a unique sequence 1 ≥ s1 ≥ s2 ≥ · · · ≥ sF ≥ 0, and unique
positive integers E and Z such that:

(i) E < a1 + 1
(ii) E < a1 and si < 1 for all i = 1, . . . , F if Z > 0
(iii) α is unitarily equivalent to es1 ⊕ es2 ⊕ · · · ⊕ esF

⊕E
1 e∞

⊕Z
1 0.
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Proof Every irreducible representation of A1 is unitarily equivalent to e∞ or es, for
some s ∈ (0, 1). Therefore, for any representation α of A1 there exists a decreasing
sequence 1 > s ′1 ≥ s ′2 ≥ · · · ≥ s ′F ′ > 0, and positive integers E ′ and Z ′ such that α is
unitarily equivalent to

es ′1
⊕ es ′2

⊕ · · · ⊕ es ′
F ′
⊕

E ′⊕
i=1

e∞ ⊕
Z ′⊕
i=1

0.

We can find a decomposition for α that satisfies conditions (i), (ii) and (iii) of the
lemma by grouping evaluations at infinity together with zeros as in equation (59),
and then grouping suitably many leftover evaluations at infinity together as in equa-
tion (60). A more detailed description is as follows. Let E ′ = a1qE ′ + rE ′ , 0 ≤ rE ′ <
a1. There are two cases.

Case 1 Z ′ ≤ qE ′ .
Let Z = 0. Group together Z ′ zeros with a1Z ′ evaluations at infinity as in (59) to

form Z ′ evaluations at zero. Let a1(qE ′ −Z ′) + rE = (a1 + 1)qE ′ ′ + E, 0 ≤ E < a1 + 1.
Group together (a1 + 1)qE ′ ′ evaluations at infinity as in (60) to form qE ′ ′ evaluations
at one. Then α is unitarily equivalent to

Z ′⊕
1

e0 ⊕ es ′1
⊕ · · · ⊕ es ′

F ′
⊕

qE ′ ′⊕
1

e1 ⊕
E⊕
1

e∞.

Case 2 Z ′ > qE ′ .
Let E = rE ′ and Z = Z ′ − qE ′ . Group together qE ′ zeros with a1qE ′ evaluations at

infinity as in (59) to form qE ′ evaluations at zero. Then α is unitarily equivalent to

qE ′⊕
1

e0 ⊕ es ′1
⊕ · · · ⊕ es ′

F ′
⊕

E⊕
1

e∞ ⊕
Z⊕
1

0.

By the arguments given in Case 1 and Case 2, 0 ≤ E ≤ a1, and if Z > 0 then
E < a1 and si < 1 for all i = 1, . . . , F; this determines a sequence 1 ≥ s1 ≥ s2 ≥
· · · ≥ sF ≥ 0 such that α is unitarily equivalent to

es1 ⊕ es2 ⊕ · · · ⊕ esF ⊕
E⊕

i=1

e∞ ⊕
Z⊕

i=1

0.

To prove uniqueness, let 1 ≥ s ′1 ≥ s ′2 ≥ . . . s ′F ′ ≥ 0 be a sequence of real numbers,
E ′ and Z ′ positive integers satisfying conditions (i), (ii) and (iii) of the lemma. The
evaluation map, et is irreducible except for t = 0, 1. Assuming that t 6= 0, 1, then by
condition (iii), st ∈ (s ′i )F ′

1 and s ′t ∈ (si)F
1 . This proves that the sequences are identical,

except possibly differing in the number of ones and zeros; we can therefore reduce to
the case that si and s ′i are equal to zero or one for all values of i.
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Suppose that si = 0 for i = 1, . . . , q and si = 1 for i = q + 1, . . . , F. Then
es1 ⊕ · · · ⊕ esF ⊕

⊕E
1 e∞ ⊕

⊕Z
1 0 is unitarily equivalent to

a1q+(a1+1)(F−q)+E⊕
1

e∞ ⊕
q+Z⊕

1

0.

Similarly, suppose that s ′i = 0 for i = 1, . . . , q ′ and si = 1 for i = q ′ + 1, . . . , F ′.

Then es ′1
⊕ · · · ⊕ es ′F

⊕
⊕E ′

1 e∞ ⊕
⊕Z ′

1 0 is unitarily equivalent to

a1q ′+(a1+1)(F ′−q ′)+E ′⊕
1

e∞ ⊕
q ′+Z ′⊕

1

0.

Noting that e∞ is irreducible, and comparing the two representations,

a1q + (a1 + 1)(F − q) + E = a1q ′ + (a1 + 1)(F ′ − q ′ + E ′)(61)

q + Z = q ′ + Z ′.(62)

Case 1 Z = 0 and Z ′ > 0.
By condition (ii) of the lemma, if Z ′ > 0, then q ′ = F ′ and E ′ < a1. Then the

two equations, above, reduce to:

a1q + (a1 + 1)(F − q) + E = a1F ′ + E ′

q = F ′ + Z ′.

Isolating F ′ in the second equation and substituting into the first,

(a1 + 1)(F − q) + E + a1Z ′ = E ′.

Since Z ′ > 0 and E ′ < a1 the above equation contradicts our assumption that Z = 0
and Z ′ > 0.

Case 2 Z = 0 and Z ′ = 0.
Then, equation (62) reduces to q = q ′. Substituting into equation (61),

(a1 + 1)F + E = (a1 + 1)F ′ + E ′.

Since E, E ′ < a1 + 1, F = F ′ and E = E ′.

Case 3 Z > 0 and Z ′ > 0.
Then by condition (ii) of the lemma, q ′ = F ′, q = F, E < a1 and E ′ < a1.

Equation (61) reduces to
a1F ′ + E ′ = a1F + E.

https://doi.org/10.4153/CJM-2002-006-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2002-006-7


180 Shaloub Razak

It follows that F = F ′ and E = E ′. This concludes the proof of the lemma.
The remainder of this section will be devoted to constructing maps Std(s1, s2, . . . ,

sF, E,Z) : A1 → Mm(C) given a sequence of real numbers 1 ≥ s1 ≥ s2 ≥ · · · ≥ sF ≥ 0
and positive integers E and Z. There are three cases.

Case 1 Z = 0. Define the map as follows:

Std(s1, s2, . . . , sF, E,Z) = es1 ⊕ es2 ⊕ · · · ⊕ esF ⊕
E⊕
1

e∞.

Case 2 0 ≤ Z < a1 − E. The following parameterized family of unitaries will be
used repeatedly in Cases 2, 3, and 4:

(63) U (s1, s2, . . . , sZ ; E) = u1,s1,Eu2,s2,E . . . uZ,sZ ,E where E + Z = a1

and

(64) U ′(s1, s2, . . . , sZ ; E) = u ′1,s1,Eu ′2,s2,E · · · u
′
Z,sZ ,E where E + Z < a1.

The set of unitaries ui,1,E for i = 1, . . . ,Z are defined on the Hilbert space Hk with
basis {ξi}k

1 to act as the unitary

(65)

[
0 1
1 0

]
on the subspace with basis {ξm+(a1+1)i , ξm+Z(a1+1)+E+i} and as the identity on the rest
of Hk, where m = k−

(
Z(a1 + 1) + E + Z + 1

)
. In more detail,

ui,1,E(ξm+(a1+1)i) = ξm+Z(a1+1)+E+i

ui,1,E(ξm+Z(a1+1)+E+i) = ξm+(a1+1)i

ui,1,E(ξ j) = ξ j for j 6= m + (a1 + 1)i,m + Z(a1 + 1) + E + i.

Let ui,t,E be a unitary path joining ui,0,E = Id to ui,1,E in the subspace spanned by
ξm+(a1+1)i and ξm+Z(a1+1)E+i such that

(66) ‖ui,t1,E − ui,t2,E‖ ≤ π(t1 − t2).

The family of unitaries, u ′i,t,E, i = 1, . . . ,Z and t ∈ [0, 1] are defined in a similar way.
The unitary u ′i,1,E is defined by the matrix given in equation (65) on the subspace
with basis {ξm ′+(a1+1)i , ξm ′+Z(a1+1)+E+Z} and as the identity on the rest of Hk, where
m ′ = k−

(
Z(a1 + 1) + E + Z

)
. We can define u ′i,t,E to be any unitary path satisfying

equation (66) joining the identity to u ′i,1,E.

Remark 4.1.1 The unitary U (s1, s2, . . . , sZ ; E) acts as the identity except on the sub-
space

sp{ξm+(a1+1)i}Z
i=1 ∪ sp{ξm+Z(a1+1)+E+i}Z

i=1 ⊂ sp{ξi}k
i=k−(a1+1)2 .
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This observation will prove to be important for making estimates later in the proof
of the uniqueness theorem.

Remark 4.1.2 The unitary U (s1, s2, . . . , sZ ; E) is completely determined by the se-
quence of real numbers s1, s2, . . . , sZ and the positive integer E once the dimension
of the Hilbert space on which it is acting is specified. For the remainder of the proof
of this theorem the dimension of the Hilbert space will not be explicitly specified,
but U (s1, s2, . . . , sZ ; E) will only arise in the context of its adjoint action on a finite
dimensional representation of a building block algebra; the dimension of the Hilbert
space on which it acts will then be assumed to be the same as the dimension of the
space on which the building block algebra is represented. The above comments also
apply to U ′(s1, s2, . . . , sZ ; E).

Let

R = AdU ′(s1,s2,...,sZ ;E)

(
es1 ⊕ es2 ⊕ · · · ⊕ esZ ⊕

E⊕
1

e∞ ⊕
Z⊕
1

0
)
.

Define the map as follows:

Std(s1, s2, . . . , sF, E,Z) = esZ+1 ⊕ esZ+2 ⊕ · · · ⊕ esF ⊕ R.

Case 3 Z ≥ a1 − E. Define two representations of A1 as follows:

R = AdU (s1,s2,...,sa1−E ;E)

(
es1 ⊕ es2 ⊕ · · · ⊕ esa1−E ⊕

E⊕
1

e∞ ⊕
a1+1−E⊕

1

0
)

and
L = esa1−E+1 ⊕ esa1−E+2 ⊕ · · · ⊕ esF ⊕ R.

Define a unitary shift Vm on a finite dimensional Hilbert space, Hm of dimension at
least a1 + 1 as follows:

Vm(ξi) =

{
ξm−(a1+1)+i for i = 1, 2, . . . , a1 + 1

ξi−(a1+1) for i > a1 + 1.

(By assumption the are at least 3 distinct eigenvalues for φ(h)(s) and in particular at
least one eigenvalue that is neither 0 nor 1. Therefore F ≥ 1 and hence L is repre-
sented on a Hilbert space of dimension at least a1 +1.) For the remainder of the proof
of this theorem, the Hilbert space on which Vm acts will not be explicitly specified
(the subscript will be dropped), however in all cases V will act by an adjoint action
on a representation of a building block; the dimension of the space on which V acts
will be the same as the dimension of the space on which the algebra is represented.
(The same is true for the unitary U (s1, . . . , sZ ; E)—see Remark 4.1.2.)
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Given M : A1 → M•(C), where

M = et1 ⊕ et2 ⊕ · · · ⊕ etr ⊕M ′

for some finite dimensional representation M ′ of A1, define two maps ιr:(
A1 → M•(C)

)
→
(

A1 → M•+a1+1(C)
)

and ι ′r,r ′ :
(

A1 → M•(C)
)
→
(

A1 →
M•+r ′(C)

)
as follows:

ιr(M) = AdU (t1,t2,...,tr ,0,...,0︸ ︷︷ ︸
a1

;0)

(
Ad(V∗)a1 (M)

a1+1⊕
1

0
)
, r ≤ a1

and

ι ′r,r ′(M) = AdU ′(t1,t2,...,tr ,0,...,0︸ ︷︷ ︸
r ′

;0)(
(

Ad(V∗)r ′ (M)
r ′⊕
1

0
)
, r ≤ r ′ < a1.

By positive integer division, let

Z − (a1 + 1− E) = kZ(a1 + 1) + rZ , 0 ≤ rZ < a1 + 1, kZ ≥ 0

and
F − (a1 − E) = k(a1) + r, 0 ≤ r < a1, k ≥ 0.

There are three subcases for defining Std(s1, s2, . . . , sF, E,Z).

Subcase 3.1 If kZ ≤ k, and rZ ≤ r if kZ = k then define the map as follows:

Std(s1, s2, . . . , sF, E,Z) = ι ′rZ ,rZ
(ιa1 )kZ (L).

Subcase 3.2 If kZ = k and rZ > r then define the map as follows:

Std(s1, s2, . . . , sF, E,Z) = ι ′r,rZ
(ιa1 )kZ (L).

Subcase 3.3 If kZ > k then define the map as follows:

Std(s1, s2, . . . , sF, E,Z) = ι ′0,rZ
(ι0)kZ−k−1ιr(ιa1 )k(L).

Remark 4.1.3 It’s possible to give a more explicit construction for (ιa1 )m(L) for m ≤
k:

(ιa1 )m(L) = esa1−E+m(a1)+1 ⊕ · · · ⊕ esF ⊕ R⊕
m−1⊕
j=0

S j
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where

S j = AdU (s1−E+a1( j+1),...,s−E+a1( j+2);0)

(
es1−E+a1( j+1) ⊕ · · · ⊕ es−E+a1( j+2) ⊕

a1+1⊕
1

0
)
.

(The notation S(s1, . . . , sa1 ) = AdU (s1,...,sa1 )(es1 ⊕ · · · ⊕ esa1
⊕
⊕a1+1

1 0) will also be
used in the sequel.)

The standard maps φ ′, ψ ′ : A1 → C[0, 1]⊗ D2 associated with the maps φ and ψ
between the building block algebras A1 and A2 are constructed fibrewise, in two steps.
By Lemma 4.2, for any s ∈ [0, 1] we can find a unique sequence of real numbers
1 ≥ s1 ≥ · · · ≥ sF1 ≥ 0 and a pair of positive integers E1, Z1 satisfying conditions (i)
and (ii) of the lemma, such that fsφ is unitarily equivalent to es1⊕· · ·⊕esF1

⊕
⊕E1

1 e∞⊕⊕Z1

1 0. Similarly we can find a positive sequence 1 ≥ t1 ≥ · · · ≥ tF2 ≥ 0 and a pair of
positive integers E2, Z2 for fsψ. The second step is to define the standard map at the
fibre s as the representation given by evaluating the map Std on the data given above:

fsφ
′ = Std(s1, . . . , sF1 , E1,Z1)

fsψ
′ = Std(t1, . . . , tF2 , E2,Z2).

This completes the construction of the standard maps associated with the homomor-
phisms φ and ψ.

The next Proposition proves that unitaries U (t1, . . . , tr; E) and U (s1, s2, . . . , sr; E)
are close if their indices are sufficiently close.

Proposition 4.1 Let 1 ≥ t1 ≥ t2 ≥ · · · ≥ tr ≥ 0 and 1 ≥ s1 ≥ s2 ≥ · · · ≥ sr ≥ 0 be
two sequences of real numbers such that |ti − si | < δ, and E be a positive integer. Then

‖U (t1, t2, . . . , tr; E)−U (s1, s2, . . . , sr; E)‖ < πδ.

Proof As |ti− si | < δ, ‖ui,ti ,E−ui,si ,E‖ < πδ; since ui,ti ,E and u j,t j ,E act on orthogonal
Hilbert spaces for i 6= j, the conclusion follows immediately.

Proposition 4.2 Let α = Std(s1, . . . , sF, E,Z) and β = Std(t1, . . . , tF, E,Z) be rep-
resented on the same Hilbert space. Let pi and qi denote the support projections of esi and
eti of α and β respectively. If si = ti then pi = qi . Furthermore, there exists a unitary U
such that U piU ∗ = qi for all i ∈ {1, . . . , F} and ‖ Id−U‖ ≤ πmax{|si − ti |}F

1 .

Proof We believe that the proof of the proposition is clear from the construction of
standard maps, but will nevertheless try and provide further explanation. There are
three cases.

Case 1 Z < a1 − E.
By Case 2 of the construction given for maps in Section 4.1 standard form,

α = esZ+1 ⊕ · · · ⊕ esF ⊕ R1
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and

β = etZ+1 ⊕ · · · ⊕ etF ⊕ R2

where R1 and R2 are defined as follows:

R1 = AdU ′(s1,...,sZ ;E)

(
es1 ⊕ · · · ⊕ esZ ⊕

E⊕
1

e∞ ⊕
Z⊕
1

0
)

R2 = AdU ′(t1,...,tZ ;E)

(
et1 ⊕ · · · ⊕ etZ ⊕

E⊕
1

e∞ ⊕
Z⊕
1

0
)
.

For i ≥ Z + 1 it is clear from the above description of the maps that the support
projection of esi is eti are the same.

For i < Z + 1 we need to examine the structure of the unitaries U (•, . . . , •)
used to define the maps Ri . The unitaries U ′(s1, . . . , sZ ; E) and U ′(t1, . . . , tZ ; E) are
defined as a product of “elementary unitaries”, u ′i,si ,E and u ′i,ti ,E by equation (64). Each
of the elementary unitaries u ′i,•,E act as the identity except on the subspace spanned
by {ξm+(a1+1)i , ξm+Z(a1+1)+E+i} where m + Z(a1 + 1) + E + Z = dim R1 = dim R2.
As the dimension of the subspace on which R1 is canonically represented is equal to
Z(a1 + 1) + E + Z, m = 0. Therefore, the unitary u ′i,•,E acts (non-trivially) only on the

subrepresentation esi and the i-th zero of the direct summand
⊕Z

1 0, for 1 ≤ i ≤ Z.
If si = ti then the unitaries u ′i,si ,E and u ′i,ti ,E will by definition be equal, and hence the
support projections of esi and eti will also be equal. In general, we know that

‖u ′i,si ,E − u ′i,ti ,E‖ ≤ π|si − ti |.

Let U = U ′(t1, . . . , tZ ; E)
(

U ′(t1, . . . , tZ ; E)
)∗

. Then U piU ∗ = qi , where pi and
qi are the support projections of the subrepresentations esi and eti respectively, for
1 ≤ i ≤ Z. As the unitary U can be written as a product of elementary matrices,
‖U − Id ‖ ≤ πmax{|si − ti |}Z

i=1.

Case 2 Z ≥ a1 − E.
There are two subcases.

Subcase 2.1 kZ ≤ k.
If kZ ≤ k, and rZ ≤ r if kZ = k then by Subcase 3.1 of Section 4.1, the maps

are defined as follows: α = ι ′rZ ,rZ
(ιa1 )kZ (L1) and β = ι ′rZ ,rZ

(ιa1 )kZ (L2). If kZ = k and

rZ > r then by Subcase 3.2 of Section 4.1, the maps are defined as α = ι ′r,rZ
(ιa1 )kZ (L1)

and β = ι ′r,rZ
(ιa1 )kZ (L2). In both cases, as kZ ≤ k, by Remark 4.1.3 we can give an

explicit construction for (ιa1 )kZ (Li):

(ιa1 )kZ (L1) = esa1−E+kZ (a1)+1 ⊕ · · · ⊕ esF ⊕ R1 ⊕
kZ−1⊕

j=0

S1, j
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and

(ιa1 )kZ (L2) = eta1−E+kZ (a1)+1 ⊕ · · · ⊕ etF ⊕ R2 ⊕
kZ−1⊕

j=0

S2, j

where

R1 = AdU ′(s1,...,sZ ;E)

(
es1 ⊕ · · · ⊕ esZ ⊕

E⊕
1

e∞ ⊕
Z⊕
1

0
)

R2 = AdU ′(t1,...,tZ ;E)

(
et1 ⊕ · · · ⊕ etZ ⊕

E⊕
1

e∞ ⊕
Z⊕
1

0
)

S1, j = AdU (s1−E+a1( j+1),...,s−E+a1( j+2);0)

(
es1−E+a1( j+1) ⊕ · · · ⊕ es−E+a1( j+2) ⊕

a1+1⊕
1

0
)

S2, j = AdU (t1−E+a1( j+1),...,t−E+a1( j+2);0)

(
et1−E+a1( j+1) ⊕ · · · ⊕ et−E+a1( j+2) ⊕

a1+1⊕
1

0
)
.

From the construction given above, it is clear that for i ≥ a1 − E + kZa1 + 1 the
support projection of esi and eti , viewed as subrepresentations of ιkZ

a1
(L1) and ιkZ

a1
(L2)

respectively, are equal. The arguments given in Case 1 for R1 and R2 apply equally well
to R1, R2, S1, j and S2, j . For each subrepresentation esi and eti of R1 and R2 (or S1, j and
S2, j) if si = ti then their respective support projections are equal. As in Case 1 we can

find a unitary U such that U piU ∗ = qi and ‖U − Id ‖ ≤ πmax{|si − ti |}a1−E+kZ a1+1
i=1 ,

for 1 ≤ i ≤ a1 − E + kZa1 + 1.
The action of ι ′rZ ,rZ

or ι ′r,rZ
on ιkZ

a1
(L1) and ιkZ

a1
(L2) is implemented by a unitary

shift (V ∗)rZ and a unitary twist of the form U ′(•, . . . , •). The unitary U ′(•, . . . , •)
can be decomposed into a product of elementary unitaries. As argued in Case 1, the
elementary unitaries agree if their indices are equal, and are otherwise supported on a
subrepresentation of the corresponding index. Furthermore, the difference between
two elementary unitaries is bounded by the difference between their indices.

Subcase 2.2 kZ > k.
By Subcase 3.3 of Section 4.1,

α = ι ′0,rZ
(ι0)kZ−k−1ιr(ιa1 )k(L1)

and
β = ι ′0,rZ

(ι0)kZ−k−1ιr(ιa1 )k(L2).

We can apply Subcase 2.1 to the maps ιr(ιa1 )k(L1) and ιr(ιa1 )k(L2) to conclude that the
support projections of the subrepresentations esi and eti are equal when si = ti , and
can in general be conjugated to each other by a unitary whose distance to the identity
is bounded by the maximum of the difference of si and ti for i = 1, . . . , F. As the
map ι ′0,rZ

(ι0)kZ−k−1 has the same unitary action on ιr(ιa1 )k(L1) and ιr(ιa1 )k(L2), the
conclusions outlined above also hold true for the maps α and β. This completes the
proof of the proposition.
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4.2 Comparing Maps in Standard Form

This section will be devoted entirely to proving the following theorem about standard
maps.

Lemma 4.3 Let A1 and A2 be building blocks and h be the canonical self-adjoint ele-
ment of A1. Let δ be a real number such that ε/2π > δ ≥ 0. Let F be a subset of A1 such
that if |t0 − t1| < δ then ‖ f (t0)− f (t1)‖ < ε for all f ∈ F. Let φ and ψ be maps from
A1 to A2 such that the eigenvalues of φ(h)(t) and ψ(h)(t) can be matched to within δ,
and such that there are at least a1 + 1 distinct such values, for each t ∈ [0, 1]. Then

‖φ ′( f )− ψ ′( f )‖ < 7ε for all f ∈ F.

Proof As φ ′( f ) and ψ ′( f ) are matrix valued functions over the unit interval, it is
sufficient to show that φ ′( f )(s) and ψ ′( f )(s) are within ε for all s ∈ [0, 1] and f ∈ F.
Let s be any point in the interval [0, 1], then after grouping representations together
by applying Lemma 4.2, there exists unique sequences 1 ≥ s1 ≥ s2 ≥ · · · ≥ sF1 ≥ 0
and 1 ≥ t1 ≥ t2 ≥ · · · ≥ tF2 ≥ 0, unique positive integers E1, E2, Z1, and Z2 satisfying
conditions (i) and (ii) of the lemma such that fsφ and fsψ are unitarily equivalent to
es1 ⊕ es2 ⊕ · · · ⊕ esF1

⊕
⊕E1

1 e∞ ⊕
⊕Z1

1 0 and et1 ⊕ et2 ⊕ · · · ⊕ etF2
⊕
⊕E2

1 e∞ ⊕
⊕Z2

1 0
respectively.

Define integers ki , ri , kZi and rZi for i = 1, 2 as follows:

(67)
Fi − (a1 − Ei) = kia1 + ri

Zi − (a1 + 1− Ei) = kZi (a1 + 1) + rZi

where 0 ≤ ri < a1, 0 ≤ rZi < a1 + 1 and ki , kZi are positive. There are four cases.
The strategy is the same in all four cases; we begin with fsψ

′( f ) and then compare
it with a sequence of similar expressions (where terms in the sequence are within ε
of neighbouring terms in the sequence on the finite set F), until we arrive at the last
term in the sequence, fsφ

′( f ).

Case 1 Z1 < a1 + 1− E1 and Z2 < a1 + 1− E2.
Without loss of generality it is possible to assume that Z1 ≤ Z2. Let Z = Z2 − Z1.

By counting the dimensions of the representations,

dim(D2) = (a1 + 1)F1 + E1 + Z1 = (a1 + 1)F2 + E2 + Z2.

As Ei + Zi < a1 + 1 for i = 1, 2,

(68) E1 + Z1 = E2 + Z2 and F1 = F2.

Let F = F1 = F2 and Z = Z2 − Z1 = E1 − E2. The eigenvalues at s of φ(h) and ψ(h)
in ascending order, with multiplicity are:

e.v.’s φ(h) :

Z1︷ ︸︸ ︷
0, . . . , 0, sF, . . . , sF−Z+1, sF−Z , . . . , s1,

Z︷ ︸︸ ︷
1, . . . , 1, 1, . . . , 1

e.v.’s ψ(h) : 0, . . . , 0︸ ︷︷ ︸
Z1

, 0, . . . , 0︸ ︷︷ ︸
Z

, tF, . . . , tZ+1, tZ , . . . , t1, 1, . . . , 1.
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As the eigenvalues can be matched to within δ, comparing the above two lists the
following relations are evident:

(69)

|si − 0| < δ for i = F, F − 1, . . . , F − Z + 1

|ti − 1| < δ for i = 1, 2, . . . ,Z

|si−Z − ti | < δ for i = Z + 1,Z + 2, . . . , F.

In terms of evaluation maps,

|esi ( f )− e0( f )| < δ for i = F, F − 1, . . . , F − Z + 1

|eti ( f )− e1( f )| < δ for i = 1, 2, . . . ,Z

|esi−Z ( f )− eti ( f )| < δ for i = Z + 1,Z + 2, . . . , F

for f ∈ F. The above relations will be used repeatedly to make the following esti-
mates:

fsψ
′( f )

=
F⊕

i=Z2+1

eti ⊕ R2( f )

=
F⊕

i=Z2+1

eti ⊕ AdU ′(t1,...,tZ2 ;E2)

(
et1 ⊕ · · · ⊕ etZ2

⊕
E2⊕
1

e∞ ⊕
Z2⊕
1

0
)

( f )

∼2πδ

F⊕
i=Z2+1

eti

⊕ AdU ′(1,...,1︸︷︷︸
Z

,s1,...,sZ1 ;E2)

( Z⊕
i=1

eti ⊕
Z2⊕

i=Z+1

eti ⊕
E2⊕
1

e∞ ⊕
Z⊕
1

0⊕
Z2⊕

Z+1

0
)

( f )

∼ε
F⊕

i=Z2+1

eti

⊕ AdU ′(1,...,1,s1,...,sZ1 ;E2)

( Z⊕
i=1

e1 ⊕
Z1⊕

i=1

esi ⊕
E2⊕
1

e∞ ⊕
Z⊕
1

0⊕
Z1⊕
1

0
)

( f )

=
F⊕

i=Z2+1

eti

⊕ AdU ′(0,...,0,s1,...,sZ1 ;E2)

( Z⊕
i=1

e0 ⊕
Z1⊕

i=1

esi ⊕
E2⊕
1

e∞ ⊕
Z⊕
1

e∞ ⊕
Z1⊕
1

0
)

( f )

=
F⊕

i=Z2+1

eti ⊕
Z⊕
1

e0 ⊕ AdU ′(s1,...,sZ1 ;E2)

( Z1⊕
i=1

esi ⊕
Z+E2⊕

1

e∞ ⊕
Z1⊕
1

0
)

( f )
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=
F⊕

i=Z2+1

eti ⊕
Z⊕
1

e0 ⊕ R1( f )

∼ε
F−Z⊕

i=Z1+1

esi ⊕
F⊕

F−Z+1

esi ⊕ R1( f )

=
F⊕

i=Z1+1

esi ⊕ R1( f )

= fsφ
′( f )

for all f ∈ F. By the above calculation, and noting that 2πδ < ε,

‖φ ′( f )− ψ ′( f )‖ < 3ε.

Case 2 Z1 < a1 + 1− E1 and Z2 ≥ a1 + 1− E2.
To simplify the argument it is necessary to perturb fsφ

′ if si = 1 for some value
of i. The conclusion of Lemma 4.2 ensures that si = 1 for some value of i, only if
Z1 = 0. Suppose the si = 1 for i = 1, . . . , k, then define φ ′ ′ : A1 → Mm(C) as
follows:

φ ′ ′ = es ′1
⊕ es ′2

⊕ · · · ⊕ es ′F1
⊕

E1⊕
1

e∞

where

s ′i =

{
max(1− δ, sk+1) for i = 1, . . . , k

si otherwise.

From the construction of φ ′ ′ it is clear that s ′i 6= 1 for all i. As |si − s ′i | < δ,
‖esi ( f )− es ′i

( f )‖ < ε for f ∈ F. It follows from the construction of φ ′ that

‖φ ′( f )− φ ′ ′( f )‖ < ε for f ∈ F.

Therefore we can assume that si 6= 1 for all i, provided that an extra ε is accounted
for in the final degree of comparability for this case of the proof.

As in case one, by counting the dimensions of representations,

(a1 + 1)F1 + Z1 + E1 = dim(D2)

= (a1 + 1)F2 + Z2 + E2

= (a1 + 1)(F2 + 1) + Z2 − (a1 + 1− E2)

= (a1 + 1)(F2 + 1) + kZ2 (a1 + 1) + rZ2

= (a1 + 1)(F2 + kZ2 + 1) + rZ2 .
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(Recall that the positive integers kZ2 and rZ2 were defined by the pair of equa-
tions (67).) Let Z = Z2 − Z1. It follows from the above calculation and the as-
sumption Z1 + E1 < a1 + 1 that

(70)

rZ2 = Z1 + E1

F1 = F2 + kZ2 + 1

Z = E1 − E2 + (kZ2 + 1)(a1 + 1).

Since kZ2 ≥ 0 and |E1−E2| ≤ a1 the last equation, above, guarantees that Z > 0. The
number of eigenvalues of φ ′(h)(s) with eigenvalue one is a1F1 +E1 since es ′i

6= 1 for all
i. Similarly, the number of eigenvalues of ψ ′(h)(s) with eigenvalue one is a1F2 + E2.
Their difference is

(71) a1(F1 − F2) + E1 − E2 = a1(kZ2 + 1) + E1 − E2.

The eigenvalues at s of φ ′(h) and ψ ′(h) in ascending order, with multiplicity are:

e.v.’s φ ′(h) :

Z1︷ ︸︸ ︷
0, . . . , 0, sF1 , . . . , sF1−Z+1, sF1−Z , . . . , s1,

l−1︷ ︸︸ ︷
1, . . . , 1, 1, . . . , 1

e.v.’s ψ ′(h) : 0, . . . , 0︸ ︷︷ ︸
Z1

, 0, . . . , 0︸ ︷︷ ︸
Z

, tF2 , . . . , tl, tl−1, . . . , t1, 1, . . . , 1

where l − 1 = a1(kZ2 + 1) + E1 − E2. Comparing the above two lists, the following
relations are evident and will be used repeatedly:

(72)

|si − 0| < δ for i = F1, F1 − 1, . . . , F1 − Z + 1

|ti − 1| < δ for i = 1, 2, . . . , l− 1

|tl−1+i − si | < δ for i = 1, 2, . . . , F2 − (l− 1)

F2 − l = F1 − Z − 1.

As in case one, the above relations guarantee corresponding relations between the
evaluation maps on a finite set of elements F.

Proposition 4.3 k2 ≥ kZ2 .

Proof Since |ti − 1| < δ for a1(kZ2 + 1) + E1 − E2 distinct values of i, F2 ≥
a1(kZ2 + 1) + E1 − E2. Then a1k2 + r2 = F2 − (a1 − E2) ≥ a1kZ2 + E1, which
can be rearranged as

a1(k2 − kZ2 ) ≥ E1 − r2.

Since r2 < a1, it follows from the above inequality that k2 ≥ kZ2 . (The positive
integers k2 and r2 were defined in (67).)
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Following the arguments given in Remark 4.1.3, as kZ2 ≤ k2 and Z2 ≥ a1 + 1−E2,

ι
kZ2
a1 (L2) = eta1−E2+kZ2

(a1)+1 ⊕ · · · ⊕ etF2
⊕ R2 ⊕

kZ2−1⊕
j=0

S j .

From the second equation in (72), |ti − 1| < δ for the first l− 1 values of i; using this
inequality we can make the following estimate for R2( f ):

R2( f ) = AdU (t1,...,ta1−E2 ;E2)

(
et1 ⊕ · · · ⊕ eta1−E2

⊕
E2⊕
1

e∞ ⊕
a1+1−E2⊕

1

0
)

( f )

∼2πδ AdU (1,...,1;E2)

(
et1 ⊕ · · · ⊕ eta1−E2

⊕
E2⊕
1

e∞ ⊕
a1+1−E2⊕

1

0
)

( f )

∼ε AdU (1,...,1;E2)

(
e1 ⊕ · · · ⊕ e1 ⊕

E2⊕
1

e∞ ⊕
a1+1−E2⊕

1

0
)

( f )

=
a1+1−E2⊕

1

e0( f )

(73)

for all f ∈ F. For j ≤ kZ2 − 1 and i ≤ a1 + 1,

a1 − E2 + ja1 + i ≤ a1 − E2 + (kZ2 − 1)a1 + (a1 + 1)

≤ l− 1.

Therefore, by the second equation of (72), |ta1−E2+ ja1+i − 1| < δ for 1 ≤ i ≤ a1 + 1
and j ≤ kZ2 − 1. Using this inequality a similar estimate can be found for S j( f ) as
was found for R2( f ):

S j( f ) = AdU (ta1−E2+ ja1+1,...,ta1−E2+ ja1+(a1+1))

(
eta1−E2+ ja1+1 ⊕ · · · ⊕ eta1−E2+ ja1+(a1+1) ⊕

a1+1⊕
1

0
)

( f )

∼2πδ AdU (1,...,1)

(
eta1−E2+ ja1+1 ⊕ · · · ⊕ eta1−E2+ ja1+(a1+1) ⊕

a1+1⊕
1

0
)

( f )

∼ε AdU (1,...,1)(e1 ⊕ · · · ⊕ e1 ⊕a1+1
1 0)( f )

=
a1+1⊕

1

e0( f )

(74)
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for all f ∈ F. Using the above approximations to R2 and S j and noting that 2πδ < ε,

ι
kZ2
a1 (L2)( f ) ∼2ε eta1−E2+kZ2

(a1)+1 ⊕ · · · ⊕ etF2
⊕

a1+1−E2⊕
1

e0 ⊕
kZ2−1⊕

j=0

( a1+1⊕
1

e0

)
( f )

= etl−E1
⊕ · · · ⊕ etl−1 ⊕ etl ⊕ · · · ⊕ etF2

⊕
(a1+1)(kZ2 +1)−E2⊕

1

e0( f )

∼ε
E1⊕
1

e1 ⊕ etl ⊕ · · · ⊕ etF2
⊕

(a1+1)(kZ2 +1)−E2⊕
1

e0( f ).

Therefore,

(75) ι
kZ2
a1 (L2)( f ) ∼3ε

E1⊕
1

e1 ⊕ etl ⊕ · · · ⊕ etF2
⊕

(a1+1)(kZ2 +1)−E2⊕
1

e0( f ).

There are two subcases.

Subcase 2.1 kZ2 ≤ k2, and rZ2 ≤ r2 if kZ2 = k2.
Under these assumptions, and using the first of the three equations in (70) for the

last step,

F2 − l + 1 = (a1 − E2) + a1k2 + r2 −
(

a1(kZ2 + 1) + E1 − E2

)
= a1(k2 − kZ2 ) + r2 − E1

≥ rZ2 − E1

= Z1.

(76)

We will use the above calculation and equations (70) and (72) to simplify the expres-
sion given by applying ι ′rZ2 ,rZ2

to equation (75);

fsψ
′( f ) = ι ′rZ2 ,rZ2

ι
kZ2
a1 (L2)( f )

∼3ε ι
′
Z1+E1,Z1+E1

( E1⊕
1

e1 ⊕ etl ⊕ · · · ⊕ etF2
⊕

(a1+1)(kZ2 +1)−E2⊕
1

e0

)
( f )

∼3ε etl+Z1
⊕ · · · ⊕ etF2

⊕
(a1+1)(kZ2 +1)−E2⊕

1

e0

⊕ AdU ′(1,...,1︸︷︷︸
E1

,tl,...,tl+Z1−1)

( E1⊕
1

e1 ⊕ etl ⊕ · · · ⊕ etl+Z1−1 ⊕
E1+Z1⊕

1

0
)

( f )
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= etl+Z1
⊕ · · · ⊕ etF2

⊕
(a1+1)(kZ2 +1)−E2⊕

1

e0 ⊕
E1⊕
1

eo

⊕ AdU ′(tl,...,tl+Z1−1)

(
etl ⊕ · · · ⊕ etl+Z1−1 ⊕

E1⊕
1

e∞ ⊕
Z1⊕
1

0
)

( f )

∼2ε esZ1+1 ⊕ · · · ⊕ esF1−Z ⊕
(a1+1)(kZ2 +1)−E2+E1⊕

1

e0

⊕ AdU ′(s1,...,sZ1 ;E1)

(
es1 ⊕ · · · ⊕ esZ1

⊕
E1⊕
1

e∞ ⊕
Z1⊕
1

0
)

( f )

= esZ1+1 ⊕ · · · ⊕ esF1−Z ⊕
(a1+1)(kZ2 +1)−E2+E1⊕

1

e0 ⊕ R1( f ).

Since |si − 0| < δ for the Z values of the index, i = F1 − Z + 1, . . . , F1, and noting
that Z = (kZ2 + 1)(a1 + 1) + E1 − E2, the above expression is approximately within ε
of

esZ1+1 ⊕ · · · ⊕ esF1−Z ⊕ esF1−Z+1 ⊕ · · · ⊕ esF1
⊕ R1( f ) = fsφ

′( f )

on the finite set F. Therefore, from the above estimates, for f ∈ F,

‖ fsψ
′( f )− fsφ

′( f )‖ < 6ε.

Subcase 2.2 kZ2 = k2 and rZ2 > r2.
Under these assumptions, and noting the similar calculation made in (76),

F2 − l + 1 = a1(k2 − kZ2 ) + r2 − E1

= r2 − E1

≤ rZ2 − E1

= Z1.

Then applying ι ′r2,rZ2
to equation (75),

fsψ
′( f ) = ι ′r2,rZ2

ι
kZ2
a1 (L2)( f )

∼3ε ι
′
F2−l+1+E1,Z1+E1

( E1⊕
1

e1 ⊕ etl ⊕ · · · ⊕ etF2
⊕

(a1+1)(kZ2 +1)−E2⊕
1

e0

)
( f )

∼3ε

(a1+1)(kZ2 +1)−E2−(Z1−(F2−l+1))⊕
1

e0 ⊕ AdU ′(1,...,1︸︷︷︸
E1

,tl,...,tF2︸ ︷︷ ︸
F2−l+1

, 0,...,0︸︷︷︸
Z1−(F2−l+1)

)
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( E1⊕
1

e1 ⊕ etl ⊕ · · · ⊕ etF2
⊕

Z1−(F2−l+1)⊕
1

e0 ⊕
E1+Z1⊕

1

0
)

( f )

=
(a1+1)(kZ2 +1)−E2−(Z1−(F2−l+1))⊕

1

e0 ⊕
E1⊕
1

e0 ⊕ AdU ′(tl,...,tF2 ,0,...,0;E1)

(
etl ⊕ · · · ⊕ etF2

⊕
Z1−(F2−l+1)⊕

1

e0 ⊕
E1⊕
1

e∞ ⊕
Z1⊕
1

0
)

( f )

∼2ε

Z−(Z1−(F2−l+1))⊕
1

e0 ⊕ AdU ′(s1,...,sZ1 ;E1)

(
es1 ⊕ · · · ⊕ esZ1

⊕
E1⊕
1

e∞ ⊕
Z1⊕
1

0
)

( f )

=
F1−Z1⊕

1

e0 ⊕ R1( f )

∼ε esZ1+1 ⊕ · · · ⊕ esF1
⊕ R1( f )

= fsφ
′( f ).

From the above estimates, for f ∈ F,

‖ fsψ
′( f )− fsφ

′( f )‖ < 6ε.

By Proposition 4.3, Subcases 2.1 and 2.2 are exhaustive for Subcase 2. By the
estimates made in the two subcases, for all f ∈ F,

‖ fsψ
′( f )− fsφ

′( f )‖ < 6ε.

Case 3 Z1 = a1 + 1− E1 and Z2 ≥ a1 + 1− E2.
Without loss of generality assume that if Z2 = a1 + 1 − E2 then E1 ≥ E2. By

counting the dimensions of the representations at s,

(a1 + 1)F1 + Z1 + E1 = (a1 + 1)(F1 + 1)

= (a1 + 1)F2 + Z2 + E2

= (a1 + 1)(F2 + kZ2 + 1) + rZ2 .

Let Z = Z2 − Z1. It follows from the above calculation that

rZ2 = 0

F1 = F2 + kZ2

Z = kZ2 (a1 + 1) + E1 − E2.
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Z ≥ 0 since by assumption either kZ2 ≥ 0, or if kZ2 = 0 then E1 ≥ E2. At s, φ ′(h) has
a1F1 + E1− (a1F2 + E2) = a1kZ2 + E1− E2 more eigenvalues equal to one than ψ ′(h).
The eigenvalues at s of φ ′(h) and ψ ′(h) listed in ascending order, with multiplicity
are:

e.v.’s φ ′(h) :

Z1︷ ︸︸ ︷
0, . . . , 0, sF1 , . . . , sF1−Z+1, sF1−Z , . . . , s1,

l−1︷ ︸︸ ︷
1, . . . , 1, 1, . . . , 1(77)

e.v.’s ψ ′(h) : 0, . . . , 0︸ ︷︷ ︸
Z1

, 0, . . . , 0︸ ︷︷ ︸
Z

, tF2 , . . . , tl, tl−1, . . . , t1, 1, . . . , 1(78)

where l− 1 = a1kZ2 + E1− E2. (The two lists of eigenvalues, above are the same as in
Case 2, only the value of l differs by a constant.) As in Case 2, comparing the above
two lists, it’s possible to derive the same set of equations as in (72), but with the new
value of l defined above.

Proposition 4.4 k2 ≥ kZ2 − 1.

Proof The argument that follows is very similar to that given in the proof of Propo-
sition 4.3. As |ti − 1| < δ for at least a1kZ2 + E1 − E2 values of i, by examining the list
of eigenvalues it is clear that F2 ≥ a1kZ2 + E1−E2. Then a1k2 + r2 = F2− (a1−E2) ≥
a1(kZ2 − 1) + E1, which can be rearranged as

a1(k2 − kZ2 + 1) ≥ E1 − r2.

Since r2 < a1, it follows from the above inequality that k2 ≥ kZ2 − 1.
As calculated in Case 2, by equation (73),

(79) R2( f ) ∼2ε ⊕a1+1−E2
1 e0( f ).

For j ≤ kZ2 − 2 and 1 ≤ i ≤ a1 + 1,

a1 − E2 + ja1 + i ≤ a1 − E2 + (kZ2 − 2)a1 + (a1 + 1)

≤ l1.

Therefore, by equation (74) of Case 2,

(80) S j( f ) ∼2ε ⊕a1+1
1 e0( f ) for j ≤ kZ2 − 2.

Subcase 3.1 k2 ≥ kZ2 .
Noting that rZ2 = 0, and using the calculation given in Remark 4.1.3 to simplify

the expression for fsψ
′:

fsψ
′ = ι

kZ2
a1 (L2)

= eta1−E2+kZ2
a1+1 ⊕ · · · ⊕ etF2

⊕ R2 ⊕
kZ2−1⊕

j=0

S j .
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For j = kZ2 − 1,

SkZ2−1( f ) = AdU (ta1−E2+(kZ2
−1)a1+1,...,t2a1−E2+(kZ2

−1)a1+1)(
eta1−E2+(kZ2

−1)a1+1 ⊕ · · · ⊕ et2a1−E2+(kZ2
−1)a1+1 ⊕

a1+1⊕
1

0
)

( f )

= AdU (tl−E1 ,...,tl−1,tl,...,tl+a1−E1 )(
etl−E1

⊕ · · · ⊕ etl−1 ⊕ · · · ⊕ etl ⊕ · · · ⊕ etl+a1−E1
⊕

a1+1⊕
1

0
)

( f )

∼2ε AdU (1,...,1︸︷︷︸
E1

,s1,...,sa1+1−E1 )

( E1⊕
1

e1 ⊕ es1 ⊕ · · · ⊕ esa1−E1
⊕

a1+1⊕
1

)
( f )

=
E1⊕
1

e0 ⊕ AdU (s1,...,sa1+1−E1 ;E1)

(
es1 ⊕ · · · ⊕ esa1−E1

⊕
E1⊕
1

e∞ ⊕
a1+1−E1⊕

1

0
)

( f )

=
E1⊕
1

e0 ⊕ R1( f ).

Then

ι
kZ2
a1 (L2)( f ) ∼2ε etl−E1+a1

⊕ · · · ⊕ etF2
⊕

a1+1−E2⊕
1

e0 ⊕
kZ2−2⊕

j=0

( a1+1⊕
1

e0

)
⊕

E1⊕
1

e0 ⊕ R1( f )

= etl−E1+a1
⊕ · · · ⊕ etF2

⊕
kZ2 (a1+1)−E2+E1⊕

1

eo ⊕ R1( f )

∼ε esa1+1−E1
⊕ · · · ⊕ esF1−Z ⊕

Z⊕
1

e0 ⊕ R1( f )

∼ε esa1+1−E1
⊕ · · · ⊕ esF1−Z ⊕ esF1−Z+1 ⊕ · · · ⊕ esF1

⊕ R1( f )

= L1( f ) = fsφ
′( f ).

Therefore, for f ∈ F,
‖ fsψ

′( f )− fsφ
′( f )‖ < 4ε.

Subcase 3.2 k2 = kZ2 − 1.
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Using the estimates for R2 and S j given in equations (79) and (80) respectively,

ι
kZ2−1
a1 (L2)( f ) = eta1−E2+(kZ2

−1)a1+1 ⊕ · · · ⊕ etF2
⊕ R2 ⊕

kZ2−2⊕
j=0

S j( f )

= etl−E1
⊕ · · · ⊕ etF2

⊕ R2 ⊕
kZ2−2⊕

j=0

S j( f )

∼2ε etl−E1
⊕ · · · ⊕ etF2

⊕
Z−a1−E1⊕

1

e0

= etF2−r2
⊕ · · · ⊕ etF2

⊕
Z−a1−E1⊕

1

e0.

The last line follows from the line above it using the following calculation:

F2 − (l− E1) = F2 + E2 − akZ2 − 1

= F2 + E2 − a1(k2 + 1)− 1

= F2 − (a1 − E2)− a1k2 − 1

= r2 − 1.

Therefore,

fsψ
′( f ) = ιr2ι

kZ2−1
a1 (L2)( f )

∼2ε

Z−a1−E1−(a1−r2)⊕
1

e0 ⊕ AdU (tl−E1 ,...,tF2 ,0,...,0︸︷︷︸
a1−r2

)

(
etl−E1

⊕ · · · ⊕ etF2
⊕

a1−r2⊕
1

e0 ⊕
a1+1⊕

1

0
)

( f )

∼2ε

Z−2a1−E1+r2⊕
1

e0 ⊕ AdU (1,...,1︸︷︷︸
E1

,tl,...,tF2 ,0,...,0)

( E1⊕
1

e1 ⊕ etl ⊕ · · · ⊕ etF2
⊕

a1−r2⊕
1

e0 ⊕
a1+1⊕

1

0
)

( f )

∼2ε

Z−2a1−E1+r2⊕
1

e0 ⊕
E1⊕
1

e0 ⊕ AdU (s1,...,sa1−E1 ;E1)
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(
es1 ⊕ · · · ⊕ esa1−E1

⊕
E1⊕
1

e∞ ⊕
a1+1−E1⊕

1

)
( f )

=
Z−2a1+r2⊕

1

e0 ⊕ R1( f ).

The second last line follows from the line above it due to the following calculation
and the relations |tl−1+i − si | < δ and |si − 0| < δ in equation (72),

(F2 − l) + 1 + (a1 − r2) = F2 − r2 − l + 1 + a1

= (a1 − E2) + a1k2 − a1(k2 + 1)− E1 + E2 + a1

= (a1 − E1).

Notice that by the following calculation Z − 2a1 + r2 = F1 − (a1 − E1):

Z − 2a1 + r2 = (a1 + 1)(kZ2 ) + E1 − E2 − a1 + r2

= a1kZ2 + E1 − E2 + kZ2 − a1 + r2

= a1(k2 + 1)− E2 + r2 + kZ2 − (a1 − E1)

= (a1 − E2) + a1k2 + r2 + kZ2 − (a1 − E1)

= F2 + kZ2 − (a1 − E1)

= F1 − (a1 − E1).

By equation (72), |si − 0| < δ for i = F1, . . . , F1 − Z + 1. We can find an equivalent
expression for F1 − Z + 1 which will be helpful for the calculation that follows;

F1 − Z + 1 = F2 − l + 2

= F2 − (a1k f + E1 − E2) + 1

= F2 − a1(k2 + 1)− E2 + E2 + 1

= F2 − (a1 − E2)− a1k2 − E1 + 1

= r2 − E1 + 1.

(81)

As r2 − E1 + 1 ≤ a1 − E1 + 1, |si − 0| < δ for i ≥ a1 − E1 + 1, and therefore:

Z−2a1+r2⊕
1

e0 ⊕ R1( f ) =
F1−(a1−E1)⊕

1

e0 ⊕ R1( f )

∼ε esa1−E1+1 ⊕ · · · ⊕ esF1
⊕ R1( f )

= fsφ
′( f ).
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It follows that for all f ∈ F,

‖ fsψ
′( f )− fsφ

′( f )‖ < 7ε.

By Proposition 4.4, Subcases 3.1 and 3.2 are exhaustive for Subcase 3. By the
estimates made in the two subcases, for all f ∈ F,

‖ fsψ
′( f )− fsφ

′( f )‖ < 7ε.

Case 4 Z1 ≥ a1 + 1− E1 and Z2 ≥ a1 + 1− E2.
Without loss of generality it is possible to assume that Z2 + E2 ≥ Z1 + E1, and if

equality holds in the preceding inequality then E1 ≥ E2. From the identity
dim(D2) = (a1+1)F1+Z1+E1 = (a1+1)F2+Z2+E2 it is clear that Z2+E2−(Z1+E1) =
Z2 − (a1 + 1− E2)−

(
Z1 − (a1 + 1− E1)

)
is divisible by a1 + 1. Let

Z2 − (a1 + 1− E2)−
(

Z1 − (a1 + 1− E1)
)

= k f (a1 + 1).

Then

(82) F1 = F2 + k f .

As Z1 − (a1 + 1− E1) = kZ1 (a1 + 1) + rZ1 and Z2 − (a1 + 1− E2) = kZ2 (a1 + 1) + rZ2 ,

(83) kZ2 = kZ1 + k f

and
rZ2 = rZ1 .

We have assumed that Z2 + E2 ≥ Z2 + E1 and if equality holds then E1 ≥ E2. As
Z2 + E2 − (Z1 + E1) = (kZ2 − kZ1 )(a1 + 1) + rZ2 − rZ1 = (kZ2 − kZ1 )(a1 + 1), another
way to rephrase our assumption is that if kZ2 = kZ1 then E1 ≥ E2. The difference in
the number of eigenvalues of φ ′(h)(s) with eigenvalue equal to one and the number
of eigenvalues of ψ ′(h)(s) with eigenvalue equal to one is a1F1 + E1 − (a1F2 + E2) =
a1k f + E1 − E2. Let

(84) l− 1 = a1k f + E1 − E2.

As in Cases 2 and 3, comparing the eigenvalues of φ ′(h)(s) and ψ ′(h)(s) it is possible
to derive the set of equations (72) with the value of l given above. The following
proposition will be important for the extensive subcase analysis that is necessary for
this case of the proof.

Proposition 4.5 Assume that Z2 + E2 ≥ Z1 + E1 and E1 ≥ E2 if Z2 + E2 = Z1 + E1.
Then k1 ≥ k2 − 1 and k1 ≥ k2 if kZ2 = kZ1 .
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Proof The proof is given by a simple counting argument; as dim(D2) = (a1 + 1)Fi +
Zi + Ei for i = 1, 2,

(a1 + 1)
(

(a1 − E1) + a1k1 + r1

)
+ (a1 + 1− E1) + kZ1 (a1 + 1) + rZ1 + E1

= (a1 + 1)
(

(a1 − E2) + a1k2 + r2

)
+ (a1 + 1− E2) + kZ2 (a1 + 1) + rZ2 + E2.

We can simplify the above expression to:

a1(k1 − k2) = (kZ2 − kZ1 ) + (E1 − E2) + (r2 − r2).

As kZ2 ≥ kZ1 , the right-hand side of the above expression is bounded below (strictly)
by −2a1. Therefore, k1 ≥ k2 − 1. If kZ2 = kZ1 then E1 ≥ E2 and the right-hand side
will be strictly bounded below by−a1; it follows that k1 ≥ k2 in this case.

The proof of the following proposition is similar to that given for Proposition 4.4.

Proposition 4.6 k2 ≥ k f − 1.

Proof The argument is as follows: at s, φ ′(h) has a1(F1−F2)+E1−E2 = a1k f +E1−E2

more eigenvalues equal to one than ψ ′(h). Let si and ti denote the eigenvalues of
φ ′(h) and ψ ′(h) that are not equal to zero or one. Then |ti − 1| < δ for at least
a1k f + E1 − E2 values of i, and hence F2 ≥ a1k f + E1 − E2. Then a1k2 + r2 =
F2 − (a1 − E2) ≥ a1(k f − 1) + E1, and hence

a(k2 − k f + 1) ≥ E1 − r2 > −a1.

It follows from the above inequality that k2 ≥ k f − 1.

Subcase 4.1 kZ2 ≤ k2 and if kZ2 = k2 then rZ2 ≤ r2.
By equation (83), and the assumption that kZ2 ≤ k2,

k f ≤ k2.

Therefore, by the construction for standard maps given in Section 4.1, Subcase 3.1,

fsψ
′ = ι ′rZ2 ,rZ2

ι
kZ2
a1 L2

= ι ′rZ2 ,rZ2
ι

kZ1
a1 ι

k f
a1 L2

= ι ′rZ2 ,rZ2
ι

kZ1
a1

(
etl−E1+a1

⊕ · · · ⊕ etF2
⊕ R2 ⊕

k f−1⊕
j=0

S j

)
and

fsφ
′ = ι ′rZ2 ,rZ2

ι
kZ1
a1 L1.
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Both ι
k f
a1 L2 and L1 are representations of A1 in standard form. In fact from the defini-

tion of L1 given in Section 4.1, Subcase 3.1, it follows that

L1 = Std(t1, . . . , tF1 , E1,Z
′
1)

with Z ′1 = a1 + 1− E1. Furthermore, from the assumption that Z2 + E2 ≥ Z1 + E1, it
follows that

ι
k f
a1 L2 = Std(s2, . . . , sF2 , E2,Z

′
2)

with Z ′2 = k f (a1 + 1) + a1 + 1− E1. Therefore, by Case 3

(85) L1( f ) ∼6ε ι
k f
a1 L2( f )

for all f ∈ F.
From the argument given above it suffices to show that the maps ιa1 and ι ′rZ2 ,rZ2

act

approximately the same on L1 and ι
k f
a1 L2. The maps act by powers of the unitary shift

V , and a unitary twist U (•, . . . , •):

(86)
ιa1 (ι

p+k f
a1 L2) = AdU (tl−E1+(p+1)a1 ,...,tl−E1+(p+2)a1−1)

(
Ad(V∗)a1 (ι

p+k f
a1 L2)⊕a1+1

1 0
)

ιa1 (ιp
a1

L1) = AdU (s1−E1+(p+1)a1 ,...,s1−E1+(p+2)a1−1)

(
Ad(V∗)a1 (ιp

a1
L1)⊕a1+1

1 0
)

for p ≤ kZ1 − 1, and

ι ′rZ2 ,rZ2
(ι

k f
a1 L2) = AdU ′(tl−E1+(kZ1

+1)a1 ,...,tl−E1+(kZ1
+1)a1+rZ2

−1)

(
Ad(V∗)

rZ2 (ι
k f
a1 L2)

)
ι ′rZ2 ,rZ2

(L1) = AdU ′(s1−E1+(kZ1
+1)a1 ,...,s1−E1+(kZ1

+1)a1+rZ2
−1)

(
Ad(V∗)

rZ2 (L1)
)
.

As |tl−1+i − si | < δ (as noted in (72)),

‖U (tl−E1+(p+1)a1 , . . . , tl−E1+(p+2)a1−1)−U (s1−E1+(p+1)a1 , . . . , s1−E1+(p+2)a1−1)‖ < ε/2

and

‖U ′(tl−E1+(kZ1 +1)a1 , . . . , tl−E1+(kZ1 +1)a1+rZ2−1)

−U ′(s1−E1+(kZ1 +1)a1 , . . . , s1−E1+(kZ1 +1)a1+rZ2−1)‖ < ε/2.
(87)

For p ≤ kZ1 − 1, let U p denote the unitary twist given by the action of ιa1 on

ι
p
a1 L1 or ι

p+k f
a1 L2, then because of the factor of a unitary shift V in the definition of the

standard maps, U p acts as the identity except on the (a1 + 1)2 dimensional subspace

Hp = sp{ξi}
m−kZ1 (a1)(a1+1)−rZ1 (a1+1)+p(a1+1)2

i=m−kZ1 (a1)(a1+1)−rZ1 (a1+1)+(p−1)(a1+1)2

where m is the dimension of the Hilbert space on which fsψ
′ or fsφ

′ is represented.
For p 6= q, Hp ⊥ Hq, hence from equations (85) and (86),

‖ιp+1+k f
a1 L2( f )− ιp+1

a1
L1( f )‖ < 7ε
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for 0 ≤ p ≤ kZ1 − 1. In particular for p = kZ1 ,

(88) ‖ιkZ1 +k f
a1 L2( f )− ιkZ1

a1 L1( f )‖ < 7ε.

It should be noted that to prove the above estimate the only hypothesis that was used
is that kZ2 ≤ k2. Equation (88) will be used repeatedly in the remaining subcases.

As the unitaries implementing the action of ι ′rZ2 ,rZ2
on ι

kZ1 +k f
a1 L2 and ι

kZ1
a1 L1 are also

sufficiently close (by equation (87)) and act on a subspace orthogonal to Hq for 0 ≤
q ≤ kZ1 − 1,

‖ι ′rZ2 ,rZ2
ι

kZ1 +k f
a1 L2( f )− ι ′rZ2 ,rZ2

ι
kZ1
a1 L1( f )‖ < 7ε

for all f ∈ F. This completes the proof of Subcase 4.1.

The following proposition and corollary will be used in Subcases 4.2 and 4.3:

Proposition 4.7 If kZ1 = k1 and kZ2 = k2 (or if kZ1 = k1 + 1 and kZ2 = k2 + 1) then

kZ2 = kZ1 , k1 = k2 and E1 − E2 = r1 − r2

or
kZ2 = kZ1 + 1, k1 = k2 − 1 and E1 − E2 = r1 − r2 + a1 + 1.

Proof Recall that

(a1 +1)F1 +(a1 +1)+
(

Z1−(a1 +1−E1)
)

= (a1 +1)F2 +(a1 +1)+
(

Z2−(a1 +1−E2)
)

and hence (kZ1 − kZ2 )(a1 + 1) = (a1 + 1)(F2 − F1), or kZ1 − kZ2 = E1 − E2 + r2 − r1 +
(k2 − k1)a1. Substituting k1 = kZ1 and k2 = kZ2 (or kZ1 = k1 + 1 and kZ2 = k2 + 1),

(kZ1 − kZ2 )(a1 + 1) = E1 − E2 + r2 − r1(89)

(k1 − k2)(a1 + 1) = E1 − E2 + r2 − r1.(90)

As Ei , ri < a1, E1−E2 + r2− r1 > −2a1. By equation (83), kZ2 ≥ kZ1 . Using the lower
bound for E1 − E2 + r2 − r1 and equation (89) we can conclude that either

kZ2 = kZ1 or kZ2 = kZ1 + 1.

In the former case, by equation (90),

k1 = k2 and E1 − E2 = r1 − r2.

In the latter case,

k1 = k2 − 1 and E1 − E2 = r1 − r2 + a1 + 1.

Corollary 4.1 With the same assumptions as in Proposition 4.7, Z = r1 − r2 and
l = r1 − r2.
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Proof

Z = Z2 − (a1 + 1− E2)−
(

Z1 − (a1 + 1− E1)
)

+ E1 − E2

= (kZ2 − kZ2 )(a1 + 1) + E1 − E2.

As kZ2 = kZ1 and E1 − E2 = r1 − r2, or kZ2 = kZ1 + 1 and E1 − E2 = r1 − r2 + a1 + 1
the result follows.

Subcase 4.2 kZ2 = k2 and rZ2 > r2.
There are three subcases:

Subcase 4.2.1 kZ1 = k1 and rZ2 > r1.
From the standard map construction, as given in Section 4.1, Subcase 3.3,

fsφ
′ = ι ′r1,rZ2

ι
kZ1
a1 L1

fsψ
′ = ι ′r2,rZ2

ι
kZ1+k f
a1 L2.

As kZ2 ≤ k2, by equation (88), ‖ιkZ1 +k f
a1 L2( f )− ιkZ1

a1 L1( f )‖ < 7ε, and therefore it suf-
fices to prove that the unitaries implementing the action of ι ′r1,rZ2

and ι ′r2,rZ2
, namely,

U ′(sF1−r1+1, . . . , sF1 , 0, . . . , 0︸ ︷︷ ︸
rZ2

)

and
U ′(tF2−r2+1, . . . , tF2 , 0, . . . , 0︸ ︷︷ ︸

rZ2

)

on ι
kZ1
a1 L1 and ι

kZ1 +k f
a1 L2 respectively, are sufficiently close.

In Corollary 4.1 we found that Z = l = r1 − r2. Therefore, by equation (72),
|si − 0| < δ for i = F1, F1 − 1, . . . , F1 − (r1 − r2) + 1 and |tr1−r2+i − si | < δ for
i = 1, 2, . . . , F1 − (r1 − r2). Then

U ′(sF1−r1+1, . . . , sF1 , 0, . . . , 0)

= U ′(sF1−r1+1, . . . , sF1−(r1−r2), sF1−(r1−r2)+1, . . . , sF1 , 0, . . . , 0)

∼ε/2 U ′(tF2−r2+1, . . . , tF2 , 0, . . . , 0).

Subcase 4.2.2 kZ1 ≤ k1 and if k1 = kZ1 then rZ2 ≤ r1.

The unitary implementing the action of ι ′rZ2 ,rZ2
on ι

kZ1
a1 L1 is

U ′(s1−E1+(kZ1 +1)a1 , . . . , s1−E1+(kZ1 +1)a1+rZ2−1).
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We can use equation (72) for comparing eigenvalues and equation (86) for the com-
puting the indices of the unitary:

U ′(s1−E1+(kZ1 +1)a1 , . . . , s1−E1+(kZ1 +1)a1+rZ2−1)

= U ′(s1−E1+(kZ1 +1)a1 , . . . , s1−E1+(kZ1 +1)a1+r1−1, s1−E1+(kZ1 +1)a1+r1 , . . . ,

s1−E1+(kZ1 +1)a1+rZ2−1)

∼ε/2 U ′(tl−E1+(kZ1 +1)a1 , . . . , tl−E1+(kZ1 +1)a1+r1−1, 0, . . . , 0)

= U ′(tF2−r2+1, . . . , tF2 , 0, . . . , 0).

(The last line follows from the line above it using the fact that kZ1 + k f = kZ2 and
kZ2 = k2.) As U ′(tF2−r2+1, . . . , tF2 , 0, . . . , 0) is the unitary implementing the action of

ι ′r2,rZ2
on ι

kZ1 +k f
a1 L2, and ι

kZ1
a1 (L1)( f ) ∼7ε ι

kZ1 +k f
a1 L2( f ) by equation (88), it follows that

fsφ
′( f ) = ι ′rZ2 ,rZ2

ι
kZ1
a1 L1( f )

∼7ε ι
′
r2,rZ2

ι
kZ1 +k f
a1 L2( f )

= fsψ
′( f ).

We will show that the following subcase never occurs.

Subcase 4.2.3 k1 = kZ1 − 1.
Under the assumption k2 = kZ2 , by Proposition 4.5 and equation (83),

(91) k1 ≥ k2 − 1 = kZ2 − 1 ≥ kZ1 − 1.

Under our assumption k1 = kZ1 − 1 and therefore we must have equality everywhere
in the above inequality:

(92) k1 = k2 − 1 = kZ2 − 1 = kZ1 − 1.

By assumption, if kZ2 = kZ1 then E1 − E2 > 0. By Proposition 4.5, k1 ≥ k2, contra-
dicting equation (92).

To complete Subcase 4.2 we need to argue that Subcases 4.2.1, 4.2.2 and 4.2.3 are
exhaustive. By equation (91), k1 ≥ kZ1 − 1. It follows that the three subcases are
exhaustive for Subcase 4.2. Therefore, for f ∈ F,

‖ fsφ
′( f )− fsψ

′( f )‖ < 7ε.

Subcase 4.3 kZ2 = k2 + 1 and rZ2 = 0.
There are three subcases depending on the value of kZ1 .

Subcase 4.3.1 kZ1 ≤ k1.
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By the construction given in Subcases 3.1 and 3.3 of Section 4.1,

fsψ
′ = ιr2ι

kZ1−1+k f
a1 L2

and
fsφ
′ = ι

kZ1
a1 L1

respectively. As kZ1 − 1 + k f = kZ2 − 1 ≤ k2, by equation (88),

‖ιkZ1−1+k f
a1 L2( f )− ιkZ1−1

a1 L1( f )‖ < 7ε.

Therefore it suffices to shown that the unitary implementing the action of ιr2 on

ι
kZ1−1+k f
a1 L2 is close to the unitary implementing the action of ιa1 on ι

kZ1−1
a1 L1. The

unitary implementing the action of ιa1 on ι
kZ1−1
a1 L1 is

U (s1−E1+kZ1 a1 , . . . , s1−E1+kZ1+1a1−1)

= U (s1−E1+kZ1 a1 , . . . , s1−E1+kZ1 a1+r2−1, s1−E1+kZ1 a1+r2 , . . . , s1−E1+kZ1+1a1−1)

∼ε/2 U (tl ′−E1+kZ1 a1 , . . . , tl ′−E1+kZ1 a1+r2−1, 0, . . . , 0)

= U (tF2−r2+1, . . . , tF2 , 0, . . . , 0).

(The last line follows from the line above it using the fact that kZ1 + k f = kZ2 , kZ2 =
k2 + 1 and the comparison of eigenvalues given in (72).) The unitary implementing

the action of ιr2 on ι
kZ1−1+k f
a1 L2 is U (tF2−r2+1, . . . , tF2 , 0, . . . , 0). Therefore, for f ∈ F,

(93) ‖ιr2ι
kZ1−1+k f
a1 L2( f )− ιa1ι

kZ1−1
a1 L1( f )‖ < 7ε.

Subcase 4.3.2 kZ1 = k1 + 1.
The argument in this subcase is very similar to that given in Subcase 4.2.1. From

the standard map construction in Section 4.1, Subcase 3.3,

fsφ
′ = ιr1ι

kZ1−1
a1 L1.

By equation (88), as kZ1−1+k f = kZ2−1 ≤ k2, ‖ιkZ1−1+k f
a1 L2( f )−ιkZ1−1

a1 L1( f )‖ < 7ε,
hence it suffices to prove that the unitaries implementing the action of ιr1 and ιr2 ,
namely,

U (sF1−r1+1, . . . , sF1 , 0, . . . , 0︸ ︷︷ ︸
a1

)

and
U (tF2−r2+1, . . . , tF2 , 0, . . . , 0︸ ︷︷ ︸

a1

)
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on ι
kZ1−1
a1 L1 and ι

kZ1−1+k f
a1 L2 respectively, are sufficiently close. By equation (72) and

Corollary 4.1, |si−0| < δ for i = F1, F1−1, . . . , F1−(r1−r2)+1 and |tr1−r2+i−si | < δ
for i = 1, 2, . . . , F1 − (r1 − r2). Therefore

U (sF1−r1+1, . . . , sF1 , 0, . . . , 0)

= U (sF1−r1+1, . . . , sF1−(r1−r2), sF1−(r1−r2)+1, . . . , sF1 , 0, . . . , 0)

∼ε/2 U (tF2−r2+1, . . . , tF2 , 0, . . . , 0).

Therefore,

(94) ιr1ι
kZ1−1
a1 L1( f ) ∼7ε ιr2ι

kZ1−1+k f
a1 L2( f )

for all f ∈ F.

We will show that the following subcase never occurs. (The argument is identical
to that given in Subcase 4.2.3.)

Subcase 4.3.3 k1 = kZ1 − 2.
Under the assumption k2 = kZ2 − 1, by Proposition 4.5 and equation (83),

(95) k1 ≥ k2 − 1 = kZ2 − 2 ≥ kZ1 − 2.

Under our assumption k1 = kZ1 − 2; therefore we must have equality everywhere in
the above inequality:

(96) k1 = k2 − 1 = kZ2 − 2 = kZ1 − 2.

By assumption, if kZ2 = kZ1 then E1 − E2 > 0. By Proposition 4.5, k1 ≥ k2, contra-
dicting equation (96).

To complete Subcase 4.3 we need to argue that Subcases 4.3.1, 4.3.2 and 4.3.3 are
exhaustive. By equation (95), k1 ≥ kZ1 − 2. It follows that the three subcases are
exhaustive for Subcase 4.3. Therefore, for f ∈ F,

‖ fsφ
′( f )− fsψ

′( f )‖ < 7ε.

Subcase 4.4 kZ2 > k2 and if kZ2 = k2 + 1 then rZ2 > 0.
By the results of Section 4.1, Subcase 3.3,

(97) fsψ
′ = ι ′0,rZ2

ι
kZ1−(k2−k f )−1
0 ιr2ι

k2−k f
a1 ι

k f
a1 L2.

Subcase 4.4.1 k2 ≥ k f .
There are three further subcases.
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Subcase 4.4.1.1 k1 = k2 − k f . Then

fsφ
′ = ι ′0,rZ2

ι
kZ1−(k2−k f )−1
0 ιr1ι

k2−k f
a1 L1.

By equation (94), for f ∈ F,

‖ιr2ι
k2−k f
a1 ι

k f
a1 L2( f )− ιr1ι

k2−k f
a1 L1( f )‖ < 7ε.

The actions of ι ′0,rZ2
and ι0 on ι

p
0 ιr1ι

k2−k f
a1 ι

k f
a1 L2 and ιp

0 ιr1ι
k2−k f
a1 L1 for p ≥ 0 are the

same—they are given by shifting by V , and conjugating by the trivial unitary
U (0, . . . , 0). It follows that, for f ∈ F,

‖ fsψ
′( f )− fsφ

′( f )‖ < 7ε.

Subcase 4.4.1.2 k1 > k2 − k f .
By the construction given in Section 4.1, Subcase 3.3,

fsφ
′ = ι ′0,rZ2

ι
kZ1−(k1−k f )−1
0 ιr1ι

k1−k f
a1 L1

= ι ′0,rZ2
ι

kZ1−(k1−k f )−1
0 ιr1ι

k1−(1+k2−k f )
a1 ι

1+k2−k f
a1 L1.

By equation (93),

‖ι1+k2−k f
a1 L1( f )− ιr2ι

k2−k f
a1 ι

k f
a1 L2( f )‖ < 7ε.

Comparing with equation (97), to find an estimate for the difference between fsψ
′( f )

and fsφ
′( f ) it is sufficient to prove that the unitary implementing the action of ιa1

on ι
1+k2−k f +p
a1 L1, for p ≥ 0 and the unitary implementing the action of ιr1 on ι

k1−k f
a1 L1

are close to being trivial. By Remark 4.1.3, the unitary implementing the action of ιa1

on ι
1+k2−k f +p
a1 L1 is given by

U (s1−E1+(2+k2−k f +p)a1 , . . . , s−E1+(3+k2−k f +p)a1 ).

As |si − 0| < δ for i = F1, F1− 1, . . . , F1− Z + 1 (by equation 72), it suffices to show
that for p = 0 the first subscript of si appearing in unitary above is at least as large as
F1 − Z + 1. This follows from the calculation below:

1− E1 + (2 + k2 − k f )a1 = 1− E1 + 2a1 + k2a1 − k f a1

= 1− (a1k f + E1 − E2)− E2 + 2a1 + a1k2

= 1− (l− 1) + (a1 − E2) + a1k2 + r2 − r2 + a1

= F2 − l + 2 + (a1 − r2)

≥ F2 − l + 2

= F1 − Z + 1.
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The unitary implementing the action of ιr1 on ι
k1−k f
a1 L1 is given by

U (sF1−r1+1, . . . , sF1 , 0, . . . , 0).

As F1 − r1 + 1 = 1− E1 + (2 + k2 − k f + p)a1 for p = k1 − k2 − 1, it follows that the
above unitary is also close to being trivial.

We will show that the following subcase never occurs.

Subcase 4.4.1.3 k1 < k2 − k f .
As k1 ≥ k2−1, from the assumption made above, k f = 0. If k f = 0 then kZ1 = kZ2 ,

and it follows from Proposition 4.5 that k1 ≥ k2, contradicting our hypothesis.

Subcase 4.4.2 k2 < k f .
We can reduce to the case where k f = k2 + 1 by the following argument which is

very similar to the argument given in Proposition 4.4. By equation (72), |ti − 1| < δ
for at least a1k f + E1 − E2 values of i, and therefore F2 ≥ a1k f + E1 − E2. Then
a1k2 + r2 = F2 − (a1 − E2) ≥ a1(k f − 1) + E1, and therefore

a1

(
k2 − (k f − 1)

)
≥ E1 − r2.

Since r2 < a1, k2 ≥ k f − 1 as required.
By Subcase 3.2,

ιr2ι
k2
a1

L2( f ) ∼7ε L1( f )

for all f ∈ F. We need to show that the unitary implementing the action of ιa1 on
ι

p
a1 L1 for p ≥ 0, and the unitary implementing the action of ιr1 on ιk1

a1
L1 are close to

being trivial. As |si − 0| < δ for i = F1, F1 − 1, . . . , F1 − Z + 1 (by equation (72)), it
suffices to show that for p = 0 the first subscript of si appearing in the unitary above
is at least as large as F1 − Z + 1:

F1 − Z + 1 = F2 − l + 2

= F2 − (a1k f + E1 − E2) + 1

= F2 − a1(k2 + 1)− E1 + E2 + 1

= F2 − (a1 − E2)− a1k2 − E1 + 1

= r2 − E1 + 1.

As 1 − E1 + a1 ≥ 1 − E1 + r2 it follow from the above calculation that the unitaries
are close to being trivial. This completes the proof of Case 4.

Therefore, by Cases 1, 2, 3 and 4 we can conclude that

(98) ‖ fsψ
′( f )− fsφ

′( f )‖ < 7ε

for all f ∈ F. This completes the proof of Lemma 4.3.
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4.3 Endpoint Considerations

In this section we will find unitaries U1,U2 ∈ C[0, 1] ⊗ D2 that are close to each
other (with respect to the finite set F) and twist the standard maps φ ′ and ψ ′ into A2.

By Lemma 4.2, there are unique sequences 1 ≥ Es1 ≥ Es2 ≥ · · · ≥ EsEF1 ≥ 0 and
1 ≥ Et1 ≥ Et2 ≥ · · · ≥ EtEF2 ≥ 0, and unique pairs of positive integers EE1, EZ1 and
EE2, EZ2 satisfying the conditions (i), (ii) and (iii) of the lemma for the maps f∞φ
and f∞ψ respectively. Applying the same lemma to the maps f1φ and f2ψ, we can
find unique sequences 1 ≥ s1 ≥ s2 ≥ · · · ≥ sF1 ≥ 0 and 1 ≥ t1 ≥ t2 ≥ · · · ≥ tF2 ≥ 0,
and unique pairs of positive integers E1,Z1 and E2,Z2 that together with the maps
satisfy the conditions of the lemma.

There are two cases.

Case 1 EZ1 = EZ2.
By divisibility arguments if EZ1 = EZ2 then

EE1 = EE2 and EF1 = EF2.

Lemma 4.4 If EZ1 = EZ2 then Z1 = Z2.

Proof Consider the map τ : A1 → Mm(C) defined as

τ ( f ) =
(a2+1)EE1⊕

1

e∞ ⊕
(a2+1)EZ1⊕

1

0( f ).

Applying Lemma 4.2 to the map τ , we find a unique sequence 1 ≥ Ts1 ≥ Ts2 ≥
· · · ≥ Tsq ≥ 0 and unique positive integers TE and TZ such that, together with the
map τ , they satisfy conditions (i), (ii) and (iii) of the lemma.

It is clear from the definition of the map τ , that Tsi ∈ {0, 1} for all i = 1, . . . , q.
Find a positive integer q ′ such that Tsi = 1 for i = 1, . . . , q ′ and Tsi = 0 for
i = q ′ + 1, . . . , q. We claim that

Z1 = TZ and E1 = TE.

The argument relies essentially on the uniqueness property of Lemma 4.2. Since f1φ
is unitarily equivalent to

⊕a2+1
1 f∞φ, it is also unitarily equivalent to the map

q⊕
i=q ′+1

eTsi ⊕
EF1⊕
i=1

( a2+1⊕
1

eEsi

)
⊕

q ′⊕
i=1

eTsi ⊕
TE⊕
1

e∞ ⊕
TZ⊕
1

0.

Condition (i) of Lemma 4.2 applied to the map τ ensures that TE < a1 + 1. If
TZ > 0 then by condition (ii) of the same lemma, applied to map τ , q ′ = 0. If
TZ > 0 then EZ1 > 0, so by condition (ii) of Lemma 4.2 applied to the map f∞φ,
Esi < 1 for all i. Hence, all three conditions of Lemma 4.2 are satisfied. By the
uniqueness property of the lemma it follows that E1 = TE and Z1 = TZ. The same
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argument then proves that E2 = TE and Z2 = TZ. This completes the proof of
Lemma 4.4.

Let γ : A1 → C2 be a map in standard form defined by perturbing the eigenvalues
of f∞φ so that they are distinct:

γ = Std(Es ′1, . . . , Es ′EF, EE, EZ)

where 1 > Es ′1 > · · · > Es ′EF > 0, EF = EF1 = EF2, EZ = EZ1 = EZ2, and

(99) |Es ′i − Esi | < δ.

Let ( f∞φ) ′, ( f∞ψ) ′ : A1 → C2 denote the maps f∞φ and f∞ψ, respectively, in stan-
dard form. To complete the proof of Case 1 it is sufficient to find unitaries U1R and
U2R that are close to each other such that the following relations hold at the right
endpoint

AdU∗1R
f1φ
′ =

a2+1⊕
1

( f∞φ) ′

AdU∗1R
f1ψ
′ =

a2+1⊕
1

( f∞ψ) ′.

(A similar pair of unitaries must also be found for the left endpoint.) Let Ep j,i , Eq j,i

and Ep ′j,i denote the support projections of the subrepresentations eEs j , eEt j and eEs ′j
in

the i-th direct summand of
⊕a2+1

1 ( f∞φ) ′,
⊕a2+1

1 ( f∞ψ) ′ and
⊕a2+1

1 γ, respectively.
By Proposition 4.2 as |Esi − Es ′i | < δ and |Eti − Esi | ≤ |Eti − Esi | + |Esi − Es ′i | < 2δ,
there are unitaries EUk,i ∈ C2, k = 1, 2 such that

(100)
AdEU1,i Ep j,i = Ep ′j,i

AdEU2,i Eq j,i = Ep ′j,i

and

(101) ‖EUk,i − Id ‖ < 2πδ < ε.

Let β be a map in standard form unitarily equivalent to a2 + 1 copies of γ:

β =
( a2+1⊕

1

γ
) ′

(where (
⊕a2+1

1 γ) ′ denotes the map
⊕a2+1

1 γ in standard form). By Lemma 4.2 there
exists a unique sequence 1 ≥ s ′1 ≥ · · · ≥ s ′F ≥ 0 and positive integers E, Z that
together with the map β satisfy the conditions of the lemma. Recall from Section 4.2
that f1φ

′ and f1ψ
′ denote the maps φ and ψ in standard form at the right endpoint.
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In particular, f1φ
′ and f1ψ

′ are unitarily equivalent to
⊕a2+1

1 f∞φ and
⊕a2+1

1 f∞ψ
respectively. Let V be any unitary such that

AdV

( a2+1⊕
1

γ
)

= β.

Let pi , qi , p ′i denote the support projections of the subrepresentations esi , eti and es ′i
of f1φ

′, f1ψ
′ and β respectively. Then AdV (Ep ′j,i) = p ′f ( j,i) for some bijection f . By

Lemma 4.4, as EZ1 = EZ2 = EZ, Z = Z1 = Z2. As β, f1φ and f1ψ are all represented
on the same Hilbert space, a simple counting argument then proves that F1 = F2 = F
and E1 = E2 = E. By equation (99) it follows that |si − s ′i | < δ for i = 1, . . . , F. By
Proposition 4.2 as |si − s ′i | < δ and |ti − s ′i | < 2δ there exists a pair of unitaries U ′k ,
k = 1, 2 such that

(102)
AdU ′1

pi = p ′i

AdU ′2
qi = p ′i

and

(103) ‖U ′k − Id ‖ < 2πδ < ε.

Let

UkR = U ′∗k V ⊕
a2+1⊕
i=1

EUk,i , k = 1, 2

where
⊕a2+1

i=1 Uk,i ∈ D2 by the embedding
⊕a2+1

1 C2 ↪→ D2. Then by equations (100)
and (102),

AdU1R Ep j,i = p f ( j,i), AdU2R Eq j,i = q f ( j,i)

and by equations (101) and (103),

(104) ‖U1R −U2R‖ < 4ε.

By the above computations,

AdU1R∗ f1φ
′ =

a2+1⊕
1

( f∞φ) ′

AdU2R∗ f1ψ
′ =

a2+1⊕
1

( f∞ψ) ′.

(By a similar argument we can find unitaries U1L and U2L for the left endpoint of A2.)
Finally, define unitaries U1 and U2 by joining U ∗1R to U ∗1L and U ∗2R to U ∗2L by unitary
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paths over the unit interval that are at least as close at every intermediate point as at
the endpoints. Therefore by equations (98) and (104), for f ∈ F,

‖AdU1 φ
′( f )− AdU2 ψ

′( f )‖ ≤ ‖AdU∗2 U1 φ
′( f )− φ ′( f )‖ + ‖φ ′( f )− ψ ′( f )‖

≤ 8ε + 7ε = 15ε.

(105)

This completes the proof of Case 1.

Case 2 EZ1 < EZ2.
The following two propositions are well known and will be used in the proof of

Lemma 4.5 (a proof of Proposition 4.8 is given in [Dav]):

Proposition 4.8 If P and Q are projections in a matrix algebra such that ‖P − Q‖ <
δ < 1/2 then there exists a unitary U such that ‖U − Id ‖ < 3δ and U PU ∗ = Q.

Proposition 4.9 Let α and β be two finite dimensional representations of Mn(C) such
that α(pi) = β(pi), where {pi}n

1 are a complete set of orthogonal minimal projections.
Then there exists a unitary path to the identity, Ut ∈ Mn(C) such that AdU1 α = β and
AdUt α(d) = β(d) for all diagonal elements d ∈ Mn(C) (diagonal with respect to the
set of projections {pi}n

1).

Lemma 4.5 Let F ⊂ A1 be a finite set containing the canonical self-adjoint element
h, ε > 0 and δ be defined as in (58). Given any sequence of positive real numbers
1 ≥ s1 ≥ s2 ≥ · · · ≥ sF ≥ 0 such that |si − 0| < δ or |si − 1| < δ for all i = 1, . . . , F,
positive integers E,Z ≥ 0, and two maps α, β : A1 → Mn(C) unitarily equivalent to
es1⊕· · ·⊕ esF ⊕

⊕E
1 e∞⊕

⊕Z
1 0 such that ‖α( f )−β( f )‖ < ε/2 for f ∈ F, there exists

a unitary path Ut to the identity such that AdU1 α = β and ‖AdUt α( f )−β( f )‖ < 19ε
for f ∈ F.

Proof Let

α = T1es1 ⊕ · · · ⊕ esF ⊕
E⊕
1

e∞ ⊕
Z⊕
1

0T∗1

β = T2es1 ⊕ · · · ⊕ esF ⊕
E⊕
1

e∞ ⊕
Z⊕
1

0T∗2

γ = es1 ⊕ · · · ⊕ esF ⊕
E⊕
1

e∞ ⊕
Z⊕
1

0

for some pair of unitaries T1 and T2. Suppose that |si − 1| < δ for i = 1, . . . , q and
|si − 0| < δ for i = q + 1, . . . , F. Let

s ′i =

{
1 for i ≤ q

0 for i > q.
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Then define maps α ′ and β ′ as follows

α ′ = T1es ′1
⊕ · · · ⊕ es ′F

⊕
E⊕
1

e∞ ⊕
Z⊕
1

0T∗1

β ′ = T2es ′1
⊕ · · · ⊕ es ′F

⊕
E⊕
1

e∞ ⊕
Z⊕
1

0T∗2 .

Let P = α ′(h) and Q = β ′(h), then P and Q are projections such that

‖P − Q‖ ≤ ‖P − α(h)‖ + ‖α(h)− β(h)‖ + ‖β(h)− Q‖

< 3ε/2.

By Proposition 4.8 there is a unitary path U ′t such that

(106) ‖U ′t − Id ‖ < 9ε

for all t ∈ [0, 1] and
AdU ′1

P = Q.

As e1(h)es( f ) = es( f )e1(h) = es( f ), for all s ∈ [0, 1] and f ∈ A1, the subrepresenta-
tions T1esi T

∗
1 and T1e∞T∗1 of α for i ≤ q are supported on P. Therefore, their unitary

conjugates by U ′1—AdU ′1
T1esi T

∗
1 and AdU ′1

T1e∞T∗1 —are supported on Q. Similarly,
for i > q the cut-down (of the subrepresentation esi ) AdU ′1

T1e0(h)esi eo(h)T∗1 is sup-
ported on Q as well. The subrepresentations of β, T2esi T

∗
2 and T2e∞T∗2 , for i ≤ q and

the cut-down (of the subrepresentation esi ) T2e0(h)esi eo(h)T∗2 for i > q are supported
on Q. Therefore there is a unitary S1 supported on Q such that

AdS1 T2esi T
∗
2 = AdU ′1

T1esi T
∗
1 for i ≤ q(107)

AdS1 T2e∞T∗2 = AdU ′1
T1e∞T∗1(108)

AdS1 T2e0(h)esi eo(h)T∗2 = AdU ′1
T1e0(h)esi eo(h)T∗1 for i > q.(109)

The cut-downs AdU1 T1e0(h)⊥esi eo(h)⊥T∗1 and T2e0(h)⊥esi eo(h)⊥T∗2 for i > q are
supported on Q⊥, so there is a unitary S⊥1 such that for i > q,

(110) AdU ′1
T1e0(h)⊥esi eo(h)⊥T∗1 = AdS⊥1

T2e0(h)⊥esi eo(h)⊥T∗2 .

As the unitaries S1 and S⊥1 are supported on orthogonal projections we may rewrite
equations (107)–(110) as

AdS⊥1 S1
T2esi T

∗
2 = AdU ′1

T1esi T
∗
1(111)

AdS⊥1 S1
T2e∞T∗2 = AdU ′1

T1e∞T∗1(112)
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for i ≤ q and

AdS⊥1 S1
T2e0(h)esi eo(h)T∗2 = AdU ′1

T1e0(h)esi eo(h)T∗1(113)

AdS⊥1 S1
T2e0(h)⊥esi eo(h)⊥T∗2 = AdU ′1

T1e0(h)⊥esi eo(h)⊥T∗1(114)

for i > q. In the argument that follows we will identify Ma1+1(C) with the range
of the subrepresentation esi of the map γ. We will view e0(h) and e0(h)⊥ as rank a1

and rank 1 projections inside Ma1+1(C). By equation (113), for every subprojection
p ≤ e0(h),

(115) AdS⊥1 S1
T2 pT∗2 = AdU ′1

T1 pT∗1 for i > q.

By equation (114), for the rank 1 projection e0(h)⊥ a similar relation holds,

(116) AdS⊥1 S1
T2e0(h)⊥T∗2 = AdU ′1

T1e0(h)⊥T∗1 for i > q.

Let {p1, . . . , pa1} be a complete set of orthogonal minimal subprojections of e0(h),
and let pa1+1 = e0(h)⊥. Then by equations (115) and (116),

AdS⊥1 S1
T2 p jT

∗
2 = AdU ′1

T1 p jT
∗
1 for i > q and 1 ≤ j ≤ a1 + 1.

Therefore, by Proposition 4.9 there is a unitary path Vt to the identity, supported on
AdS⊥1 S1

T2(Id)T∗2 (where Id is the identity element of Ma1+1(C)) such that

AdV1 AdU ′1
T1gT∗1 = AdS⊥1 S1

T2gT∗2

for all g ∈ Ma1+1(C). In particular,

(117) AdV1 AdU ′1
T1esi T

∗
1 = AdS⊥1 S1

T2esi T
∗
2 for i > q.

Proposition 4.9 also ensures that

AdVt AdU ′1
T1gT∗1 = AdS⊥1 S1

T2gT∗2 , t ∈ [0, 1]

for all g ∈ Ma1+1(C) which are diagonal with respect to the set of projections {pi}a1+1
i=1 ,

and in particular AdVt AdU ′1
T1eo( f )T∗1 = AdS⊥1 S1

T2e0( f )T∗2 for t ∈ [0, 1] and f ∈
F. For f ∈ F and i > q, ‖esi ( f )− e0( f )‖ < ε. Therefore, for f ∈ F and i > q,

‖AdVt AdU ′1
T1esi ( f )T∗1 − AdS⊥1 S1

T2esi ( f )T∗2 ‖

≤ ‖AdVt AdU ′1
T1esi ( f )T∗1 − AdVt AdU ′1

T1e0( f )T∗1 ‖

+ ‖AdVt AdU ′1
T1e0( f )T∗1 − AdS⊥1 S1

T2esi ( f )T∗2 ‖

≤ 2ε.

(118)
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It is immediate from the definition of α ′ and β ′ that

α ′( f ) = e∞( f )P

β ′( f ) = e∞( f )Q

for all f ∈ A1 (as e∞( f ) ∈ C, the expression on the right-hand side of both equa-
tions should be interpreted as the scalar multiple of a projection). Therefore
‖β( f )− e∞( f )Q‖ < ε for all f ∈ F, and since AdS⊥t St

e∞( f )Q = e∞( f )Q,

(119) ‖AdS⊥t St
β( f )− β( f )‖ < 2ε

for all f ∈ F, where St and S⊥t are unitary paths to the identity in the commutator of
Q⊥Mn(C)Q⊥ and QMn(C)Q respectively.

Let Ut be the unitary path formed by concatenating the paths U ′t , Vt and (S⊥t St )∗;

Ut =


U ′3t for t ∈ [0, 1/3]

V3(t−1/3)U
′
1 for t ∈ [1/3, 2/3]

(S⊥3(t−2/3)S3(t−2/3))
∗V1U ′1 for t ∈ [2/3, 1].

Let us check that Ut satisfies the conclusions of the lemma. By equation (106), as
‖α( f )− β( f )‖ < ε,

‖AdU ′t α( f )− β( f )‖ ≤ ‖AdU ′t α( f )− α( f )‖ + ‖α( f )− β( f )‖

< 18ε + ε = 19ε.
(120)

By equations (111), (112) and (117),

AdV1 AdU ′1
T1esi T

∗
1 = AdS⊥1 S1

T2esi T
∗
2

for i = 1, . . . , F and i =∞, or equivalently,

AdV1U ′1
α = AdS⊥1 S1

β

and therefore,

(121) AdU1 α = β.

By equation (118), for f ∈ F,

(122)
∥∥AdVt

(
AdU ′1

α( f )
)
− AdS⊥1 S1

β( f )
∥∥ < 2ε.

By equations (122) and (119), for f ∈ F, and t ∈ [0, 1],

‖AdVt AdU ′1
α( f )− β( f )‖ ≤ ‖AdVt AdU ′1

α( f )− AdS⊥1 S1
β( f )‖

+ ‖AdS⊥1 S1
β( f )− β( f )‖

≤ 4ε.

(123)

https://doi.org/10.4153/CJM-2002-006-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2002-006-7


Simple Stably Projectionless C∗-Algebras 215

Evaluating the above equation at t = 1, and by equation (119), for f ∈ F and t ∈
[0, 1],

‖Ad(S⊥t St )∗ AdV1 AdU ′1
α( f )− β( f )‖ = ‖AdV1 AdU ′1

α( f )− AdS⊥t St
β( f )‖

≤ ‖AdV1 AdU ′1
α( f )− β( f )‖

+ ‖β( f )− AdS⊥t St
β( f )‖

≤ 4ε + 2ε = 6ε.

(124)

Therefore, by equations (121), (120), (123) and (124) Ut satisfies the conclusions of
the lemma. This completes the proof of Lemma 4.5.

Lemma 4.6 Let α = Std(s1, . . . , sF, E,Z) where 1 ≥ s1 ≥ · · · ≥ sF ≥ 0, E and Z
together with α satisfy the conclusions of Lemma 4.2. Let p be the support projection for
the subrepresentation esk+1 ⊕ · · · ⊕ esF of α. If β = Std(s ′1, . . . , s

′
k, sk+1, . . . , sF, E,Z) is

any other map in standard form where s ′i = 1 for i = 1, . . . , k (1 ≥ s ′1 ≥ · · · ≥ s ′k ≥
sk+1 ≥ · · · ≥ sF ≥ 0, E and Z together with β may no longer satisfy the conclusions of
Lemma 4.2) then pαp = pβp.

Proof Suppose that si = 1 for i = 1, . . . , q and si < 1 for i = q + 1, . . . , k. Let

s ′ ′i,ε =

{
max(1− ε, sk+1) for 1 + q ≤ i ≤ k

si otherwise.

Let βε be the map in standard form,

βε = Std(s ′ ′1,ε, . . . , s
′ ′
F,ε, E,Z).

Then, for ε > 0, 1 ≥ s ′ ′1,ε ≥ · · · ≥ s ′ ′F,ε, E and Z together with the map βε satisfy
the conditions of Lemma 4.2. By Proposition 4.2, pαp = pβεp for ε > 0. The
standard maps are continuous, and therefore pαp = pβ0 p. As βo = β it follows that
pαp = pβp.

Proposition 4.10 Let 1 ≥ s1 ≥ · · · ≥ sF1 ≥ 0 and 1 ≥ t1 ≥ · · · ≥ tF2 ≥ 0 be
sequences of real numbers and E1,Z1 and E2,Z2 (with Z2 ≥ Z1) be pairs of positive in-
tegers satisfying the conclusions of Lemma 4.2 for the maps α = Std(s1, . . . , sF1 , E1,Z1)
and β = Std(t1, . . . , tF2 , E2,Z2) respectively. If the eigenvalues of α(h) and β(h) can be
matched within δ then there is an integer d ≥ 0 and a small perturbation t ′1 ≥ · · · ≥
t ′F2
≥ 0 such that t ′i = 1, |ti − t ′i | < δ for i = 1, . . . , d and t ′i = ti for i > d. We

can choose d such that applying Lemma 4.2 to the map γ = Std(t ′1, . . . , t
′
F2
, E2,Z2)

yields a sequence s ′1 ≥ · · · ≥ s ′F1
≥ 0 such that |si − s ′i | < 2δ for i = 1, . . . , F1

and γ = Std(s ′1, . . . , s
′
F1
, E1,Z1). Furthermore, the sequence s ′1 ≥ · · · ≥ s ′F1

≥ 0 and
the pair of positive integers E1,Z1, together with the map γ satisfies the conclusions of
Lemma 4.2.
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Proof The proof proceeds in two steps. First we will define the integer d and demon-
strate that the perturbation of the sequence ti yields (under the application of
Lemma 4.2) a sequence s ′i that is close to the given sequence si . The second step
is to show that Std(t ′1, . . . , t

′
F2
, E2,Z2) = Std(s ′1, . . . , s

′
F1
, E1,Z1).

The first step has three cases.

Case 1 Z1 < a1 + 1− E1 and Z2 < a1 + 1− E2.
By equation (68), Z2 − Z1 = E1 − E2 and by equation (69), |ti − 1| < δ for

i = 1, . . . ,Z. Let d = Z. Define t ′i and s ′i as follows:

t ′i =

{
1 for i ≤ Z

ti otherwise

and

s ′i =

{
0 for F ≥ i ≥ F − Z + 1

tZ+i for F − Z ≥ i ≥ 1.

We need to check that Lemma 4.2 applied to the map Std(t ′1, . . . , t
′
F2
, E2,Z2) yields the

sequence of real numbers {s ′i }
F1
i=1 and pair of positive integers E1,Z1. As E1 < a1 + 1

and E1 < a1 when Z1 > 0 (by the hypothesis of the proposition), conditions (i) and
(ii) of Lemma 4.2 are satisfied. To verify condition (iii), it is enough to check that
Std(t ′1, . . . , t

′
F2
, E2,Z2) is unitarily equivalent to es ′1

⊕ · · · ⊕ es ′F1
⊕
⊕E1

1 e∞ ⊕
⊕Z1

1 0.

This is an easy calculation (a similar, more difficult calculation will be performed in
Case 2).

Case 2 Z1 < a1 + 1− E1 and Z2 ≥ a1 + 1− E2.
Let d = l− 1. Define t ′i and s ′i as follows:

t ′i =

{
1 for 1 ≤ i ≤ l− 1

ti otherwise

where l− 1 = a1(kZ2 + 1) + E1 − E2 and

s ′i =

{
0 for F1 ≥ i ≥ F1 − Z + 1

tF2−F1+Z+i for F1 − Z ≥ i ≥ 1.

We need to check that the sequence of real numbers {s ′i }
F1
i=1 and pair of positive in-

tegers E1,Z1 satisfies conditions (i), (ii) and (iii) of Lemma 4.2 applied to the map
Std(t ′1, . . . , t

′
F2
, E2,Z2). It is clear from the hypothesis of the proposition that condi-

tions (i) and (ii) are satisfied. We will show that Std(t ′1, . . . , t
′
F2
, E2,Z2) is unitarily

equivalent to es ′1
⊕ · · · ⊕ es ′F1

⊕
⊕E1

1 e∞ ⊕
⊕Z1

1 0 as follows (∼ will denote unitary
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equivalence in the following calculation; all variables are defined as in Case 2 of Sec-
tion 4.2):

Std(t ′1, . . . , t
′
F2
, E2,Z2) ∼ et ′2

⊕ · · · ⊕ et ′F2
⊕

E2⊕
1

e∞ ⊕
Z2⊕
1

0

∼
l−1⊕

1

e1 ⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E2⊕
1

e∞ ⊕
Z1⊕
1

0⊕
Z⊕
1

0

∼
a1(kZ2 +1)+E1−E2⊕

1

e1 ⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E2⊕
1

e∞

⊕
Z1⊕
1

0⊕
(a1+1)(kZ2 +1)+E1−E2⊕

1

0

∼
kZ2 +1⊕

1

( a1⊕
1

e1

a1+1⊕
1

0
)
⊕

E1−E2⊕
1

(e1 ⊕ 0)⊕ et ′l

⊕ · · · ⊕ et ′F2
⊕

E2⊕
1

e∞ ⊕
Z1⊕
1

0

∼
(kZ2 +1)(a1+1)⊕

1

e0 ⊕
E1−E2⊕

1

e0 ⊕ et ′l

⊕ · · · ⊕ et ′F2
⊕

E2⊕
1

e∞ ⊕
E1−E2⊕

1

e∞ ⊕
Z1⊕
1

0

∼
Z⊕
1

e0 ⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E1⊕
1

e∞ ⊕
Z1⊕
1

0

∼ es ′1
⊕ · · · ⊕ es ′F1

⊕
E1⊕
1

e∞ ⊕
Z1⊕
1

0.

Case 3 Z1 ≥ a1 + E1 and Z2 ≥ a1 + 1− E2.
The argument is very similar to that given in Case 2. All variables are defined

as in Case 4 of Section 4.2. In particular, define t ′i and s ′i as in Case 2, but with
l = a1k f +E1−E2. We need only check condition (iii) of Lemma 4.2, as conditions (i)
and (ii) are clearly satisfied. Condition (iii) follows from the following calculation:

Std(t ′1, . . . , t
′
F2
, E2,Z2)

∼ et ′2
⊕ · · · ⊕ et ′F2

⊕
E2⊕
1

e∞ ⊕
Z2⊕
1

0
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∼
l−1⊕

1

e1 ⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E2⊕
1

e∞ ⊕
Z1⊕
1

0⊕
Z⊕
1

0

∼
a1k f +E1−E2⊕

1

e1 ⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E2⊕
1

e∞ ⊕
Z1⊕
1

0⊕
(a1+1)k f +E1−E2⊕

1

0

∼
k f⊕
1

( a1⊕
1

e1

a1+1⊕
1

0
)
⊕

E1−E2⊕
1

(e1 ⊕ 0)⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E2⊕
1

e∞ ⊕
Z1⊕
1

0

∼
k f (a1+1)⊕

1

e0 ⊕
E1−E2⊕

1

e0 ⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E2⊕
1

e∞ ⊕
E1−E2⊕

1

e∞ ⊕
Z1⊕
1

0

∼
Z⊕
1

e0 ⊕ et ′l
⊕ · · · ⊕ et ′F2

⊕
E1⊕
1

e∞ ⊕
Z1⊕
1

0

∼ es ′1
⊕ · · · ⊕ es ′F1

⊕
E1⊕
1

e∞ ⊕
Z1⊕
1

0.

This completes the first step of the proof.
The second step of the proof is to show that Std(t ′1, . . . , t

′
F2
, E2,Z2) =

Std(s ′1, . . . , s
′
F1
, E1,Z1). We will prove this using the continuity of standard maps and

the map Std.
Define t ′ ′i,ε as follows:

t ′ ′i,ε =

{
max(t ′d+1, 1− ε) for 1 ≤ i ≤ d

t ′i otherwise.

Then the eigenvalues of Std(t ′ ′1,ε, . . . , t
′ ′
F2,ε, E2,Z2)(h) and Std(t ′1, . . . , t

′
F2
, E2,Z2)(h)

can be matched within ε. From step one we know that the eigenvalues of
Std(t ′1, . . . , t

′
F2
, E2,Z2)(h) and Std(s ′1, . . . , s

′
F1
, E1,Z1)(h) are the same. Therefore the

eigenvalues of Std(t ′ ′1,ε, . . . , t
′ ′
F2,ε, E2,Z2)(h) can be matched within ε with the eigen-

values of Std(s ′1, . . . , s
′
F1
, E1,Z1)(h). We can now apply Lemma 4.3 to conclude that

as ε→ 0,

Std(t ′ ′1,ε, . . . , t
′ ′
F2,ε, E2,Z2)( f )→ Std(s ′1, . . . , s

′
F1
, E1,Z1)( f )

for all f ∈ A1. From the construction of the map Std(•, . . . , •, E,Z), it is clearly
continuous in the parameters represented by a “•” when E and Z are held fixed.
Therefore as ε→ 0,

Std(t ′ ′1,ε, . . . , t
′ ′
F2,ε, E2,Z2)( f )→ Std(t ′1, . . . , t

′
F2
, E2,Z2)( f )

for all f ∈ A1. From the above argument it follows that

Std(t ′1, . . . , t
′
F2
, E2,Z2)( f ) = Std(s ′1, . . . , s

′
F1
, E1,Z1)( f )
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for all f ∈ A1.

We can now proceed with the proof of Case 2.
Applying Proposition 4.10 to the maps ( f∞φ) ′ and ( f∞ψ) ′ (where ( f∞φ) ′ and

( f∞ψ) ′ denote the maps f∞φ and f∞ψ in standard form, respectively) yields a map
γ and an integer k ≥ 0 such that

γ = Std(Et ′1, . . . , Et ′EF2
, EE2, EZ2)

= Std(Es ′1, . . . , Es ′EF1
, EE1, EZ1)

and Et ′i = 1, |Et ′i − Eti | < δ for i = 1, . . . , k, Et ′i = Eti for i > k,

(125) |Es ′i − Esi | < 2δ

for i = 1, . . . , EF1 and 1 ≥ Es ′1 ≥ · · · ≥ Es ′EF1
≥ 0, EE1, EZ1 and γ satisfy the

conclusions of Lemma 4.2.
By Case 1, there exists unitaries V1 and V2 such that AdV1 f1φ

′ =
⊕a2+1

1 ( f∞φ) ′,

AdV2 (
⊕a2+1

1 γ) ′ =
⊕a2+1

1 γ and ‖V1−V2‖ < 4ε, where (
⊕a2+1

1 γ) ′ denotes the map⊕a2+1
1 γ in standard form.
Let κ = max(k,min{i : Eti < 1}). By Lemma 4.6, pγp = p( f∞ψ) ′p, where

p ∈ C2 is the support projection of the subrepresentation eEtκ+1 ⊕ · · · ⊕ eEtEF2
. Again,

by Lemma 4.6, q(
⊕a2+1

1 γ) ′q = q f1ψ
′q, where q = AdV∗2 (

⊕a2+1
1 p) is the support

projection of the subrepresentation
⊕a2+1

1 (eEtκ+1 ⊕ · · · ⊕ eETEF2
). Let P = (

⊕a2+1
1 p).

Then

P AdV2 ( f1ψ
′)P = AdV2 q f1ψ

′q

= AdV2 q
( a2+1⊕

1

γ
) ′

q

= P AdV2

( a2+1⊕
1

γ
) ′

P

= P
a2+1⊕

1

γP

=
a2+1⊕

1

pγp

=
a2+1⊕

1

p( f∞ψ) ′p

= P ⊕
a2+1⊕

1

( f∞ψ) ′P.
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The above calculation demonstrates that the unitary V2 conjugates the map f1ψ
′ to⊕a2+1

1 ( f∞ψ) ′—at least restricted to the projection P. We will now consider the part
supported on P⊥.

By equations (98) and (125), for all f ∈ F,

‖γ( f )− ( f∞ψ) ′( f )‖ < 14ε

and ∥∥∥( a2+1⊕
1

γ
) ′

( f )− f1ψ
′( f )

∥∥∥ < 14ε.

It follows that∥∥∥P⊥ AdV1 f1ψ
′( f )P⊥ − P⊥

a2+1⊕
1

( f∞ψ) ′( f )P⊥
∥∥∥

≤
∥∥∥AdV1 f1ψ

′( f )−
a2+1⊕

1

( f∞ψ) ′( f )
∥∥∥

≤
∥∥∥AdV1 f1ψ

′( f )− AdV∗1

a2+1⊕
1

γ( f )
∥∥∥ +

∥∥∥ a2+1⊕
1

γ( f )−
a2+1⊕

1

( f∞ψ) ′( f )
∥∥∥

≤
∥∥∥AdV1 f1ψ

′( f )− AdV∗2

a2+1⊕
1

γ( f )
∥∥∥ +

∥∥∥AdV∗2

a2+1⊕
1

γ( f )− AdV∗1

a2+1⊕
1

γ( f )
∥∥∥

+ 14ε

≤ 14ε + 8ε + 14ε = 36ε

for all f ∈ F. As ‖V1 −V2‖ < 4ε, by the above calculation

(126)
∥∥∥P⊥ AdV2 f1ψ

′( f )P⊥ − P⊥
a2+1⊕

1

( f∞ψ) ′( f )P⊥
∥∥∥ < 44ε

for all f ∈ F. As |Eti−1| < δ for i = 1, . . . , k, for every irreducible subrepresentation
et of P⊥ AdV2 f1ψ

′P⊥ and P⊥
⊕a2+1

1 ( f∞ψ) ′P⊥,

(127) t =∞, |t − 0| < δ, or |t − 1| < δ.

We may now apply Lemma 4.5 to find a unitary path V ′t supported on P⊥ such that

AdV ′1
P⊥ AdV2 f1ψ

′P⊥ = P⊥
a2+1⊕

1

( f∞ψ) ′P⊥

and ∥∥∥AdV ′t P⊥ AdV2 f1ψ
′( f )P⊥ − P⊥

a2+1⊕
1

( f∞ψ) ′( f )P⊥
∥∥∥ < 19 · 44ε < 1000ε
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for t ∈ [0, 1] and f ∈ F. Then AdV ′1 V2
f1ψ
′ =

⊕a2+1
1 ( f∞ψ) ′, ‖AdV ′t V2

f1ψ
′( f ) −⊕a2+1

1 ( f∞ψ) ′( f )‖ < 1000ε, AdV1 f1φ
′ =

⊕a2+1
1 ( f∞φ) ′ and ‖V1 −V2‖ < 4ε.

For the right endpoint, the above arguments yield unitaries V1R ≡ V1, V2R ≡ V2

and a unitary path V ′R,t ≡ V ′t such that

AdV1R f1φ
′ =

a2+1⊕
1

( f∞φ) ′

AdV ′R,1V2R
f1ψ
′ =

a2+1⊕
1

( f∞ψ) ′,

‖V1R −V2R‖ < 4ε

and ∥∥∥AdV ′R,tV2R
f1ψ
′( f )−

a2+1⊕
1

( f∞ψ) ′( f )
∥∥∥ < 1000ε.

Similarly, at the left endpoint we can find unitaries V1L,V2L and a unitary path V ′L,t
satisfying a similar set of equations. Let U1,t and U ′2,t be any path joining V1L to V1R

and V2L to V2R respectively such that ‖U1,t −U ′2,t‖ < 4ε for all t ∈ [0, 1] and locally
constant at the endpoints;

U1,t =

{
U1,0 for t ∈ [0, δ]

U1,1 for t ∈ [1− δ, 1]

and

U ′2,t =

{
U ′2,0 for t ∈ [0, δ]

U ′2,1 for t ∈ [1− δ, 1].

Finally, define U2,t as follows:

U2,t =


V ′L,1−t/δU

′
2,t for t ∈ [0, δ]

U ′2,t for t ∈ [δ, 1− δ]

VR,(t+δ−1)/δU
′
2,t for t ∈ [1− δ, 1].

Then for t ∈ [δ, 1− δ] and f ∈ F, by equation (98) and the above definition for U1,t

and U2,t ,

‖AdU1,t φ
′( f )(t)− AdU2,t ψ

′( f )(t)‖

≤ ‖AdU∗2,tU1,t φ
′( f )(t)− φ ′( f )(t)‖ + ‖φ ′( f )(t)− ψ ′( f )(t)‖

≤ 8ε + 7ε = 15ε.
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For t ∈ [1− δ, 1] and f ∈ F,

‖AdU1,t φ
′( f )(t)− AdU2,t ψ

′( f )(t)‖

= ‖AdV1 φ
′( f )(t)− AdVR,(t+δ−1)/δV2R ψ

′( f )(t)‖

≤ ‖AdV1 f1φ
′( f )− AdVR,(t+δ−1)/δV2R f1ψ

′( f )‖ + 2ε

≤
∥∥∥ a2+1⊕

1

( f∞φ) ′( f )−
a2+1⊕

1

( f∞ψ) ′( f )
∥∥∥

+
∥∥∥ a2+1⊕

1

( f∞ψ) ′( f )− AdVR,(t+δ−1)/δV2R f1ψ
′( f )

∥∥∥ + 2ε

≤ 7ε + 1000ε + 2ε = 1009ε.

A similar calculation holds for the t ∈ [0, δ].

4.4 Jiang and Su’s Argument

We will use Lemma 5.1 of [JS] and the application of the lemma as described in
Theorem 5.2 of [JS], to construct unitaries V1 and V2 in the unitization of A2 such
that

‖AdV1 φ( f )− AdU1 φ
′( f )‖ < ε

and
‖AdV2 ψ( f )− AdU2 ψ

′( f )‖ < ε

for f ∈ F. The conclusion of the uniqueness theorem will then follow from an
elementary argument involving the unitaries V1 and V2, and the results of Section 4.3.

The following lemma is Lemma 5.1 of [JS]:

Lemma 4.7 Let m be a positive integer, let D ⊂ Mm(C) be a unital sub-C∗-algebra,
and let F ⊂ D be a finite subset which contains a set of generators of D. For any 1/9 >
ε > 0, there exists δ > 0 such that if R, S ∈ Mm(C) are two unitaries satisfying

‖R f R∗ − S f S∗‖ < δ, f ∈ F,

then there exists a unitary path {X(t) | t ∈ [0, 1]} in Mm(C) with X(0) = R and
X(1) = S satisfying

‖X(t) f X(t)∗ − S f S∗‖ < ε, f ∈ F.

In our application of the lemma the subalgebra D (referred to in the statement
above) may be non-unital; in this case we will consider instead its unitization.

We will construct the unitary V1(t), t ∈ [0, 1] piecewise as follows. Given δ > 0
as in the conclusion of the above lemma, we can find a δ ′ > 0 such that

(128) ‖AdU1 φ
′( f )(x)− AdU1 φ

′( f )(y)‖ < δ/2
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and

(129) ‖φ( f )(x)− φ( f )(y)‖ < δ/2

for all f ∈ F if |x − y| < δ ′. Let {ti}N
i=1 be a partition of [0, 1] such that |ti − ti+1| <

δ ′ and t1 = 0, tN = 1. Let V1(ti) for i 6= 1,N be any unitary in D2 such that
AdV1(ti ) φ( f )(ti) = AdU1 φ

′( f )(ti). For i = 1 we can choose V1(t0) to be contained
in the image of the inclusion

⊕a2

1 C2 ↪→ D2 as both φ( f )(t1) and AdU1 φ
′( f )(t1)

are contained in this subalgebra. Similarly for i = N we can choose V1(tN ) to be
contained in the image of the inclusion

⊕a2+1
1 C2 ↪→ D2. By equations (128) and

(129),
‖AdV1(ti ) φ( f )(ti)− AdV1(ti+1) φ( f )(ti)‖ < δ

for all f ∈ F. Therefore, by Lemma 5.1 of [JS], there exists a unitary path joining
V1(ti) to V1(ti+1) such that ‖AdV1(t) φ( f )(ti) − AdV1(ti+1) φ( f )(ti)‖ < ε for all f ∈
F, t ∈ [ti , ti+1]. We have constructed a unitary path on each sub-interval [ti , ti+1].
Furthermore, it can be easily checked that ‖AdV1 φ( f )−AdU1 φ

′( f )‖ < ε for all f ∈
F. Similarly, we can construct a unitary V2 such that ‖AdV2 ψ( f )−AdU2 ψ

′( f )‖ < ε.
Finally, we can construct the unitary U referred to in the conclusion of the unique-

ness theorem. Let U = V ∗1 V2, then for f ∈ F,

‖φ( f )−Uψ( f )U ∗‖

= ‖AdV1 φ( f )− AdV2 ψ( f )‖

≤ ‖AdV1 φ( f )− AdU1 φ
′( f )‖ + ‖AdU1 φ

′( f )− AdU2 ψ
′( f )‖

+ ‖AdU2 ψ
′( f )− AdV2 ψ( f )‖

≤ ε + 1009ε + ε = 1011ε.
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