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Stability conditions for mean-field limiting
vorticities of the Ginzburg-Landau
equations in 2D

Rémy Rodiac

Abstract. We analyze the limit of stable solutions to the Ginzburg-Landau (GL) equations when &,
the inverse of the GL parameter, goes to zero and in a regime where the applied magnetic field
is of order |loge| whereas the total energy is of order |loge|?. In order to do that, we pass to
the limit in the second inner variation of the GL energy. The main difficulty is to understand the
convergence of quadratic terms involving derivatives of functions converging only weakly in H'. We
use an assumption of convergence of energies, the limiting criticality conditions obtained by Sandier-
Serfaty by passing to the limit in the first inner variation, and properties of limiting vorticities to find
the limit of all the desired quadratic terms. At last, we investigate the limiting stability condition
we have obtained. In the case with magnetic field, we study an example of an admissible limiting
vorticity supported on a line in a square Q = (=L, L)? and show that if L is small enough, this
vorticiy satisfies the limiting stability condition, whereas when L is large enough, it stops verifying
that condition. In the case without magnetic field, we use a result of Iwaniec-Onninen to prove that
every measure in H!(Q) satisfying the first-order limiting criticality condition also verifies the
second-order limiting stability condition.

1 Introduction
1.1 The Ginzburg-Landau equations in the London limit

The Ginzburg-Landau (GL) energy is used to describe the behavior of type-II super-
conductors. In 2D, this energy can be written as

_1 a2, L 2y2) . L 2
(L1)  GL(u,A) = 5A(|(V—1A)u| +2—82(1—|u| ) )+§[RZ |curl A — hey|”.

Here, Q ¢ R? is a smooth simply-connected bounded domain, ¢ > 0 is a small param-
eter (the inverse of the GL parameter), hex > 0 is another parameter representing
the exterior magnetic field, and A := (A}, A;) : Q - R? is the vector-potential of the
induced magnetic field which is obtained by h = curl A := 0,4, — 0,A;. Itis sometimes
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2 R. Rodiac

more convenient to see A as a 1-form A = A;dx; + A,dx, in R? and h as a 2-form
h =dA. We will use both points of view in the following. The complex function
u: Q — Cis called the order parameter. The regions where |u| ~ 1 are in a supercon-
ducting phase, whereas the regions where |u| ~ 0 are in a normal phase. The covariant
gradient Vau = (V - iA)u is a vector in C? whose coordinates are (9:'u,d5u) =
(01u — iAju, d,u — iA,u). The limit € — 0 corresponds to extreme type-II materials,
and this is the regime we consider in this article. Critical points of GL, in the space

(1.2) X = {(u,A) e H(Q,C) x H},.(R*, R?);curl A — hey € L*(R?)}

are points (1, A) € X such that

dGL.(u,A,v,B) := GL.(u+tv,A+tB) =0,

4
dtl=0
1.3) for all (v, B) € €°(Q,C) x € (R*, R?).

They satisfy the Euler-Lagrange equations

—(VA)ZM:E—“Z(I—|u|2) in Q
-V*th={(iu,Vau) inQ
(14) h= hee in R2\Q
v-Vau=0 on 0Q).

Here, the covariant Laplacian is defined by (Va)*u =9 (9{'u) + 04 (04 u), and
(iu, Vau) is a vector in R? whose coordinates are ({iu, dj'u), (iu, d5u)) where, for
two complex numbers z, w € C, we have denoted by (z, w) the quantity J (2 + wz).
We also use the notation V*h = (=9, h, d1h), and v denotes the outward unit normal
to 0Q).

We observe that Equation (1.4) and the energy GL, are invariant under gauge
transformations. More precisely, if (u, A) satisfies (1.4), then for any f € H,_(R* R),
the couple (ue'f, A+ V) also satisfies (1.4) and GL.(ue'/, A+ Vf) = GL.(u, A).
Physically, only the gauge-invariant quantities are relevant; these are, for example,
GL, the energy, |u| the local density of superconducting electrons pairs (in the
Barden-Cooper-Schrieffer theory), h the induced magnetic field, and j := (iu, V ou)
the current vector. In order to deal with this gauge-invariance, one often works in the
so-called Coulomb gauge by requiring

divA=0 inQ
(L5) {A-V:O on 0Q).

It can be shown that if (4, A) is in X and satisfies (1.4), and if A is in the Coulomb
gauge (1.5), then (u, A) € €= (Q,C) x €= (Q,R?), the bound |u| <1 holds, and 4 is
in H'(Q); see [32, Proposition 3.8, 3.9, 3.10]. Thus, we can replace the fourth equation
in (1.4) by

(1.6) h = hex on 0Q),

and we can replace the term [p, [curl A — hex|* by [, [curl A — hey[* if we consider
solutions to (1.4).
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Stability for limiting GL vorticities 3

The behavior of a family of minimizers {(u,, A¢) }es0 of GL, in X in the regime
e—>0and i lzgsl — A > 0 has been previously studied in [29, 32]. The asymptotics of
families of general solutions of (1.4) have also been investigated and can be found in
[31, 32]. In this article, we are interested in the behavior of stable critical points of GL,

in X. Here, (u, A) is a stable critical point of GL, in X if (u, A) satisfies (1.4) and

2

d
d*GL(u, A,v,B) := 7 GL(u +tv,A+tB) >0,
t=0

1.7) forall (v, B) € €°(Q,C) x € (R, R?).

Our aim is to understand if this stability property produces extra conditions in the
limit ¢ - 0 compared to general critical points. Note that local minimizers are stable
and thus enter the framework of our study. This question was listed as an open problem
(Open problem 15) in [32]. Before stating our results, we recall briefly some results on
global minimizers and general critical points. For (u,, A,) € X, we set

je i= (iug, Va,ue) and p(ue, Ag) = curl j, + curl A,.

Theorem 1.1 [32, Theorem 7.2] Let {(ue, Ae)}eso be a family of minimizers of GL,
in X. Assume that h,,[|loge| = A as e = 0 with 0 < A < +o0. Then

:—E — h, weakly in H'(Q), hh—g — h, strongly in WP (Q),V 1< p <2,
with h, the unique minimizerin {f € Hi(Q) = {f € H'(Q);trpaf = 1};; Af e M(Q)}

of
B\ or [1=af+ g5 [ (v +Ir-17),

and the solution of the obstacle problem

h. e HI(Q), h.>1-2inQ

{VVEH%(Q) suchthatv >1-4, [ (=Ah. +h,)(v = h.) 2 0.

20

Furthermore,
s)As . *
% = e in (€27(Q))",  —Ahy + b = s
. GLc(ue, Ay) b lu(Q) 1 2 2
by E ) = g [, (7).

This result on minimizers is actually obtained through a I'-convergence result; see
[32, Chapter 7]. Note that the I'-limit is convex and the limiting magnetic field h, and
the limiting vorticity measure y, are uniquely characterized. In particular, whereas
global minimizers of GL, may not be unique, their vortices behave in the same way in
the mean-field limit. We now turn our attention to critical points of GL,. We make two
assumptions which were used in [31] and then relaxed in [32, Chapter 13]. In all this
article, unless stated otherwise, we assume that {(ue, A;) }eso is @ family in X which
satisfies
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(1.8) GL(ue, A,) < ChZ,

hEX
(L9) — 1 € (0,+00) (up to a subsequence),
|loge]

where C denotes a constant which is independent of e. We can then state the following.

Theorem 1.2 ([31, Theorem 1], [32, Theorem 1.7 and 13.1]) Let {(ue, Ac) }eso be a
family of points in X which solve (1.4) with A, in the Coulomb gauge (1.5) and such
that (1.8)-(1.9) hold. Then, up to extraction of a subsequence,

h he

— —— hweakly in H{(Q), — — hstronglyin W"?(Q),V1< p<2,
hex =0 hex =0
%—\‘uinl@(@), -Ah+h=pinQ h=10n0Q,
ex
and

div(Ty) = 0in Q where(T;,)ijza,-hajh—%(|Vh|2+h2)8ij, 1<ij<2.
(110)

Here, the divergence of a matrix is a vector whose components are obtained as the
divergence of the rows of the matrix. It can be shown - see, for example, [32, Theorem
13.1] - that with the notation of the previous theorem, u(u,, A;) is close to a measure
of the form 27 Y, M: d;da¢, where M, € N, aj can be thought of as the center of the
vortices of u, and d € Z as their degrees. As noted in [31], Theorem 1.2 is interesting
mainly for solutions such that

M.
(1.11) N, :=>"|dj]
i=1

is of same order as hey. If this is not the case, then we should look at the limit
of u(ug, A;)/N, instead, but we do not consider this case in this paper. The
matrix (or the tensor) T}, is called the stress-energy tensor associated to the energy
L(h) =1 [o(|Vh]* + h?). Equation (1.10) means that  is a stationary point for £;
that is, that for any vector field 5 € C2°(Q, R?),
d
(112) dt ‘t:O
This condition on & can also be viewed as a criticality condition on the limiting
vorticity' uniquely determining hvia g = ~Ah + hin Q and h = 1on 9Q. It is obtained
by passing to the limit in the first inner variations (variations of the form (1.12)) of the
energy GL,. Although for global minimizers the limiting vorticity u, is absolutely
continuous with respect to the Lebesgue measure, the criticality condition (1.10)
allows for more singular measures such as measures supported on curves. It was later
shown by Aydi in [5] that some solutions of the GL equations (1.4) satisfying the

L(h) =0, with hy(x) = h(x + ty(x)).

In this article, we always denote by limiting vorticity a limit in the sense of measures of
ﬂ(us:Ae)/hex~
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bounds (1.8)-(1.9) have their vorticity measures that concentrate on lines or on circles.?
The implications of the condition (1.10) on the regularity of h and y were investigated
in [31, 32, 21, 27]. In particular, it was obtained in [27] that if /1, 4 are as in Theorem 1.2,
then the absolutely continuous part of y is equal to hl;jyp-ey (|V5| was shown to be
a continuous function in [32, Theorem 13.1]), and the orthogonal part is supported by
alocally H! rectifiable set. Roughly speaking, it says that 4 can be supported only by
sets of nonzero Lebesgue measure or by some curves.

1.2 Main results

In this article, we investigate the following problem: does a stability condition on a
family of critical points {(u., A¢)}eso of GL; in X imply more regularity on their
limiting vorticity measures? In particular, can a family of stable solutions of (1.4) have a
limiting vorticity which concentrates on curves? To answer this question, our strategy
is to pass to the limit in the second inner variation of the GL energy and deduce a
supplementary condition for limiting vorticity measures of stable solutions of (1.4).
Then we examine if this supplementary condition implies more regularity on y.

We first explain more precisely what we mean by first and second inner variations.
Let 1 € C(Q,R?); we consider its associated flow map @ : R x Q — R? which
satisfied that for every x € R?, the map t — ®(t, x) is the unique solution to

20(t,x) = n(@(1,x))
(113) {a (0, ) - .

It can be seen thanks to the Cauchy-Lipschitz theory that the flow map is well defined
in R x Q and that it is in C°(R x Q). The family {®;};g with ®,(-) = O(¢,-) is a
one-parameter group of C*°-diffeomorphisms of QO with @ = Id. The first and second
inner variations of GL, at (4, A) in the direction # are defined by

(114) OGL, (1, A, ) = %LOGLS(u o @}, (@;)*A),
d2
(115) 8GLe(u, A, ) = 3l Gle(ue O, (0. )*A).

Here, we have denoted by (®;')*A the pullback of A, viewed as a 1-form, by the
diffeomorphism ®;. The reason for taking the pullback (®;')*A and not only
A o @;!is that we need to respect the gauge invariance. This will be explained in details
in Section 2. Note that when working with differential forms, it is customary to take
inner variations as pullbacks by ®;; see, for example, [37]. We will also see that (1.14)
and (1.15) are well defined and give their expressions in Section 2. In this paper, we
do not consider inner variations up to the boundary. This is because we are mainly
interested in the regularity of the vorticity measures g in the interior. For the use of

ZSolutions of some GL equations with some rotation term with vortices accumulating on curves
were obtained in [1, 2, 3]. However, these solutions have a number of vortices much smaller than the
rotation field (the analogue of the applied field in our case). Hence, with our renormalization, the
limiting vorticity measure of these solutions would be 0, and we should divide the vorticities by another
factor to have a precise description in the limit.

https://doi.org/10.4153/50008414X24000622 Published online by Cambridge University Press


https://doi.org/10.4153/S0008414X24000622

6 R. Rodiac

inner variations up to the boundary in different contexts, we refer, for example, to
(24, 6].
Our main result is the following.

Theorem 1.3 Let {(u., A;) }eso be a family of points in X which solve (1.4) with A,
in the Coulomb gauge (1.5) and such that (1.8)-(1.9) hold. Let h be the weak H'-limit of
he/hex and p be the limit in the sense of measure of y(ue, A¢) /[ hex given in Theorem 1.2.
If we assume that

. GLS(”£>A8)_|P‘|(Q) 1 2 2
() i = e < 5 L (ohE 1),

then either h = 1, or for all n € C°(Q, R?), we have

2 Ls S)AS)
lir%W:f(|D11Tvlh|2—|vh|2detD11+h2[(diV11)2—detD11])
& ex Q

1 1 ([bg?
1.16 - ——— —detDy | d|y| = .
(116) +A/Q(2 et Dy | d|ul = Qu(n)

If in addition we assume that {(u., A;) }eso is a family of stable critical points of GL, in
X, then h satisfies

(117) Qu(n) 20, forallneCr(Q,R?).

It was asked in [32, Open problem 15] if extra conditions such as (1.7) yield more
regularity on the limiting vorticity measure . We have found that the stability condi-
tion (1.7) implies (1.17) in the limit. However, we will also see in Proposition 4.1 that a
vorticity measure concentrated on a line can satisfy this former property. Since (1.17)
is obtained by passing to the limit in the second inner variations, this seems to indicate
that stability for inner variations alone is not sufficient to imply regularity (absolute
continuity with respect to the Lebesgue measure) on the limiting vorticity measure.
Inner variations are usually the variations used to deal with singularities in variational
models. However, it still might be possible that, using stability for outer variations
genuinely different from inner variations (i.e., not of the form (Du,.nj,-DA.. +
DyT.A,)), one could obtain further regularity for the limiting vorticity measure.

We now comment on our assumptions (1.8), (1.9), and (H). Assumption (1.8) is
quite natural and is satisfied by solutions constructed in [5, 32, 11, 10]. Assumption
(1.9) was used in [31] in order to have that

(1.18) N < Chex,

where N, is defined in (1.11). Stable solutions of the GL equations (1.4) with an exterior
magnetic field much larger than |loge| were constructed in [32, 11, 10], and to this
respect, our assumption may appear restrictive. However, (1.9) is satisfied in [5] where
solutions concentrating on lines were built. Hence, singular measures can appear in
the limit for this intensity of applied magnetic field, and since our purpose is to study if
the stability condition implies some regularity on limiting vorticity measures, it seems
natural to consider first this case. We also refer to [33, 34, 35] and references therein
for more results on stable solutions to (1.4). Our main assumption (H) is satisfied by
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some solutions constructed in [5]; see Corollary 4.1 and Lemma 4.1 in [5]. A similar
assumption of convergence of energies was used in [22, 23, 24] to pass to the limit in the
second inner variations for the Allen-Cahn problem and also for the nonmagnetic GL
problem in dimension bigger than 3 and in a regime where the energy is bounded by
C|log ¢|. However, the argument we use is quite different from the ones in the above-
mentioned articles which rest upon the use of Reshetnyak’s Theorem for the Allen-
Cahn part or on the constancy Theorem for varifolds for the GL part. We note that
passing to the limit in the second inner variations for these problems was later shown
to be possible without the assumption of convergence of energies in [16] and [9].

1.3 The Ginzburg-Landau equations without magnetic field

We also consider the GL energy without magnetic field

1 1
(119) Ew) = [ (17l s s 0-?)

and the associated Euler-Lagrange equation
(1.20) -Au = %(1— lul?) in Q.
€

With a fixed boundary condition g € C'(9Q,S!), this problem has been studied by
Bethuel-Brezis-Hélein in [7]. The asymptotic behavior of {u, } ¢, solutions to (1.20),
depends on the topological degree of g. For a nonzero degree of g, it has been proved
in [7] that {u,}-0 converges to some limiting harmonic map with a finite number
of singularities (vortices). Besides, vortices of minimizers converge to minimizers of
a renormalized energy, vortices of critical points converge to critical points of this
renormalized energy, and the stability also passes to the limit as shown in [36]. Here,
we do not prescribe any boundary condition, and we allow the number of vortices
to diverge; however, as in the case with magnetic field, we consider only a family of
solutions satisfying the following bound:

(1.21) Ec(u.) < C|logel*.

A way to understand the limit as ¢ - 0 of solutions u, to (1.20) is to look at their
phases and at their Jacobian determinants. More precisely, since Q is simply connected
and since div(iu,, Vu,) = 0 in Q, then, by using Poincaré’s lemma, we can find U, €
H'(Q,R) such that

(1.22) VU, = (iue, Vue)in @ and f U, =0.
Q

Note that oyu, A dou, = curl (iu,, Vu,) = AU,. Hence, the Laplacian of U, is the
Jacobian determinant of u,, and this quantity was proved to play a prominent role
in [19]. We can see here the analogy between U, and the magnetic field h, in the
full GL model. The T-limit of E, in the regime E.(u.) ~ |loge|* has been studied
in [20], where results analogous to the ones in [29] are obtained. In particular, in
that case, the I'-limit of E/|loge|* is given by @ +1 [ |[VUJ?, where U is the
weak limit in H' of U./|loge| and y € M(Q) is the limit in the sense of measures
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of AU,/|loge| (up to extraction). For solutions to (1.20), the following results were
obtained in [31, 32]: the limit satisfies AU = y € H™(Q), and the stress-energy tensor
(Su)ij =20;U9;U - |[VU|*8;; for 1 < i, j < 2 is divergence-free in Q. A way to refor-
mulate this property is to say that the quantity (9xU)* - (9,U)* - 2i(9,U)(9,U) is
homomorphic in Q. Using complex analysis techniques and techniques from sets of
finite perimeters, it was proved in [26] that if y satisfies the previous limiting critical
conditions, then y is supported on a rectifiable set which is locally the the zero set of
a harmonic function. Hence, p cannot be absolutely continuous with respect to the
Lebesgue measure unless y = 0. We consider here stable solutions of (1.20) - that is,
solutions satisfying

d? -
(1.23) 12 tzOEs(us +tv) 20 VveCr(Q,C).
As we did previously, we define the first and second inner variations of E, with respect
toan e C(Q,R?) by

2

_d -1 2 _d -1
(124)  OE.(u, ) = aLOEE(u o®Y),  8%E.(u,n) = @L:OEE(u o @Y,
where @, is defined in (1.13). We will prove in Section 2 that these quantities are well

defined.

Theorem 1.4 Let {u.}e0 be a family of solutions to (1.20) satisfying (1.23) and
E.(u.) < Clloge|*. As shown in [31, Theorem 3] or [32], up to a subsequence,
Ue/|loge| - U in H'(Q) and AU, /|loge| = curl (iue, Vu.)/|loge| — u € M(Q) with

(1.25) AU = pand (9,U)* - (9,U)* - 2i(9,U)(9,U) is holomorphic in Q.

If we assume that

(H,) lim Es(uf) — |#‘(Q) + l f ‘VU|2,
0 |log ¢|? 2 2 Ja

then for all n € € (Q,R?), we have

8%E(uesn) 1 Dy
lim S—e\te 1) :7fDT LUP ~|VUP detD f PN _ qetDr | d
i oger 2 P VIUF - [VU[ detDy + | | = etDy | djy|
(1.26) = Qu(#n).

Again, we can see that solutions to (1.20) satisfying (1.23) have the property that,
in the limit, Qu (#) > 0 for all admissible 7. We can also ask if that condition provides
more regularity on the possible limiting vorticies. Here, we obtain that stability for
inner variations never implies regularity for the limiting vorticity measure. Indeed,
thanks to a recent result of Iwaniec-Onninen [18, Theorem 1.12], we are able to prove
that every measure satisfying the limiting criticality conditions (1.25) also satisfies
the limiting stability condition: Qu(#) > 0 for all admissible #; see Proposition 4.2.
However, we have used only inner variations, and it still might be possible that stability
for genuine outer variations could lead to further regularity. We should observe that,
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contrarily to the case of the GL equations with magnetic field, it is still an open problem
to determine if there exist solutions to (1.20) with a diverging number of vortices such
that their limiting vorticities concentrate on curves (which should be locally the zero
set of some, possibly multi-valued, harmonic functions according to [26]).

1.4 Method of proof

For smooth critical points of energies, inner variations are strongly related to outer
variations which are defined, in the case of GL,, for (u, A) € X and (v, B) € €= (Q) x
€ (R?*) by (1.3) and (1.7). Although outer variations are of more common use
in variational problems, it has been observed that inner variations are useful to
understand the limit of singularly perturbed problems such as the Allen-Cahn (AC)
problem or the GL problem since these are variations which do move the singularities;
see, for example, [7, 17, 25, 8, 28, 31].

More recently, some interest has grown in understanding how the stability con-
dition passes to the limit in the above-mentioned problems. We refer, for example,
to [22, 23, 24, 16, 9]. Again, it turns out that studying the second inner variations
is more appropriate to understand the limiting behavior of stable solutions to the
AC or GL problems. Looking at the expressions given by the first and second inner
variations of GL type functionals — see Proposition 2.2 for the formulas - one can see
that one of the difficulties is to pass to the limit in quadratic expressions involving
derivatives of the unknown functions, whereas only weak convergence in H' of these
functions is available. For example, the vanishing of the first inner variation of GL,
provides

div(T;) = 0in Q, with (T);; = (E)?*ue,a?‘ue)

1 1

(127) —E(|vA£u£|2+E(1—|us|2)2—h§)a,-j.
The formula for the second inner variation is given in Proposition 2.2. Let us briefly
recall how Sandier-Serfaty in [31, 32] managed to pass to the limit in (1.27). First we

can see, at least formally, that

T,
(1.28) —£ ~ L, whereL, =

1
i (-aimeajhe+ S(vn 1),

hix
Although h,/hex converges only weakly in H', Sandier-Serfaty succeeded in passing
to the limit in the equation div(T;) = 0 by showing that the convergence of h./hex
is actually strong in H' outside a set of arbitrary small perimeter and by using the
equation along with a co-area formula argument. This type of problem has the same
flavor of the problem of understanding the limit of solutions to the incompressible
Euler equations in 2D fluid mechanics; see [13, 12].

To pass to the limit in the second inner variation, we cannot use the same
argument since we have to pass to the limit in an inequality and not in an equality. We
must then understand the limit of all the quadratic terms appearing in the formula
given in Proposition 2.2. Assumption (H) allows us to show that the potential term
Tlhgx (1-|ul*)* converges strongly toward zero in L'(Q). Next, we say that

https://doi.org/10.4153/50008414X24000622 Published online by Cambridge University Press


https://doi.org/10.4153/S0008414X24000622

10 R. Rodiac

00U PR3~ |0ahP + vi, (03w P/, ~ 0k + ve and (9w, 0 ) /2, ~
—01h, d2h + v, where vy, v,,v3 are Radon measures in QO and the convergence
takes place in the sense of measures. We can then pass to the limit in the equation
div(T./h2,) = 0 and use Theorem 1.2 to deduce an equation on vi,v,,vs in the
interior Q. This equation actually means that v; — v, — iv5 is holomorphic in Q. We
use again assumption (H), along with the description of possible limiting vorticity
measures ¢ obtained in [27], to obtain that v; = v, = /21 and v3 =0 on a ball
contained in Q if & is not constantly equal to 1. Then the principle of isolated zeros
gives v; = v, = |y|/A and v; = 0 in all Q. Finally, we analyze the inequality obtained
by passing in the limit in the second inner variation. In the case with magnetic field,
we show in one example that we can have Q,(#) > 0, where Qy, is defined in (1.16),
for all 7 € C°(Q,R?) and y supported by a line. We use similar arguments to treat
the case without magnetic field to pass to the limit in the second inner variation.
We then employ a result of Iwaniec-Onninen [18] to obtain that Qy(#) > 0 for all
1 € C=(Q,R?), with Qy defined in (1.26).

1.5 Organization of the paper

The paper is organized as follows. In Section 2, we compute the expressions of the
first and second inner variations. We also explain the link between inner and outer
variations. Section 3 is dedicated to show how to pass to the limit in the second inner
variation. In order to do this, we study the limit of all the quadratic terms appearing
in the second inner variations of GL, by using an argument of defect measures and by
using the limit of the first inner variation. Finally, Section 4 is devoted to analyze the
limiting stability condition obtained in Theorem 1.3 and Theorem 1.4.

1.6 Notations

For u,v two vectors in R?, we denote by u - v their inner product. When u, v are
identified with complex numbers, then we denote also their inner products by (u, v).
If # € €= (Q,R?) is a smooth vector field, we use D7 to denote its differential. When
we apply this differential to a vector x € R?, we use D.x. The second derivative of a
smooth vector field # applied to two vectors x, y € R? is denoted by D?*#[x, y]. For
two matrices M, N € M,(R), we let M : N := tr(MTN) denote their inner product
and | M| the associated norm, with M7 the transpose matrix of M. For two vectors
x, y € R?, we define their tensor products to be a matrix in M, (IR) whose entries are
given by (x ® y)ij = x;y;. Note that we have the relation M.x-y = M : y ® x. For 0
and 1-forms f and A, we denote by d f and d A their exterior derivatives. For a function
h regular enough. we set V*h = (—=d,h, d;h)T. For a Radon measure u € M(Q), we
denote by |u|(Q) its total variation. When we need to evaluate the energy on a
subdomain V c Q we write GL.(u, A, V).

2 Inner variations

In this section, we compute the first and second inner variations of GL, defined in
(1.14)-(1.15), and we explain the link with the outer variations (1.3)-(1.7).
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2.1 Variations and gauge invariance

Since the functional GL, and physical quantities are gauge invariant, we should use
variations for which the notion of stationarity does not depend on the gauge. That
is why we have defined inner variations as (u o ®;', (®;')*A) and not simply as
(uo®;', Ao @;").

Proposition 2.1 Let (u, A) and (i1, A) be in X such that there exists f € Hy (R?,R)
with it = ue'l and A = A + V . Then for any 1 € C=(Q,R?),

(1) O0GL.(u,A,n) = 0GL:(it, A, ) and 8°GLc(u, A, ) = 8°GLc (i1, A, ),
with GL.(u, A, n) and 8*GL,(u, A, ) defined in (1.14)—(1.15).

Proof We let (u;, A;) = (uo @}, (®;')*A), where @, is defined in (1.13). The
gauge invariance implies that

GLs(ut,At) = GLE(Mteif,At + df)
= GLe(ue e’V A+ dfi+d(f - f)),

where f; = fo®;'. Since Df; = Df(®;').D®;', we find that, as forms, df; =
(®;')*df. Hence, we infer that A, +df; = (®;')*(A+df), and thus, using once
again the gauge invariance,

GLe(uhAt) = GLs(ﬂtsAt)
with (i, A;) = (it o @7, (d71)* A). Differentiating with respect to ¢ yields (2.1). m

It can be checked by direct computation that the quantity %‘ GL.(u o0 @},
t=0

Ao®;') and its second-order analogue are not gauge invariant. However, we
observe that outer variations are also well adapted to the gauge invariance in the
sense that if (u,A) € X is a critical point of GL,. Then (ue'f, A+ df) is also a
critical point of GL, in X for f € H2 _(R* R), and if (u, A) is stable, then so is
(ue'f, A+ df). This follows, for example, by observing that for ¢t € R and for any
(v,B) € X, we have GL.(u+ tv, A +tB) = GL.(ue'/ + tve’/, A+ df + tB). Hence
differentiating with respect to t entails that dGL.(u,A).(v,B) = dGL,(ue'/,
A+df).(ve', B) and > GL, (1, A).(v, B) = d*GL,(ue'f, A + df).(ve'/, B).

2.2 Inner variations and outer variations for the GL energy

To compute the first and second inner and outer variations of the GL energy in the
magnetic and nonmagnetic case, we first rewrite these energies by using the vectorial
setting instead of the complex one. Namely, we see the order parameter as a map u :
Q — R?, and we write Du € M, (R) for its differential (instead of Vu for its complex
gradient). We can check that the complex covariant gradient (V — iA)u corresponds
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81u1 +A1u2 82u1 +A2u2
81u2 —A1u1 82u2 —A2u1
find that (V — iA)u corresponds to Du — u*AT and

(22) GLs(u,A):%f(|Du WATP 4 ( ul )) [ leurla e

General formulas for the first and inner variations of functionals are given in [22,
23, 24]. We present the computations here because our setting is slightly different due
to the presence of the magnetic field and the term (®;')* o A.

—u
to the real matrix ( ) Thus, if we define u* := ( 4 2), we
1

Proposition 2.2 Letn € C°(Q,R?), { := Dn.nand (u, A) € X. Then, with definitions
(1.14) and (1.15), we have

_ 1 WATR — 12
0GLe( ) = [ [5(IDu-waTP -k ()2
— (Du—u*A") (Du—ulAT)] : Dy
52GLg(u,A,11):6GLg(u,A,()+f [I(Du - u AT)Dy> - [Du - u AT det Dy
Q

1

+h2((divy)* - detDr) + 5 (1~ [uf*)? detDy].
&

Proof Let {®,} g be the flow associated to 7 € C2°(Q, R?) defined in (1.13), and let
(ur, Ar) = (uo @, (d;1)* A). By definition of the pullback,

Ap=A1 0@ d(DN); + Ay o @1(D}),
(2.3) = (Ao ®;") -0, (D )dxy + (Ao @;Y) - 0,(D;V)dx,.

By identifying A, with a vector field in R?, we find that A; = DO;T.(A o ®;'). Here,
D®;” denotes (D®;')”. Thus, Du; — uf A] = [(Du - u*A") o ®;'| DD}, and by
using the change of variables x = @, (y), we ﬁnd

[ 1Pus = wATP = [ (D - utAT) (@71 (0) D] (x) P
= [ 1(Du = u* AT)(5)DOT(®:()) P det D, (7)dy
= [ [(Du = AT) (1) (D@, (7)) det D4 ().

We now look for an expansion of (D®;)™" and det D®,. We use the Taylor formula
with integral remainder and equation (1.13) to say that

12
q),(x) =X+ tat|t:0®,(x) + ?a%th:()q)t(x) + O(ts)
12
(2.4) = x+ tn(®:(x)) + ZDn(x).n(x) + O(£)
where, thanks to the compactness of the support of # the term O(#%), is such that

O(#*)/t® is bounded uniformly in x € Q. We can check that we can differentiate
with respect to x under the integral sign giving the term O(#’) to obtain that

DO, =1d + tDyy + LZZD(‘F O(#) with {=D#n.n. Now we use that for a matrix
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M e My(R) such that |[M] <1, we have (I+M)™'=1-M+M?>+O(|M|?) to
conclude that

2
(D®,) =1d - Dy - %D( + 2(Dn)? + O(F).

To compute the determinant det D®;, we recall that for two matrices M, N, we have

det (Id +tM + tzzN) =1+ ttr(M) + g [tr(N) + (tr(M))* —tr(M?))] + O(#)

(2.5)
and that
(tr(D1))? - tr(Dn)? = (divy)? - tr(Dr)? = 2det Dy
since
Dr [(divy)ld - Dr] = (S;Z; SjZ;) (_851’1,722 _aaf,ﬁl)
_ (8117182112 — 02110112 0 )
0 —027110112 + 017110212
(2.6) = (detDy)Id.
Thus,
(2.7) detD®; = 1+ tdivyy + gdiv( + 2 detDyy + O(£%).

Hence, we expand

2

2
f|Dut—qutT|2:fH(Du—uLAT)(Id—tD;y—tZD(+t2(D11)2+O(t3))
o o

2
x (1 + tdivy + %diV(+ t* detDny + O(t3))]

= /Q [|Du —utATP? —2t(Du - utAT) : (Du - u*AT)Dy
+ t|Du — ut AT divyy - £*(Du — utAT) : (Du - utAT)DC
+ §|Du — utAT]Pdiv( + £|(Du - ut AT)Dy?
+262(Du - utAT) : (Du - u*AT)(Dy)?
—262(Du - utAT) : (Du - u* AT)Dydivy
+ t*Du — ut AT)* det Dy + O(t3)]
= /Q [|Du —utAT]? —2t(Du - utAT) : (Du - utAT)Dy

+ t|Du — ut AT Pdivyy - £*(Du — utAT) : (Du - utAT)DC
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t2
+ E|Du —ut AT div( + t*|(Du - u* AT)Dy?

(2.8) — |Du - utATP deth] +0(£),
where we have used (2.6) again. However, we know that
he:=dA,=d[(O7")*A] = (9;")*dA = (ho ®;")(det DO, ")dx; A dx,.
Hence,
L= = [ 57 (x)) det DO (x) ~ hex e
= [ 11(») det DO (@,(1)) - hex? det DO, (y)dly
= [ 1h(7) det(D®1(7))" - hesf* det DO (7).

By using (2.7), we find that

2

2
/(; |hy — hey|? = /Q Uh (1 - tdivy + %div(— t* det Dy + tz(divn)z) — hex

x (1 + tdivyy + t—zzdiv6+ t* detDn)] +0(1)

- fg (11 = e = 26(h ~ hex) diviy = £ (h = heg ) hdive + 212 (divi)?
“ 26 (h - her)h det Dy + 262(h — het)h(divy)?
Ttk — hexPdiva + §|h  hexPdive + 2| - hey? det Dy
—28(h- hex)h(divn)z] +0(#)

- fQ (11~ e ~ th*divn + th2 divy ~ 2R3 divy + 212, divny
— h2 det Dy + h2, det Dry + tzhz(divq)z] +0(8)

- fQ (I~ hex]? — thdiviy ~ 2H2divg - 21 det Dy + 21 (div)?

(2.9) +0(1).

We have used that, since n has compact support, [,divqy and [, detDy=
1 [ div(n A 921, 0177 A i) vanish. At last, using again (2.7), we compute

[a-tuP)? = [ -u(@ )P = [ (1-ju()P)? detDo;()dy
(2.10) :fﬂ(l—|u\2)2(1+tdiv11+t—22diV(+t2detD17)+O(t3).

Putting together (2.8), (2.9), and (2.10) yields the result. [ |
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Similar but simpler computations give the following:

Proposition 2.3 Let n € C°(Q,R?) and let (u, A) € X. Then, with definitions (1.14)
and (1.15), we have

1 1 .
O0E.(u,n) = [Q [5 (|Du|2 + E(l - |u|2)2) divyy - (Du)"Du : Dn],

1
8*Ec(u, 1) = / |DuD#|* — [Du|? det Dy + F(l — |u[*)* det Dy.
Q €

It can be seen that GL, is infinitely Gateaux-differentiable on X, and its first and
second variations are given in the following proposition.

Proposition 2.4 The first and second outer variations of GL. at (u, A) with respect to
(v, B) € C=(Q,R?) x € (R?,R?), defined in (1.3)-(1.7) are given by

dGL(u, A,v,B) = L(Du —utAT)  (Dv - v*AT) - (Du—-u*AT) : u*BT
+ (h = hey)curl B — siz(l —uP)u-v
d’GL.(u,A,v,B) = /Q |Dg — u* BT —v*AT? + 2(Du — ut AT) : v* BT + (curl B)?
b A= PV = 2 ().

The first and second outer variations of E¢ at u with respect to v € € (Q, R?), defined
in an analogous manner as for GL,, are given by

1
dEg(u,v):[Du:Dv——2(1—|u|2)u-v,
o €

1 2
CE(uv) = [ D+ (1= PV = S (uev).
Q g2 &

Now we give a link between inner and outer variations when these quantities are
computed at a smooth point. This link was previously observed in [22, 23, 24].

Proposition 2.5 Let € C°(Q,R?) and let (u, A) € X n (C*(Q,R?))? then
8GL,(u, A, 1) = dGL, (u, A, -Du.n,-DA.y + Dyy".A)
8’ GLe (4, A, 1) = dGLe (u, A, D*u[n, ] + Du.(, D*A[n, ] + DA.{ + D{".A+ 2Dy DA.1y)
+d’GLe (4, A, ~Du.nj,~DA.y + D" .A) .
Ifu e H'(Q,R*) n C*(Q,R?) then
0E.(u,n) = dE;(u, -Du.n)

8?E(u, ) = dE.(u, D*u[n, n] + Du.{) + d*E¢(u, ~Du.1).
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Proof We first show that, for V € €*(Q, R?), we have

2

Vi () = V() - DV() () + 5 Xo(») + O(F)

with Xy = D?V[#,%] +DVD#. In order to do that, we use the following Taylor
expansion:

2

Vo, (y) = V(y) + tddi-o(V 0 @) (y) + %3ft\r=o(V 0 ®;")(y) +O(t")

= V() + DV().aiwa® () + 5 (D V() [Bula®7 (). o7 ()]
+DV ()00 ®;' () + O(F).

We first compute the derivatives with respect to ¢ of ®;'. We use the expansion of @,
given in (2.4) and the relation

_ _ - t* , -
x = 0@ (x)) = @ (%) + (@ (%)) + - Dy(@7 (). (@ (%)) + O(F).
Differentiating with respect to t yields
0= 9,®;" (x) + tDy(P@;' (x)).0: @7 + (@) + Dy (@ (x)).n (@ (x)) + O(#),

and evaluating at ¢ = 0, we find that 9;|,-o®;"(x) = —5(x). We can differentiate once
more with respect to ¢ to obtain

0 =0¢,®;" (x) + 2D (P} (x)).0, ;" (x) + (@7 (x)).1(@7 ' (x)) + O(t).

Evaluating at ¢ = 0 and using the expression previously found for 9;|;-o®;"(x), we
arrive at 97,|;-o®;*(x) = Dy(x).n(x). By the Taylor formula with integral remainder,
we know that

2.11) ®71(x) = x - tn(x) + %Dq(x).q(x) L o(#),

and we can check that we can differentiate under the integral sign giving the term in

O(#?) to obtain also that D®;(x) = 1d - tDy(x) + %D((x) +O(t), where {(x) =
D#(x).n(x). Thus, we obtain

2
(2.12) Vod'=V - tDV.yy+ % (D*V[n,n] + DV.(Dy.n)) + O(£).

Now we recall from (2.3) that, with some abuse of notation, (®;')*A = D®;T(A o
®;'). Thus, by using the formula (2.11), we can write

2 T
(DY) A = (m — tDy(x) + %D((x) + O(t3))

x (A — tDA.f + g(DZA[q, 7]+ DAL) +O(£))
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= A-t(DA.{+ (Dn)T.A)
+§(Dbﬁmq]+DA(+D(?A+2Dq?UL&m)+o(P)

Thus, if we let (us, A;) := (u o @, (®L)* A), by using (2.12) applied to V = u and by
assuming that (u, A) € (C*(Q,R?))?, we find that

2
GL¢(ur, Ay) = GLe(u - tDu.ny + E(Dzu[q, 7] +Du) + O(£*), A— t(DA.y + DyT . A)

+ g (D?A[n, 7] + DAL+ DL™.A + 2Dy " (DA.g)) + O(F) )

= GLe(u, A) + tdGL, (4, A, ~Du.n, ~-DA.5y + (D) TA)
t2
+ EdGLE(u, A,D’un,n] +Du.{,D*A[n,n] + DA.{ + D{".A+ 2Dy " .(DA.%)))

t2
+ EdeLg(u,A)(—Du.n, —DA.q +Dy)T.A) + O(£?).

By identification, we conclude. A density argument allows us to extend this result for
(u, A) € (C*(Q,R?))2. Similar computations for E, give the result. [

Since critical points of the GL energy in the Coulomb gauge are smooth, we can
use Proposition 2.5, and we can deduce that stable critical points of GL, satisfy that
they have a nonnegative second inner variation. This is summarized in the following
corollary.

Corollary 2.6 Let (u,A) be in X such that dGL.(u,A,v,B) =0 for any (v,B) ¢
(€ (Q,R?*))? and with A in the Coulomb gauge, then SGL,(u,n) =0 for any 1 €
CX(Q,R?). If we assume furthermore that d*GL¢(u,A,v,B) >0 for any (v,B) €
(€2 (Q,R?))?, then 8*GL(u, A, 1) > 0 for any n € C(Q,R?). Similar results hold
for the nonmagnetic GL energy.

2.3 Some remarks about inner variations

The link between inner and outer variations for regular argument was already
observed in [22, 23, 24]. In order to make a direct link between the first and

second inner variations when the argument is regular, one can also use that for
1€ CT(Q,R?),

(divyy)* - tr(D#)? = 2det Dy = div[(divy)n - Dn.y],
and integrate by parts several times.
To examine the difference between inner and outer variations from the point of

view of stability, we can start by considering the 1D case. Let Q = (a,b) c Rbean open
interval with a < b. By using, for example, [24, Lemma 2.4], we can show that for an

energy of the form E(V) = fab F(V,V') = fab (IV'*2+ f(V))dxwith f: R>Ra
smooth function, the second inner variation is given by

b
eV = [ BFV VOV = [PV
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for all n € €2((a,b),R). Surprisingly, this quantity does not depend on f and is
always nonnegative. This allows us to recover the following known result about strictly
monotone solutions of ODEs in 1D.

Proposition 2.7 Let V eC*((a,b),R) be a critical point of &E(V)-=
fah (IV'[*/2+ f(V)) with feC>(R,R) (ie, a solution of =V + f(V)=0 in
(a,b)). Assume furthermore that V is strictly monotone. Then V is stable; that is,

fab I/ + f"(V)9*) 20, VgeCZ((a,b)).

Proof We first observe that V is in €*((a,b). Then every ¢ € C((a,b)) can
be written as ¢ = V' since V' does not vanish in (a,b). We can thus use a
result analogous to Proposition 2.5 - see, for example, [24, Corollary 2.3] - and
the fact that dE(V,D*V[#, %]+ DV.(D#y.n)) =0 since D*V[#n, 5]+ DV.(D#y.n) €
C((a, b),R) to conclude that

dE(V, ) = 6*(E, - )/a (V, V[V, V]|(%),|220

forall ¢ € C°((a,b)). ]

For a classical proof of the above fact, we refer to Proposition 1.2.1 and Definition
1.2.11n [14].

3 Passing to the limit in the second inner variation

From the expression of the second inner variation of GL, given in Proposition 2.2,
it appears that to understand the limit of 6*GL, (u, A, 17)/h2, for {(ue, Ae)}eso @
family of critical points of the GL energy, we need to understand the limit of all the
quadratic terms in the derivatives |97 u|?/h2, |05 u.[>/h2, and (/' u, 35<u.)/h2,.
This is the object of this section.

ex>

3.1 The case with magnetic field

The following proposition is mainly the lower-bound for the I'-convergence result of
GL,/h2, obtained in [32]. We present the proof here to underline the fact that, thanks
to assumption (H), we know the limit of the energy density.

Proposition 3.1  Let {(u,, Ac) }eso be a family of critical points of GL, satisfying (1.8)-
(1.9). We set j. = (iue, (V —iA¢)u.) and h, = curl A,.

1) Up to a subsequence,

e Ag 1 e + A . *
o) Ut g, (eor(a)

forevery y € (0,1) and

el in L*(Q)
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with =V*h = jand y = —Ah + h. Furthermore,

liminf
=0

GL(ue, Ay) 1 2
72>hm1({1fff (|Vh| + [he = heyl )

ex ex

lul(Q) 7f 2 2
> Q(|vh| +|h-17).

2) We set ge(ue, Ae) i= L (| Vel + |he = hexl* + 55 (1= |uel*)?). Let us assume that

(H) holds then,

(1) W Sl (|vh| +|h=1P) in M(Q),

(3.2)

IO o+ 2, T o s B, s oy
and

63 o (I91alP + 551 1uP)?) =0 (.

Proof We recall thatif (u, A) is a solution to (1.4), then |u| < 1in Q; see, for example,
[32, Chapter 3]. We also observe that near points where u does not vanish, we can write
u = pe'?. Even if the phase ¢ is not globally defined, it can be seen that its gradient is
globally defined. Using the second equation in (1.4), we find that

-Vih=p*(Ve - A).
We can also see that
[V aul® = |V]ul* + p*[Ve - AP,

1 1
GLe(ue, Ae) = = f |V|Mg||2 + |“8|2|v‘/’s —A£|2 +|he - heX|2 + ?(1 - |”£|2)2

h|2 1
(3.4) = 5 ool o e+ 2 (1 )’

1 1
(35) > o [Tl TR+ e+ (1= )
2Ja 2¢

Then, we can use the energy bound GL,(u,, A;) < Ch2, to deduce that h,/hey is
bounded in H'(Q) and thus converges weakly in that space, up to a subsequence,
to some h € H'(Q)). We also observe that, since we consider solutions to (1.4), then
je=-Vtheand p(ue, Ae) = curl jo + he = =Ahe + hy = —Ah + h = pin H'(Q). We
now show the convergence of y, = p(ue, Ag) in (C*?(Q))* and the lower bound.
Since we assume in (1.9) that hey < C|loge|, we have from (1.8) that GL, (u,, A¢) <
Ch2, < C|loge|*. We can then apply Proposition L1 in [29] (see also [32, Theorem

ex —
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4.1])* to find a family of balls (depending on €) (B;)ics, = (B(a;,7i))e1, such that

sl ()] € 3} < U Blainry),

iel,
Z r < ;
iel, o |1085|6

1
5[3 Vhe|? > 7ldi|log el (1 - 0. (1))

with h, = curl A,, d; = deg(ﬁ, 0B;) if B; c Q and 0 otherwise.
We let V; := U, Bi. Then by using (3.5), we find

1
GLe(ter A0 Vo) > 5 fV Vhe2 > 7S |dil|logel (1 - 0c(1)).
€ iel,

Note that (3.5) and (1.8) imply that }°,.; |d;| < C|loge| < Chey. Now let U be an open
sub-domain of Q; working in U will be useful to prove point 2). We can write

GL:(ue, Ae, U) = GL(ue, A, Vi) + GLe (e, Ae, U\ V)
1 1
3.6 =3 hsz *f hez hs_hex2
(3.6) 2[\15Iv |+2 U\VE(|V " |)
1
3.7 > di 1 *f hsz hs_hex2 - hz .
67) w S ldilogel 3 [ (T + e~ o) - o(1,)

We divide by 42, to obtain

GL(u, AL, U) 1 [ 2 2
3.8 T T s he he — hex
68) e L
ldilogel [ (9P b
> g2 Z108 % 2| —o(D).
- ﬂ heX hex + U\VE hex + hex 0( )

Since Yy, i — 0, we can extract a subsequence &, — 0 such that if we set Ay :=
e—0

2

h

Unsn Ve,» we have [Ay| — 0 when N — +o0. By weak convergence of h, in H'(Q),

for every N fixed,
he © ke, | he © ke, |
lim inf Vhe, +|—= —1| >liminf Vhe, +|— -1
n—>+o0 JU\V, hex hex no+oo JU\Ay | hex hex

z[ |Vh|? +|h -1
U\.AN

We then pass to the limit N — +oo to find

2

Vhs g 2 2
z > h h-1]".
W > [ vhP+ -1

However, coming back to (3.7) and using that GL,(u., A¢) < Ch2,, we find that
h%x > ier |di| stays bounded. Hence, % Y. dib,, converges, up to a subsequence in

(3.9) liminf

n—+oo U\Vsy‘

+‘h 1
hex

3The reason why we refer to [29] is that the lower bound is explicitly stated in terms of fu B. |Vhe|?
there and not in terms of the full energy.
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(€3(U))*). We then use the Jacobian estimate of Theorem 6.1 in [32] in U to say
that this limit is also the limit of y, and thus is equal to ¢ = —Ah + h. Theorem 6.2 in
[32] applied in Q implies that y, converges toward g in (Gg’y(Q))*. We then pass to
the limit in (3.8), and we use (3.9) to obtain

. GLE,, (ue,,) As,,: U) 1 2 2
Iminf T 2 g Tkl ¢ )
1 1
3.10 > —|ul(U) + = h? +|h-17%).
(3.10) > Slul(U) + 3 [ (9hP+1h-1P)
This proves point 1).

To prove point 2), we assume that (H) holds. Then we set
1 1
ge= (|Vu£|2 e = e + 55 (1 |ug|2)2) dx.
We have that g.(Q) — (55 ul + 3 (IVA[* +|h -1*)) (Q) and

L. 1 1
timinf g.(U) > (5 lul + 3 (VA + [ -1P)) (V)

for every open set U c Q). We can then apply Proposition 1.80 in [4] to deduce that
(3.1) holds. By using (3.4)-(3.5) and the strong convergence of Z‘—; in L*(Q), we also
arrive at (3.2) and (3.3). [

We are now ready to examine the convergence of the quadratic terms appearing in
the formula for the second inner variation in Proposition 2.2.

Proposition 3.2 Let {(ue, A¢) }eso be a family of critical points of GL. satisfying (1.8)
and (1.9). Let us assume that (H) holds. Then, either the limiting vorticity is constant
equal to 1 in all of Q) or, in the sense of measures,

o cue B h|2+M |05 u|?
h2, 2 21 h2,
(affus,a’;fus)
h2,

L louhp + H
|1|+2)t

- —alhazh.

[04eu ?  [0feu,? (0% u,,0%u,)
Proof Thanks to (1.8), the measures 2 L2 are bounded.

>

and

Thus, there exist v1, v, v3 in M(Q) such te};at, in the sense of me:sures,
|07 ue* |03 uel® (07 tte, 03 e

hix hi hix

We use that from Corollary 2.6, we have that dGL,(u., Ae, 1) =0 for all ¢
€ (Q,R?), and this implies, thanks to the expressions in Proposition 2.2, that
hédiv( T.) = 0 in Q, where T, is defined in (1.27). Then, by using (3.3), we pass to
the limit when & — 0 in the sense of distributions to find that

- |82]’l|2 + V1, - |81]’l|2 + V),

- —alhazl’l + V3.

BT . Vi— V2 V3 _
(3.11) div(Ty) + le( vs vy - V1) =0,
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where (Ty)ij = 0;hd;h — 3(|Vh|* + h*)8;;. But we can use Theorem 1.2 obtained

—V2 V3

in [31, 32] to say that div(Tj) = 0 and deduce that div (VI ) = 0. This

V3 V2 =W
equation can be rewritten as the Cauchy-Riemann system

al(VI—V2)+82V3 = 0
811/3—82(\/1—1/2) = 0

or 0;(v; — v, — ivs) = 0, where 0; = %(81 + 10, ). Since the operator 0; is elliptic, we
deduce that v, — v, — iv3 is holomorphic in Q. Now we can show that if Q = supp y,
then h is constantly equal to 1. Indeed, by contradiction, if there exists xy € Q such
that |[Vh(xo)| # 0, then from [27, Theorem 3.1]* there exists a neighbourhood w,, of
Xo in which we have y = i2|vh|g—qsuppﬂﬂ{|vh\>0} with supp u n {|Vh| > 0}, which is
a C' curve. Hence, we find that || vanishes in a small ball included in w,, and not
intersecting this curve. This is a contradiction, and thus, we find that 4 is constant,
and & being equal to 1 on 0}, we conclude that h =1land y = —-Ah + h =1in Q.
Hence, if h # 1, then supp y # Q, and thus, there exists a ball B c Q such that
|l 5 = 0. We thus deduce from (3.2) that h,/he, converges strongly to h in B and
vy = v, = 01in Bsince v; + v, = |u|/A and vy, v, > 0.
From (3.2), we also find that }l,zvlhli‘zz — |Vh|? in B. Since |[Vh|*dx does not charge
the boundary 0B from [15, Theorem 1.40], we deduce that

|Vhe| 2
th§X|u£|2 —>fB|Vh| .

Since h./hex — hin H'(B), we can also assume that, up to a subsequence, Vh,/hex —
Vh a.e. in B. From the energy bound (1.8), we also know that |u.|* - 1in L?(Q), and
hence, up to a subsequence, |u.| — 1a.e. Hence Brezis-Lieb’s lemma implies that
Vhs
hex|u£|

(3.12) - Vh inL*(B).

Now if we write, locally near a point where u, does not vanish, u, = p.e’?:, then
affus = 0jug — iAu, = Bj-pge"“”s +iug (09, — iA;)
and
(0 1e, 93 ue) = 91pedape + p2 (919 — A7) (929 - A3).
Recalling that -V*h, = p2(V¢. — A), we arrive at

02h:0:h,

(98 1y 0% u,) = On[use]Dfute] - o
&€

We use (3.3) to infer that p, /hex — 0 strongly in H'(Q), and then we use this together
with (3.12) to find that > (9;"* 1., 95 “u,) — —9,hd,h in L'(B). This implies that v = 0
in B.

4 This result is recalled in the appendix for the comfort of the reader.
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We have thus obtained that v; — v, — iv3 vanishes in the ball B. This quantity being
holomorphic, the principle of isolated zeros implies that v; = v, and v3 = 0 everywhere

in Q. Since v; + v, = |y|/A, we find that v; = v, = M and v3 = 0. ]

3.2 The case without magnetic field

In this section, we state the analogue of Proposition 3.1 and 3.2 in the case of the GL
energy without magnetic field. Since the proofs require only minor adaptations of the
previous paragraph, they are left to the reader.

Proposition 3.3 Let {uc} >0 be a family of critical points of E, satzsfymg (1.21). We
set je = (iue, Vu,) and U, € H'(Q) the unique function such that V*U, = j. and

JaUe=

1) Up to a subsequence,

u(ue)  curl j, ) 0 %
3.13 - R e0r(Q
1) logel "~ Jloge| =7 ¥ ™ (€7 (@)

foreveryy € (0,1) and

Je ) U, .2
— 7, —\h L Q
llogel o 7 Tloge] s " ")

(3.14)

with =v*U = jand y = —AU. Furthermore,

B O |1 o
3.15 lim inf U
(3.15) Hgl—%) |logs|2 =Ty ) VUl
2) Let us assume that (H') holds. Then, if we set e.(u) := 1 (|Vul* + 3 (1 - [u]*)?),
then
ec(ug) 1 1 N
3.16 - = - U M(Q),
616) ) i+ 2 (19UP) i)

U —~ |VUJ* + |u| in M(Q) and _vul VU + || in M(Q).

[logel? [uc[?|log e]?

Proposition 3.4 Let {u. } .~ be a family of critical points of E.. Let us assume that (H’)
holds, then, in the sense of measures,

|Ouue|® lul  |9auel® 2, vl
317 - -, - |0, U —
(3.17) |log €|? 02U + 2 |log €|? iU+ 2
(3.18) M - —0,U0,U

|log e?

Proof The proof follows the same lines as the proof of Proposition 3.2. However, we
use [26, Theorem 1.3]° to say that y is locally supported on a union of curves instead
of the results in [27, Theorem 3.1]. [ ]

Scf. Appendix.
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3.3 Proofs of the main theorems

We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3  Let 7 € C°(Q, R?). We want to understand the limit of

8’GLe(ue, Aeyyp) 1
#8’7 - fn (|(Du ~utAT)Dy* - |Du - ut AT det Dy
. 1
+h*[(divny)® - detDy] + 8—2(1 —|u*)? deth).
We note that
|(Du = u* ANYDr [ = [0F ul!| Vi + 03 ul*|V ol + 28] u, 03 u) V1 - V2.

Now, since |V 4u|*/h2, and (1 - |u|*)?/hZ, are bounded sequences in L'(Q), we can
extract subsequences for which we have the following convergence in the sense of
measures:

|ai4£ U’
hé,

oteu,, 0% u, 1-|ul?)?
7( ! hgxz ) - —81h82h+v3, 7( £2|hg|x) — V4,

|a?£”e|2

- |82h|2 + W
© Ry

- |31h|2 + vy,

with vy, v2,v3, v4 € M(Q). By using that h,/hey is bounded in H'(Q), we also have
that, up to a subsequence h, — h strongly in L?(Q). Thus, we can pass to the limit and

we find that
82GL,(u,, A,,
e — [ [0+ wIvmf + (k5 v2) e

— (281h82h — 2V3)V1’]1 . Vﬂz
+ (|Vh[* + v, + v;) det Dyy + b* [(divn)2 - detDn] + vy deth].

Now, if we assume the convergence of energy (H), then (3.3) and Proposition 3.2 give
that v; = v, = |u|/2A, v3 = 0 and v4 = 0. This allows us to rewrite

8*GLe(ue, A
£1_I)l’é # = ‘/‘; (|azh\2|V171|2 + \31h|2|V172|2 - 281h82hvm - V12
D 2
+\Vh|2detD17+h2[(divq)z—deth])+/(| 2’1‘ —detDn)#,
Q

We can conclude since |DyTV*h|? =|0,h)2|Vm|? +|01h|*| V2| - 201h0,hV i, -
V1. To finish the proof, we need to show the validity of (1.17). This is a consequence of
the link between inner and outer variations cf. Corollary 2.6, the definition of stability,
and the limit of the second inner variation previously obtained. ]

The proof of Theorem 1.4 follows the same lines by using Proposition 3.4 and is left
to the reader.
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4 Analyzing the limiting stability condition

As a consequence of Corollary 2.6 and Theorem 1.3, we can see that if { (¢¢, A¢) }eso is
a family of stable critical points of GL,, then Q;, () > 0 for every 1 € C°(Q, R?), with
Qj, defined in (1.16). We would like to analyze if this limiting stability condition implies
more regularity on the limiting vorticity. In the case with magnetic field, we take a
specific example of an admissible limiting vorticity supported on a line in the Lipschitz
bounded domain® Q = (~L, L)?, and we show that the associated limiting magnetic
field h satisfies that Q,(#7) > 0 for every 5 € C°(Q,R?) if L > 0 is small enough,
whereas there exists 7 € € (Q,R?) such that Q,(#) < 0 for L large enough. This
shows that the link between limiting stability of the vorticity measure and regularity
might be subtle and may depend on other factors such as the size of the domain. In
the case without magnetic field, the situation is even worse in a sense. Indeed, we can
use a result of Iwaniec-Onninen [18] to prove that every limiting vorticity measure
satisfies that Qu(#) > 0 for every 1 € C%°(Q, R?), where Qy is defined in (1.26). This
shows that no supplementary regularity can be obtained from our limiting stability
condition in that case.

4.1 The case with magnetic field

Proposition 4.1 Let Q= (-L,L)%. We set h(x,y) =e ¥ for (x,y) € Q. Then h
satisfies —Ah + h = p in Q with y = _Zj'q{x:o}’ and h satisfies (1.10). With Qy, defined
in (1.16), we have that

1) if L > 0 is small enough, then Q, (1) > 0 for all n € CZ°(Q, R?),

2) if L > 0 is large enough, then Qy,(17) < 0 for n = (cos 2 sin 7%, — sin Z& cos 7).
Proof We can check by direct computation that —Ah + h = —29{1 {x0} Since the

1D function satisfies —h"" + h = =28,-9. Besides, the condition (1.10) is equivalent to
(|W'|* = h*)" =0 in (-L,L) since h is a function of one variable. But we have that
|h'|? = |h|* so (1.10) is satisfied. We now consider the stability/instability properties.

1) We first observe that

Dyl

1
(4.1) |det Dy = |01 A 9277] < [0177][0211| < 5(\81f7|2 +[021[*) = >

Hence,
Qu(n)> [ [IDy"v h = (VA + h?) detDy + W (div 1)*]
> [ (W9l - (B + 1) detDy + 2 (div n)?]
Then we show the following Poincaré type inequality: for every #; € C°(Q, R),

(4.2)

-2|x| 2dxdy < 2L(e2 —1 -2l 5 2dxdy.
f(_wze Im(x y)Pdedy <2L(e™ -1) | e aum(x, y)Pdxdy

% Even if we assumed Q smooth at the beginning, it can be seen that our analysis is still valid for such
Lipschitz domains.
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Indeed, we write

x 2
2 2 _ 2
f(—L,L)Z h |’71| = [—L,L)Z h (x) ([L 811’]1(5,)/)(‘15) dxdy

2 x 2
< ./(‘—L,L)Z h*(x) [L [o1771(s, ¥)|°ds(x + L)dxdy
L
2 2
<2L /:L h*(x)dx [—L,L)Z |o1771(s, y)|“dsdy

L
2L 2 2L f —2Js| )P
< /:L h*(x)dx x e x Loy e o1 (s, y)|“dsdy

<2L(1- e )e?t f

e72‘5||81171(s, y)|2dsdy.
(-L.Ly?

We notice that, since |h'|* = h? = g2l

fg(|h'|2+h2)detDn:;/Q(\h'|2+h2)div(;1/\8217,81;1/\;1)
1
=3 Q(|h'|2+h2)”1A32’1:—[(hz)/(ﬂlamz—ﬂzazm)

=72f(h2),ﬂ182n2=74f hh,mazﬂz.
Q Q

By using successively two Young’s inequalities, by observing that |h’|* = |h?| =
e~2¥I, and by employing the former Poincarés inequality (4.2), we find that

Quln) > [ IWPIV1af + 4k 11dsn + (3 + 3312

|2

02172
> [ WPl - 202k - 22

o

2 2 2 _ 2 2 _ 9275/
+ b5 ([01m|” + |02m2|” = B7[01m] 2

72 2 2 1 2
> [Pl G o - g+l

+]0im1|* (1- B> - 4a’L(e* -1)) ]

Now we choose first 8 so that 1- %> 0 and 2 — # > 0. This amounts to take
1/37/2 < 8 < 1. Then we choose « big enough so that 2 — 4 — 4 > 0, and it remains

az " p?
to adjust L to have 1 — % — 4a®L(e*L — 1) > 0. Thus. the first point is proved.

= X Gn ™ gin 2 cos 22T
2) Letn = (cos 77 sin 37, —sin 37 cos 37 ) . We can compute that

Dn=— nx %’ - Tg
2L \ —cos Z£ cos £ sin ZX sin £

Vi (—sin’z”L‘sin T cos ZX cos ”y)
2L 2L 2L S o7
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Dy 2
Thus, | 2’” = 2 (sin® 2 sin® 72 + cos” 2= cos” 72 and detDy =
2
70 gin? 1% gin? 2 mx 62 ”y
a7 (=sin® ZE sin® 27 + cos® 77 cos” 57 ). Thus, we see that

[ [Drf* —detDy | d|u| = [ 2sin*(0) sin® ydy 0.
o\ 2 412

However, direct computations show that

2
2 nx 27y 2 TX . 2 TTY
[ WV = i [(_L’L)Z| '*(cos? 5 <o i+sm ﬂsm 2L)

:szfoLe—zwx\:M
412 L ’

4L

and

2 rL
f (|h'\2 + hz)deth :l / 202l (c052 X in? ﬂx) f 20|
Q 2L 2L

2 L
= f *cos X = Re / e
L L 0
2 LP(1+e ) 2712L(1 +e )
4L+ m)L (4L +7?)

We also observe that divy = 0. Hence,

m*(1-e™2) 2722L(1+e72h)

Qu(1n) = 4L (L2 + )
TreT ] (SR S (U B A )
7.[2

=——  [-41? + 7? - e (12L% + 1) ].
eIl ( J

It is easily seen that when L is large enough, this quantity is negative.
4.2 The case without magnetic field

In the case without magnetic field, the limiting stability condition never implies any
further regularity on the limiting vorticity measure .

Proposition 4.2 Let y be in H(Q) and U be in H'(Q) satisfying (1.25), then
Qu(n) > 0 for every 1 in C° (Q,R?); with Qu defined in (1.26).

Proof By using (4.1), we find that for every € €2°(Q, Rz),
Qu(n) 2 fQIDnTVlUIZ—WUFdeth

= f ViU ® ViU : DyDy" - |[VU[* det Dy
Q

L L |V ? 2D ’1|2
:fﬂ ViU e viU - Y1) pyDy +f|VU| ~ detDy
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2 D 2
= fﬂ(viUe@viU—'V;]'Id) : (DanT—lmId)

2

In the last equality, we have wused that (VlU® ViU - @Id) :1d =
tr(V*U @ V*U - ﬁld) =0. Now we remark that (V*U® VU - wld) =
-(vuevu- L)

We take advantage of the complex structure of R? ~ C and, by denoting 9, = (9; -
id)/2 and 0; = (0; + id,)/2, we can prove that

(4.3)
2 2
f (le® ViU - |VU|Id) : (DnDnT - |D'7|Id) = 8Re[ 0.U(0:U)0d,10:1
Q 2 2 Q
D 2
(4.4) fo |vU[? ('g' - detDn) = 4f0(|azU|2 +|0:U»)|0:1].

Indeed, on the one hand,

2 2
(le VU - IV;J|1d) : (DnDnT - |Dz'71d)

(2R g,upu | (Rl gy, vy,
—82U81U w V;zh . Vﬂz w

1
= 5 (10:UF = s UP) (Vi = [V1al*) = 20,00, UV - Vi,

and on the other hand,
16Re(azUmaznam)
= Re{(alU —i92U) (81U = i9,U) (31 (1 + inz) — ida(n1 + ina2)) (B1(mpy + ina2) + id2 (1 + inz))}
= Re{(\¢31U|2 —|9,U)? - 21'31U32U)[(31111 +0212) (0111 — 92112) — (01172 — 92171) (91772 + D211)
+ i((amz — 02m1) (0111 — 92172) + (11 + D212) (B2 + a2711))]}
=Re{ (|01UP - [0 - 2i0009:U) (|9 * - V2 + 291 - V12) |
== [(102UP - [0 UP) (|Vm[* - [Vn2]*) = 401U, UV - V2]«

This proves (4.3), and (4.4) is proved in a similar way.
We are thus led to prove that

(45)
1 [
> [ (0.UP + 0:UP)aznf - Re [ 9.U(@0:0)0n9:n20 Ve €7(Q,C).
Q Q
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Since U is real-valued, it satisfies that (9,U)? = (9,U)(9;U), and from equation
(1.25) (see also [31, Theorem 3] or [32, Theorem 13.2]), we know that (9,U)? is
holomorphic in Q. We can invoke Theorem 1.10 in [18] to conclude that (4.5) is true.
Note that in the statement of Theorem 1.10 in [18], the quantity appearing is

1 -
> [ (0.UP +[0:UP)[0znf + Re [ 0.U(0:0)0.19:.
But the proof of the nonnegativity of this quantity for U such that (0,U)(0;U)

is holomorphic and for all 5 € C°(Q,C) adapts with the minus sign (i.e., for the
quantity appearing in (4.5)). Indeed, the proof of this fact rests upon the inequality

-G Doen >

[ @.0)(@:0).n9:1

valid for U satisfying that (0,U)(0;U) is holomorphic and for all 4 € €2°(Q, C), cf.
Lemma 1.11 in [18], and then we use

-ReanZU(aZU)azqamz—’[g(azu)(aiu)aznam

instead of

ReanZU(azU)aznamz—‘/Q(GZU)(GZU)BZWBM

in the proof of Theorem 1.10 in [18] to arrive at (4.5). [ ]

5 Conclusion and perspectives

We have shown, in a certain regime of applied magnetic field (1.9) and for solutions
satisfying the energy bound (1.8), how to pass to the limit in the second inner
variations of the energy GL, if we assume the convergence of energies (H). Since
the T- limit E* of the sequence of energies GL, is convex, whereas the energies GL
are not conves, it is not direct to guess a limiting criticality condition (respectively
a limiting stability condition) for solutions to (1.4), (respectively stable solutions) to
(1.1). In particular, whereas limiting vorticity measures of solutions to (1.4) satisfy
—Ah + h = p in Q with h which is stationary (i.e., critical for the inner variations) for
L(h) = [,(|Vh]> + h?), it is not true that stable limiting vorticities of stable solutions
verify that the second inner variation of £ is nonnegative since this second inner
variation can be computed to be equal to

SZL(h,n):M(h,Dq.;q)+fQ(|D;7th|2—(|Vh|2—h2)detD;7).

The right limiting stable condition is given by (1.17)-(1.16). The example analyzed in
Section 4 tends to show that the stability condition does not prevent limiting vorticity
measures to concentrate on curves and that no further regularity for stable limiting
vorticity could be deduced. This is definitely the case for the GL equations without
magnetic field as shown by Proposition 4.2.
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As for [31, Theorem 1], our result Theorem 1.3 is interesting only if the total number
of vortices N, = ¥ |d¢| appearing in (1.11) is of the same order as hey. As explained
in [31, Theorem 2], for {(ue, A¢) }eso a family of solutions to (1.4), if N, > hey, then
p(ue, Ae) [N, converges to zero in the sense of measures, whereas if N, < hy, then
p(ue, Ae)/Ne = p with uVho =0 and hg the solution to —Ahg + ho = 0 in Q with
h =1o0n 0Q, and hence, the support of y is included in the set of critical points of .
For minimizers, it was proved in [30, 32] that vortices accumulate near minimizing
points of 1g. We can also ask if there exist supplementary conditions in the limit e - 0
for stable solutions with N, << hey such as vortices accumulating toward stable critical
points of kg in Q. However, this seems to require different techniques than the ones
used in this paper.

Appendix

Here, we recall two results used in the proof of main theorems. These results aim at
describing the limiting vorticities near regular points of the limiting field /. Note that
we can define regular and critical points of & since it is proved in [32, Theorem 13.1]
that |V h|? is continuous in Q.

Theorem 5.1(27, Theorem 3.1] Let h € H'(Q) and y € M(Q) be such that —-Ah + h =
yand Z?zl 0j [2a,~hajh — (|Vh[* + h?) 6,~j] =0inQfori=1,2. Let xy € supp y be such
that [Vh(xo)| # 0. Then there exists R > 0 and H € C>*(B(xo, R)) for every 0 < a < 1
such that

SUPP {4 B(x9,R) = {x €B(x0,R): H(x) =0} =T
and VH(x)#0 for every x € B(xo,R). Furthermore, y|pg(x, )= +2|Vh|f7-€ir or
HB(x0.R) = 2| V|

Theorem 5.2 [26, Theorem 1.3] Let h € H'(Q) and p € M(Q) be such that Ah = u
and ¥5_,0;[20:hd;h — |Vh[*8;;] = 0 in Q for i =1,2. Let xo € supp u be such that
|Vh(x0)| # 0. Then there exists R > 0 and H a harmonic function in B(xo, R) such that

SUPP {4 B(x9,R) = {x € B(x0,R) : H(x) =0} = r
and VH(x)#0 for every x € B(xo,R). Furthermore, y|pg(x, )= +2|Vh|17{if or
H|B(x0,R) = _2|vh|:}qf'
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