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RANDOM DYNAMICS AND
THERMODYNAMIC LIMITS
FOR POLYGONAL MARKOV
FIELDS IN THE PLANE
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Abstract

We construct random dynamics for collections of nonintersecting planar contours, leaving
invariant the distributions of length- and area-interacting polygonal Markov fields with
V-shaped nodes. The first of these dynamics is based on the dynamic construction of
consistent polygonal fields, as presented in the original articles by Arak (1983) and
Arak and Surgailis (1989), (1991), and it provides an easy-to-implement Metropolis-
type simulation algorithm. The second dynamics leads to a graphical construction in
the spirit of Ferndndez er al. (1998), (2002) and yields a perfect simulation scheme in a
finite window in the infinite-volume limit. This algorithm seems difficult to implement,
yet its value lies in that it allows for theoretical analysis of the thermodynamic limit
behaviour of length-interacting polygonal fields. The results thus obtained include, in
the class of infinite-volume Gibbs measures without infinite contours, the uniqueness and
exponential ¢-mixing of the thermodynamic limit of such fields in the low-temperature
region. Outside this class, we conjecture the existence of an infinite number of extreme
phases breaking both the translational and rotational symmetries.

Keywords: Polygonal Markov field; random dynamics; Metropolis simulation; perfect
simulation; thermodynamic limit; phase transition
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1. Introduction

An example of a planar Markov field with polygonal realisations was first introduced in
Arak (1983). The original Arak process in a bounded open convex set D is constructed as
briefly sketched below. We define the family I"p of admissible polygonal configurations on D
by taking all the finite planar graphs y in D U d D, with straight line-segments as edges, such
that

(P1) the edges of y do not intersect,

(P2) all the interior vertices of y (lying in D) are of degree 2,

(P3) all the boundary vertices of y (lying in d D) are of degree 1, and
(P4) no two edges of y are collinear.

In other words, y consists of a finite number of disjoint polygons, possibly nested and truncated
by the boundary. Furthermore, for a finite collection (/) = (;)}_, of straight lines intersecting
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D, we write I'p (/) for the family of admissible configurations y with the additional properties
thaty C Ufl: 1 li and y N ; isasingle interval of strictly positive lengthforeach/;, i = 1,...,n,
possibly with some isolated points added.

Let Ap be the restriction to D of a homogeneous Poisson line process A with intensity
measure given by the standard isometry-invariant Lebesgue measure w on the space of straight
lines in R?. One possible construction of 1 is to identify a straight line / with the pair (¢, p) €
[0, 7) x R (where (p sin(¢), p cos(¢)) is the vector orthogonal to /), join it to the origin, and
then endow the parameter space [0, 7) x R with the usual Lebesgue measure. In the above
notation, the polygonal Arak process 4p on D arises as the Gibbsian modification of the
process induced on I'p by A p, with Hamiltonian given by twice the total edge length, that is
to say
E}  crpapnG €xp(—2length(y))

E}  crpap) exp(—2length(y))

for all sets G € I'p Borel measurable with respect to, say, the usual Hausdorff distance
topology; see Section 4 of Arak and Surgailis (1989). Recall that the Hausdorff distance
between two compact sets C; and C» is given by

P(Ap € G) = ey

ou(C1, Ca) = max(max dist(x, Ca), max dist(y, cl)),
xeCy yeCs

where dist(x, C) := infycc dist(x, y). The Arak process has a number of remarkable prop-
erties. It is exactly solvable (an explicit formula for the partition function is available),
consistent (4 p coincides in distribution with the restriction of A¢ to D, for C O D), and
has a two-dimensional Markov property stating that the conditional behaviour of the process in
an open bounded domain depends on the exterior configuration only through arbitrarily close
neighbourhoods of the boundary; again see Section 4 of Arak and Surgailis (1989).

These nice features are shared by a much broader class of processes called consistent poly-
gonal Markov fields, which were introduced and investigated in detail in Arak and Surgailis
(1989), (1991). Arak et al. (1993) introduced an alternative, point-based, rather than line-
based, representation of these models. Our description below specialises the standard Arak
process Ap.

For a given point configuration x = {x1,...,x,} € D U dD, denote by I'p(x) the family
of admissible configurations y whose vertex sets coincide with x. Write I1p for the Poisson
point process in D U d D with intensity measure given by the area element on D and by the
length element on d D. By Theorem 1 of Arak et al. (1993) (see also Equation (2.6) thereof)
the Arak process «+ p coincides with the Gibbsian modification of the process on I'p induced
by I1p, with Hamiltonian

®(y) :=2length(y) + Y loglength(e) = >  log|sing,|, )
ecEdges(y) xeVertices(y)

where Edges(y) and Vertices(y) are respectively the edge and vertex sets of y while ¢, stands
for the angle between the edges meeting at x, if x € D, and for the angle between the edge and
the tangent to d D at x, if x € dD. This means that

EY ) crpmpne eXp(—P ()
E ZyeFD(HD) exp(—=P(y))

P(Ap € G) = 3)

for all Borel sets G C I'p.

https://doi.org/10.1239/aap/1134587745 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1134587745

886 ¢ SGSA T. SCHREIBER

The third equivalent description of polygonal Markov fields is available in terms of the
equilibrium evolution of one-dimensional particle systems, tracing the polygonal realisations
of the process in two-dimensional time—space. This description, usually referred to as the
dynamic representation and introduced in the original Arak work of 1983, turned out to be very
useful in establishing the essential properties of the models. Below, we discuss the dynamic
representation for the Arak process; see Section 4 of Arak and Surgailis (1989). We interpret
the open convex domain D as a set of time—space points (¢, y) € D, with ¢t referred to as the
time coordinate and y the spatial coordinate of a particle at time 7. In this language, a straight
line-segment in D represents a piece of the time—space trajectory of a freely moving particle.
For a straight line / that is not parallel to the time axis and crosses the domain D, we define
in the obvious way its entry and exit points to and from D, respectively in(/, D) € 0D and
out(/, D) € dD.

We choose the time—space birth coordinates for the new particles according to the super-
position of a homogeneous Poisson point process in D (interior birth sites) with intensity x
and a Poisson point process on the boundary (boundary birth sites) with intensity measure

k(B) =Ecard{l € A: in(l, D) € B}, B CoD. @

Each interior birth site emits two particles, which move with initial velocities v’ and v” chosen
according to the joint distribution

O(dv’, dv") =7 — |1 + v 321 +0"H 3 av dv”. 5)

This can be shown to be equivalent to choosing the directions of the straight lines representing
the time—space trajectories of the emitted particles according to the distribution of the typical
angle between two lines of A; see Sections 3 and 4 of Arak and Surgailis (1989) and the
references therein. Each boundary birth site x € dD yields one particle, with initial speed v
determined according to the distribution 6, (dv), identified by requiring that the direction of the
line entering D at x and representing the time—space trajectory of the emitted particle be chosen
according to the distribution of a straight line / € A conditioned on the event {x = in(/, D)}.
All the particles evolve independently in time according to the following rules.

Rule 1. Between the critical moments listed below, each particle moves freely with constant
velocity, meaning that dy = v dt.

Rule 2. When a particle touches the boundary 3D, it dies.

Rule 3. In case of a collision of two particles (i.e. they have identical spatial coordinates y at
some moment t, with (¢, y) € D), both of them die.

Rule 4. The time evolution of the velocity v; of an individual particle is given by a pure-jump
Markov process, meaning that

Pipar € du | vy =v) =q(v, du)ds

with transition kernel
g, du) := |u —v|(1 + u®) 7% du.

It has been proved (see, e.g. Lemma 4.1 of Arak and Surgailis (1989)) that, with the
above construction of the interacting particle system, the time—space trajectories traced by the
evolving particles coincide in distribution with the Arak process +4 p. Moreover, a much broader
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class of consistent polygonal Markov fields admit analogous dynamic representations, possibly
enhanced to allow vertices of higher degree (namely 3 and 4); again see Lemma 4.1 of Arak
and Surgailis (1989). The problem of characterising the class of all polygonal Markov fields
admitting dynamic representation is far from trivial; a description of this class was conjectured
in Arak et al. (1993).

The above dynamic construction of the Arak process makes it very suitable for simulation.
However, in this paper we focus our interest on the family of processes a&%”g ], o, B € R, arising
as the Ising-like length- and area-interacting Gibbsian modifications of 4 p. To this end we
colour the original Arak process -4 p as follows. We require that the polygonal contours of A p
stand for interfaces between black- and white-coloured regions in D, which leaves us almost
surely with two possible ways of colouring D in black and white. These can be interchanged
by a simple colour flip. We choose one of these colourings at random, with probability %, thus
obtaining a coloured version of 4 p, denoted in the sequel by A p.

The family of all admissible coloured polygonal configurations in D, carrying information
not only about the planar contours it consists of, but also about the associated colourings, will
be denoted by I'p. With this notation and terminology, we define the (coloured) processes

Al
dQC(A[L‘;"ﬁ]) . exP(—Jf’gx’ﬂ](J?)) L oa
D__[p]= D=,  jeflp, ©)
dL(Ap) Eexp(—#p """ (Ap))
with L£(-) denoting the law of the argument random object and
Hy P\ () = aA(black[P]) + B length(7), 7

where black[7] is the black-coloured region in D for %? and A(-) stands for the area measure.
Also, we write A[g’ﬂ ! for the contour ensemble of o.p ], with the colours ‘forgotten’, and,
likewise, write y for the colourless version of y € I'p. Note that, by using the symmetry
between black and white and possibly flipping the colours, whenever convenient we may assume
without loss of generality that @ > 0 (and we do so in the proof of Theorem 3, below).

Observe that modifications of the type (6) only fall into the general setting considered by
Arak and Surgailis (1989) for 8 > 0; see Corollary 4.1 thereof. However, we find it natural
to admit negative Ss also, since there is no obvious infinite-temperature noninteracting field
available as the reference object for polygonal Markov fields. Consequently, in the sequel we
will abuse the language by referring to large positive values of 8 as the low-temperature region,
and to small, possibly negative values of B as the high-temperature regime. For § < 0, we
must check that the partition function

Eexp(—#%" (Ap))

is finite. In Corollary 2, we show that this is indeed the case and, consequently, that the definition
(6) is correct for all B € R. Clearly there are no such problems for «, since the overall black or
white area is deterministically bounded by A (D). It should be emphasised, however, that we
are at present able to establish the existence of the thermodynamic limit only for 8 > 0; see
Theorem 3.

Models of type (6) have recently found interest in the physics literature; see Nicholls (2001).
In particular, it has been argued that they exhibit a phase transition similar to that of the planar
Ising model, with the low-temperature phase admitting only finite contour nesting (as rigorously
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shown in Nicholls (2001)) and with the high-temperature phase conjectured (although not yet
proved) to exhibit infinite contour nesting.

Below, we shall also consider versions of the above models with empty boundary conditions,
which arise when we condition the original model in the event of there being no vertices on the
boundary, in which case we define

LAG D) = LASP ) AN 00D = 2). (8)

In particular,
AD |l = ‘A’D |-

Likewise, we shall consider versions of these models with black (or white) boundary conditions,
given by

LAY — LA AP A 5D — &) 9D is bd) bd € {black, white}

D|bd) = D D =%, ’ ) )
with
Apiba = AD (. bd € {black, white}.

As a direct result of (6), we obtain

NCH:! [a,B]
doc(eA’D bd) R exp(—J 62); AR
——2P ] = D———, pelpynip=2, 9
dL(AD|bd) Eexp(—=Jt,"" (AD|bd))
[o /3]

for bd € {@, black, white}. Observe that, unlike the unconditioned finite-volume fields A
a # 0, the conditioned fields with monochromatic boundary conditions are well deﬁned also
for nonconvex bounded open sets D with p1ecew1se smooth boundaries. Indeed, take any
bounded open convex set D’ containing D, and set AL D ‘i]d, bd e {black, white}, to coincide
with A[a A1 conditioned on the event that no edge hits d D and that the colour of d D agrees with
that spemﬁed by bd. The Markov property of polygonal fields (see Arak and Surgailis (1989))
implies that this construction does not depend on the choice of D’. Note that this argument
does not apply for the empty boundary condition, bd = &, unless o = 0.

The purpose of this paper is to_ construct for o, B € R, a family of random dynamlcs on
I that leaves the distribution of A Pl invariant. This yields simulation algorithms for A Lev. 6]
both of Metropolis type and of perfect type in the spirit of Ferndndez et al. (1998), (2002).
While the Metropolis algorithm is given for all o, 8 € R and can be readily implemented
(which is a subject of the author’s work in progress), the perfect scheme is applicable only for
o = 0 and seems to be more difficult to implement; its value lies mainly in that it provides
important theoretical information about the thermodynamic limit behaviour of A%#! in the
low-temperature region (large B) and in that it can be used to simulate in finite windows
directly in the thermodynamic limit. The finite-volume dynamics are discussed in Section 2. In
Section 3, we discuss infinite-volume thermodynamic limits of polygonal fields and establish
their existence.

For o = 0 and B sufficiently large, one of our dynamics, constructed in Subsection 2.2, admits
an infinite-volume extension and, as mentioned above, yields a perfect simulation scheme that
enables us to show, in Section 4, that for 40-#] there exists exactly one thermodynamic limit
without infinite chains (to be made specific below), and that this limit is isometry invariant
as well as exponentially o-mixing. In particular, it follows that the class of infinite-volume
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measures without infinite chains contains exactly two extremal infinite-volume Gibbs measures
for A1, corresponding to the same contour distribution: the black-dominated phase and
the white-dominated phase. In this context, it should be noted that this simple picture does
not seem to extend to the whole simplex of infinite-volume Gibbs measures for A%Al: we
conjecture the existence and sketch, in Section 3, a tentative construction of an infinite number of
infinite-volume states admitting infinite chains and breaking both the translational and rotational
symmetries.

As mentioned above, the implementation of the algorithms described in this paper is a
subject of the author’s current work in progress. It should be emphasised that an algorithm for
simulating polygonal Markov fields, very different from ours, has already been given in the
literature by Clifford and Nicholls (1994).

2. Finite-volume dynamics

Below, we construct two families of random dynamics that leave invariant the laws of the
Gibbs-modified polygonal random fields o@[g’ﬂ !'in a bounded open convex domain D C R2.
The first of these dynamics, which leads to a practicable and easy-to-implement Metropolis-
type simulation algorithm, is based on the dynamic representation of the Arak process. The
second one relies mainly on the point- and line-based representation of general polygonal
Markov fields and, after some additional work, leads to a graphical construction and a perfect
algorithm, discussed in Section 4. We postpone the proof of the finiteness of the partition
function in (6) to Corollary 2.

2.1. Disagreement loop birth-and-death dynamics

A concept important below will be that of a disagreement loop, borrowed from Section 2.2
of Schreiber (2004). This arises from the dynamic construction of the Arak process as provided
by the evolution rules, Rules 1-4, with the corresponding birth rules; see (4) and (5).

Suppose that we observe a particular realisation y € I'p of the colourless basic Arak process
+ p and that we modify the configuration by adding an extra birth site x to the existing collection
of birth sites for y, while keeping Rules 1—4 for all the particles, including the two newly added
ones, if xg € D, and the single newly added one, if xg € 9 D. Denote the resulting new random
(colourless) polygonal configuration by y @ xg. A simple yet crucial observation is that, for
xo € D, the symmetric difference y A[y @x¢] is almost surely a single loop (a closed polygonal
curve), possibly self-intersecting, and possibly truncated by the boundary. This can be seen as
follows. The left-most point of the loop y A[y @ xg] is of course xg.

Each of the two new particles emitted from xp, p1 and p», move independently, according to
Rules 1-4, each giving rise to a disagreement path. The initial segments of such a disagreement
path correspond to the movement of a particle, say p1, before its annihilation in the first collision.
If this is a collision with the boundary, the disagreement path terminates there. If this is a
collision with a segment of the original configuration y corresponding to a certain old particle
p3, then the new particle p; dies but the disagreement path continues along the part of the
trajectory of p3 that is contained in y but not in y @ xo. At some further moment, p3 itself dies
in y, touching the boundary or killing another particle p4 in y. In the second case, however,
this collision only happens for y and not for y @ xo, meaning that the particle p4 survives (for
some time) in y @ xo, yielding a further connected portion of the disagreement path for pp,
which is contained in y @ xo but notin y.

A recursive continuation of this construction shows that the disagreement path initiated by
p1 consists of connected polygonal subpaths alternately contained in [y @ xo] \ y (call these
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positive parts) and in y \ [y @ xp] (call these negative parts). Note that this disagreement path
is self-avoiding and, in fact, can be represented as the graph of some piecewise-linear function
t — y(t). Clearly, the same applies for the disagreement path initiated by p;. An important
observation is that whenever two positive or two negative segments of the two disagreement
paths hit each other, both disagreement paths die at the point of collision and the disagreement
loop closes (as opposed to intersections of segments of opposite sign, which do not have this
effect). Obviously, if the disagreement loop does not close in the above way, it is eventually
truncated by the boundary. We shall write A®[x(; y] = y Aly @ xo] to denote the (random)
disagreement loop constructed above. It remains to consider the case xo € 9 D, which is much
simpler because there is only one emitted particle and, so, A®[xo; ¥] = y Ay @ xo] is a single
self-avoiding polygonal path eventually truncated by the boundary. We abuse our notation by
calling such a A®[xp; y] a (degenerate) disagreement loop as well.

Likewise, a disagreement loop arises if we remove one birth site xo from the collection of
birth sites of an admissible polygonal configuration y € I'p, while keeping the evolution rules
for all the remaining particles. We write y © x¢ for the configuration obtained from y by
removing xq from the list of birth sites, and the resulting random disagreement loop is denoted
by A®[xp; y]1 =y Aly © xol.

We point out that a formal proof of the fact that adding or removing a birth site to or from a
polygonal configuration always results in a disagreement loop can be provided by noting first
that all interior vertices of the planar graphs y A[y @ x¢] and y A[y © x¢] are of order 2 and,
likewise, all boundary vertices of these graphs are of order 1. This is easily seen by considering
the following cases, where [y © xp] denotes [y @ xg] or [y © xo], as appropriate.

e An internal vertex arises from the added or the removed birth site.
e An internal vertex arises from the velocity update of a particle in y or [y © xo].

e Aninternal vertex arises from the collision of two particles in y \ [y © xg] or two particles
in[y ©xol\y.

An internal vertex arises from the collision of a part of one particle’s trajectory absent in
y but present in [y © xo] with another particle present in both y and [y ® xg].

e An internal vertex arises from the collision of a part of one particle’s trajectory absent in
[y ® xo] but present in y with another particle present in both y and [y © xg].

A boundary vertex arises from the added or the removed birth site.

A boundary vertex arises from the collision of a particle in either y \ [y Oxp] or [y ©xo]\y
with the boundary of the domain.

From these observations we conclude that y A[y ®xp] is a collection of loops, possibly truncated
by the boundary and possibly degenerate to a single polygonal path starting and ending at a
boundary point. It remains to show that this collection always consists of exactly one loop.
However, this is easily seen by noting that y A[y © xo] has exactly one extreme-left vertex, i.e.
a vertex with no left-outgoing segment, which completes our argument.

With the above terminology, we are in a position to describe a random dynamics on the
coloured configuration space I'p that leaves invariant the law of the basic Arak process AD.
Particular care is needed, however, to distinguish between the notion of time considered both
in the dynamic representation of the Arak process and throughout the above construction of
the disagreement loops, and the notion of time to be introduced for the random dynamics
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on [ D, constructed below. To make this distinction clear, we shall refer to the former as the
representation time (or r-time), ¢, while the latter will be called the simulation time (or s-time), s.

Consider the following rules for pure-jump birth-and-death-type Markovian dynamics
onlp.

Rule 5. (DL:birth.) With intensity [ dx + k(dx)]ds, with k as in (4), set ys1ds = Vs D X
and then construct yy g5 by randomly choosing, with probability %, either of the two possible
colourings for s+ ds-

Rule 6. (DL:death.) For each birth site x in ys, with intensity 1 set ysy 45 = ys © x and then
construct Vs g5 by randomly choosing, with probability %, either of the two possible colourings

Jor ysi gs.

If neither of the above updates occurs we set ys44s = ¥s. It is convenient to picture the
above dynamics as generating random disagreement loops A and setting ys+ 45 = ysAA, with
the loops of type A®[-; -] corresponding to the DL:birth rule and those of type A®[-; -] to the
DL.:death rule.

As an direct consequence of the dynamic representation of the Arak process A p, we make
the following proposition.

Proposition 1. The distribution of the Arak process Ap is the unique invariant law of the
dynamics given by the DL:birth rule and the DL:death rule. The resulting stationary process is
reversible. Moreover, for any initial distribution of Yy the laws of the random polygonal fields
ys converge in variational distance to the law of Ap ass — oo.

The uniqueness and convergence statements in the above proposition require a short justi-
fication. They both follow from the observation that, in a finite volume and regardless of the
initial state, the process y; spends a non-null fraction of time in the state ‘black’ (in which there
are no contours and the whole domain D is coloured black). By a standard coupling argument,
e.g. along the lines of the proof of Theorem 1.2 of Liggett (1985, pp. 65-67), this observation
implies the required uniqueness and convergence.

Below, we show that the laws of the Gibbs-modified polygonal fields a&[g’ﬁ I arise as the
unique invariant distributions of appropriate modifications of the reference dynamics DL:birth
and DL:death. The main change is that the birth and death updates are no longer performed
unconditionally; they must pass an acceptance test instead and are accepted with certain state-
dependent probabilities. Upon failure of the acceptance test, the update is discarded. For an
a>0andab > 0suchthate +a > 0 and 8 + b > 0, consider the following dynamics.

Rule 7. (DL:birth[e, B; a, b].) With intensity [m dx 4+ x(dx)]ds,
e setd = y; DX,

e construct$ by randomly choosing, with probability % either of the two possible colourings
foré,

e accept § with probability

pI8; P51 = exp(—a A(black[8] \ black[75]) — B length(8 \ y5))
X exp(—aA(black[S]Ablack[J?s]) — blength(6Ayy)), (10)

e if § is accepted, set Vsy 45 = 8, otherwise, set Vi ds = Vs.

https://doi.org/10.1239/aap/1134587745 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1134587745

892 ¢ SGSA T. SCHREIBER

Rule 8. (DL:death[e, 8; a, b].) For each birth site x in ys, with intensity 1
e setd =y, 6x,

e construct$ by randomly choosing, with probability %, either of the two possible colourings
foré,

e accept 8 with probability p[S; V5] as given in (10),
o if S is accepted, set Ysi g5 = 8; otherwise, set Vstds = Vs-

In analogy with their original reference forms DL:birth and DL:death, the above dynamics
should be thought of as generating random disagreement loops A and setting y;4 45 := Y AA
provided that X passes the acceptance test. It should be emphasised that the random disagree-
ment loops above are generated according to the dynamic representation of the original Arak
process A p. The following theorem justifies the above construction.

Theorem 1. For eacha > 0,b > 0, o, and B such that « +a > 0 and B + b > 0, the law
of the Gibbs-modified Arak process a&[g’ﬁ Vis the unique invariant distribution of the dynamics
DL:birth[e, B; a, b] and DL:death[e, B; a, b]. The resulting stationary process is reversible.
For any initial distribution of 7y, the laws of the random polygonal fields y; converge in
variational distance to the law of A g ass — oo.

Theorem 1 follows easily from Proposition 1 by a straightforward check of the detailed
balance conditions. We chose, however, to provide below a geometric proof of this result for
the case «, 8 > 0, so revealing, in the author’s opinion, the geometric intuition underlying the
dynamics (a similar proof can be provided for ¢ < 0 or 8 < 0, as well). Note that the role of
the first factor in the acceptance probability p[-; -], as given in (10), is to ensure the detailed
balance for the dynamics, while the second factors, involving the additional parameters @ and b,
exponentially suppress the flow between configurations exhibiting strong differences (measured
by length(é \ y) and A(black[S]Ablack[?])) while keeping the detailed balance unperturbed.
The rate of this suppression is controlled by a and b. In fact, the reason for introducing the
parameters a and b with the possibility thata > 0,b > 0, +a > 0,and 8 4+ b > 0 was to
gain direct control over the diameter of the region affected by a single update, which exhibits
exponentially decaying tails in the current dynamics. The control of the diameter of the affected
region is a sine qua non for infinite-volume extensions of the dynamics in Rules 7 and 8, which
are the subject of the author’s current work in progress and will be discussed in a future paper.
Clearly, we could also have chosen another standard set of acceptance probabilities conforming
to the detailed balance conditions, e.g. we could accept a transition ys > Psids = § with
probability

min(1, exp(#y 7 (7) — 5 L)),

and a direct check of the detailed balance conditions, based on Proposition 1, would show that
the law of a@[g’ﬂ l'is invariant with respect to such a dynamics. However, in this dynamics, in
general we cannot efficiently control the size of the region affected in a single update.

We can easily construct versions of the disagreement loop birth-and-death dynamics that
leave invariant the distributions of the polygonal fields 'A’[g]ﬁ@]’ ‘A’[g’\i}lack’ and "%[g]@hite with
empty, black, and white boundary conditions, respectively. To this end, we modify the dynamics
DL:birth[«, B; a, b] and DL:death[«, B; a, b] accordingly, by discarding all the updates that
cause the contour collection y; to hit the boundary. In addition, for the monochromatic black or

white boundary conditions, upon an update we do not pick the colouring at random but rather
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choose the unique one compatible with the boundary condition. By denoting the dynamics so
constructed by adding a subscript indicating the boundary conditions, we immediately obtain
the following corollary from Theorem 1.

Corollary 1. Foreacha > 0,b > 0, o, and B such that« +a > 0 and B+ b > 0, the laws of
the Gibbs-modified Arak processes A%’lfg, A[g’lﬁack, and A%’@hite are respectively the unique
invariant distributions of the dynamics

e DLg:birth[w, B8; a, b] and DLg:death[w, B; a, b],
e DLy :birth[e, B; a, b] and DLy),ck :death[a, 8; a, b],
e DLynite:birth[e, 8; a, b] and DLyt :death[e, B; a, b].

The resulting stationary processes are reversible. For any initial distribution of )/0, the laws of
the random polygonal fields y; converge in variational distance to the laws of A g | @], Al D black’
and ‘A’D | white» @S appropriate, as s — 0.

The author believes that a very similar dynamics could be used to simulate length- and area-
interacting modifications of more general consistent polygonal Markov fields admitting the
dynamic representation discussed in Arak and Surgailis (1989), (1991) and Arak et al. (1993).
The only change would be an appropriate redefinition of the operations A®[-; -] and A®[; -],
and the resulting disagreement field would no longer be a single loop.

2.2. Contour birth-and-death dynamics

As already mentioned, unlike the previous dynamics, that discussed in this subsection is
constructed in a much narrower setting, restricted to colourless contour conﬁguratlons that do
not hit the boundary, and is meant to leave invariant the distributions of A D |’3 é Recall, from the
discussion following (9), that in this setting we can take D to be an arbitrary bounded open set in
R¢ with a piecewise-smooth boundary, and do not need convexity. The approach developed in
this section leads to a simulation algorithm, discussed in Section 4 below, that, though perfect,
seems to be impracticable due to the nonconstructive description of the intensity measure of
contour births. However, its value lies in the fact that its infinite-volume extension provides
important theoretical information about the thermodynamic limit +4[%-#1, yielding, in particular,
the uniqueness of the thermodynamic limit for sufficiently large values of §. Observe that the
dynamics constructed in this section could in principle also be used directly for Metropolis
sampling; however, the previous disagreement loop dynamics seems much better suited for this

purpose.
To proceed, we consider the space Cp consisting of all closed polygonal contours in D that
do not touch the boundary 9 D. For a given point configuration x = {xy, ..., x,}, we denote by

Cp(x) the family of those polygonal contours in Cp that belong to I'p(x), i.e. whose vertex
sets coincide with x. We construct the so-called free contour measure ® p on Cp by

Op(C) =/F Z exp(—®(0)v*(d¥), (1)

in(D) gecnep ()

where C C Cp is a set measurable with respect to, say, the Borel o-field generated by the
Hausdorff distance topology, the Hamiltonian ® is as in (2), Fin(D) stands for the family of
finite point configurations in D, and v* is the measure on Fin(D) given by dv*(x) = dxj - - - dx,,.
In order to provide an alternative line- rather than point-based expression for ® p, for a given
finite configuration () = (Iy, ..., [,) of straight lines intersecting D denote by Cp (/) the family
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of those polygonal contours in Cp that belong to I'p (I). We then have (see, e.g. Equation (3.8)
of Arak et al. (1993))

®D(C)=/ Z exp(—2length(6)) du*((1)), (12)
Fin(LIDD) yecnep )

where Fin(L[D]) stands for the family of finite line configurations intersecting D and u* is
the measure on Fin(L[D]) given by du*(({1, ..., 1;)) = du(ly) ---du(,), with u as defined
in the discussion preceding (1).

For 8 € R, we consider the exponential modification @DS !

p of the free measure ©p given by
@g](dé) = exp(—p length(0))© p(dF). (13)

It is easily seen that the total mass ®[g] (Cp) is always finite. Indeed, by using (12), taking into
account that the length of a line-segment in D can be at most diam(D) (the diameter of D), and
recalling that, by standard integral geometry, M := u({{: I N D # &}) < length(d conv(D)),
we conclude that

@551(%) - i MF exp(k|B| diam (D))

0 < exp(length(d conv(D)) exp(| 8| diam(D))) < oo.

k=0
14

Let 2 olf! be the Poisson point process on Cp with intensity measure @ . It then follows
directly from (11), the point- based representatlon (3), and (8) that, for all 8 e R for which the

partition function E exp(— J(’[ (A D)) in (9) is finite (we show that this in fact holds for

all B € R in Corollary 2), the polygonal field Al D ‘ﬁ é coincides in distribution with the union of

contours in s conditioned on the event that they are disjoint, i.e.
D

GC(AE;)*IﬂQ],):x( U 9‘909/—®f0ra1199 ey 9759) (15)
9€=7’®[b3]

where the conditioning is well defined in view of (14). In particular, taking into account (1)
and (12), for all 8 such that (9) makes sense we have

PO NOY = forallf,d e ,0#£0) = Z exp(—[2 + Bllength(d)),
BGFD\Q(/\D)

where I'p | o stands for the family of admissible polygonal configurations in D that do not
touch d D. It follows easily that the law of A g ‘ﬁ & 18 invariant and reversible with respect to the
following contour birth-and-death dynamics for (y;)s>0 on I'p | .

Rule 9. (C:birth[B].) With intensity ©')(d6) ds,
e choose a new contour 6,
o if0 Ny, =0, accept 6 and set ys1 45 = ¥s U0,
e otherwise, reject 0 and set Y5y ds = Vs-

Rule 10. (C:death[B].) With intensity 1, for each contour 6 € y;, remove 6 from ys, setting
Vs+ds = Vs \ 0.
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It is worth noting that, should we accept all the new contours without performing the
disjointness test in the above dynamics, we would obtain the Poisson contour process !P@)lm as
the stationary state. P

Observing that the process y; constructed above spends a non-null fraction of time in the
state &, and using a standard coupling argument (cf. the proof of Theorem 1.2 of Liggett (1985,
pp. 65-67)), we are led to our next theorem.

Theorem 2. The law of the Gibbs-modified Arak process A%)’Iﬁ é is the unique invariant distribu-
tion of the dynamics C:birth[ 8] and C:death[8]. The resulting stationary process is reversible.
For any initial distribution of yy the laws of random polygonal fields ys converge in variational

distance to the law of Ag’lﬁé as s — 0o.

All our results in this section are conditional on the partition function in (9) being finite. We
claim here that this holds for all 8 € R. Indeed, since § = 0 clearly satisfies this condition, as
this choice corresponds to the basic Arak process +4p |, Theorem 2 can be used for 8 = 0.
The dynamics in Rules 9 and 10 implies that the empty-boundary Arak process Ap|g is
stochastically dominated (in the sense of inclusion) by the union of contours in Pg,; see
Corollary 5. In particular, by (14), for all o, B € R,

Eexp(—H#p " (Ap| o)) < eXp(IalA(D))EeXP<IﬂI > length<9>>

0ePo,

= exp(|Ja|A(D)) exp(—Op(Cp))

00 On(C k k
% kZ:O %(/@D exp(|B] 16Hgth(9))®D(d9)>

= exp(la|A(D)) exp(@p(Cp)[OY(ep) — 1]) < 0.

By an appropriate redefinition of ®p that admits edges truncated by the boundary, the same
argument can be repeated with 4 p | o replaced by 4 p. Thus, we have proved the following
corollary.

Corollary 2. For each bounded open domain D C R2, both the partition functions
le.B], 2
Eexp(—Jt,"" (D))
in (6) and
[a.B], 2
Eexp(=# " (ADp|2))
in (9) are finite for all a, € R.

3. Thermodynamic limit

The purpose of this section is to define the notion, and establish the existence (see Surgailis
(1991)), of a thermodynamic limit for the polygonal fields under consideration.

For a smooth closed simple (nonintersecting) curve ¢ in D, by the trace of a polygonal
configuration p on ¢, denoted in the sequel by y A ¢, we mean the knowledge of

e the intersection points and intersection directions of y with ¢, and

e the colouring of the points of c.
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Although this concept can be formalised in various compatible ways, we keep the above informal
definition in the hope that it does not lead to any ambiguities, while allowing us to avoid
unnecessary technicalities. For convenience, we assume that no edge of y is tangent to c,
which can be ensured with probability 1 in view of the smoothness of c.

Fix «, B € R. In view of the Gibbsian representations (1), (3), and (6), we can easily check
that, for each curve ¢ as above and a trace 6 on ¢, there exists a stochastic kernel fil[gtf ](- | é)
with the property that

ocintc(A[[.;"ﬁ] | A[S’ﬁ] ANC = é) = °Cintc(0%[g’|i]d | Alg"'ilj ANC = é) = "‘,\\’Eg{f]( | é)
for all bounded open and convex sets D O intc and for bd € {black, white}, where Lin(,
denotes the law of the argument random element restricted to int ¢ (the interior of ¢).

Consider the family I'p> of whole-plane admissible polygonal configurations, determined
by (P1), (P2), and (P4) ((P3) is meaningless in this context) and by the requirement of local
finiteness (any bounded set is hit by at most a finite number of edges). Let f‘Rz be the corre-
sponding collection of black-and-white whole-plane admissible polygonal configurations (note
that there are exactly two elements of fRz corresponding to a given one in I'2, representing
two possible colouring strategies: setting the origin to be either black or white). It is natural
to define the family 9,(9&[“"‘5 1) of infinite-volume Gibbs measures (thermodynamic limits) for
Al%Fl a5 the collection of all probability measures on f‘Rz with the accordingly distributed
random element /4 satisfying

Linte(A | AAc=0) =A% d)
ntc intc '
In addition, we shall consider the family 4. (,A[“’ﬁ Iy of isometry-invariant measures in
9,(0&[“’/3]). Using an appropriate relative-compactness argument, much along the same lines
as Schreiber (2004), we will readily ascertain the existence of at least one isometry-invariant
thermodynamic limit for each g > 0.

Theorem 3. Foralla € R and B > O, the family G (APl s nonempty.

Note that, for « = 0 and B sufficiently large, this statement also follows from the theorem
of Surgailis (1991).

In the sequel, we will establish certain uniqueness results for the thermodynamic limit
in the low-temperature region within a particular class of infinite-volume measures without
infinite contours. However, we do conjecture that, for « = 0, outside this class there exist an
infinite number of extreme infinite-volume phases breaking both the rotational and translational
symmetries. We briefly and informally sketch their tentative construction. For the increasing
sequence of squares (—n, n)?, n = 1,2, ..., we consider a sequence of boundary conditions
arising by requiring that a large number C(n) of edges hit the left-hand side of (—n, n)* (with
the intersection points located more or less uniformly over the edge), the same number of edges
intersect the opposite right-hand side, but no edges hit the upper or lower sides. We believe
that, by choosing an appropriate growth rate for C (n), we can ensure that the resulting sequence
of polygonal fields on (—n, n)? is uniformly tight (e.g. in the topology discussed in the proof
of Theorem 3) and that the accumulation points of this sequence are thermodynamic limits for
4081 with an infinite number of infinite left-to-right polygonal chains. Moreover, the expected
number of such chains hitting a disk of radius 1 should exhibit untempered growth to infinity
with the distance of the centre of the disk from the origin.
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We conjecture that such untempered thermodynamic limits should exist even for 8 = 0,
in which case, in the language of the dynamic time—space construction of the basic Arak
process, we could, roughly speaking, have an infinite-density cloud of particles born at time
—o00. Such constructions are possible because, under very rapid edge density growth with the
distance from the origin, we can enforce a situation in which the influence of the boundary
conditions on 8(—n, n)? is of equal importance or even dominates the stabilising bulk effects
within (—n, n)?. Clearly, such phenomena cannot occur in the stationary regime; see Schreiber
(2004) for a discussion.

4. Perfect simulation from the thermodynamic limit and exponential mixing

The purpose of this section is to study the contour birth-and-death dynamics described in
Subsection 2.2 in the context of the perfect, infinite-volume simulation scheme developed by
Fernandez et al. (1998), (2002). This approach is valid only for sufficiently large g. It yields a
perfect algorithm for simulating thermodynamic limits in finite windows and certain uniqueness
and mixing results for the thermodynamic limit in the low-temperature regime.

To this end, we observe first that, for all bounded open sets D with piecewise-smooth
boundaries, the free contour measures ® p, defined in (11), arise as the respective restrictions
to Cp of the measure ©® = Op2 on C := (72, C(_p.nm2» Which is referred to in the sequel as
the infinite-volume free contour measure. Indeed, this follows easily from the observation that
O®p, restricted to Cp, coincides with ®p,, for Do C D;. We construct the infinite-volume
exponentially modified measures @A = ®I[£2] in the same way. The next result, which is related
to the lemma in the appendix of Nicholls (2001), gives the exponential decay of the measure
O] with respect to the contour size, and is crucial for what follows.

Lemma 1. For 8 > 2, we have

OP1({p: dx e Vertices(9), length(d) > R}) < 8 exp(—[B — 2]R) dx. (16)
Moreover, there exists a constant € > 0 such that, for § > 2,

©P1({6: 0 € int, length(9) > R}) < exp(—[B — 2+ &/2]R + o(R)). (17)

We note that, in view of (15), a standard Peierls-type argument can be applied to conclude
from Lemma 1 that there is no infinite contour nesting for A0 whenever B =>2.

The approach of Fernandez et al. (1998), (2002), specialised for our purposes, relies on the
following graphical construction, briefly sketched below; see the original articles for further
details. Choose a sufficiently large 8 > 2, as specified below. Define £ (C) to be the space of
countable and locally finite collections of contours from €, with the local finiteness requirement
meaning that at most a finite number of contours can hit a bounded subset of R2. Write £ (@)
for the family of contour collections in ¥ (C) that correspond to admissible configurations in
I'r2; in particular, intersections between contours are forbidden in & T'(@). Observe that F T (@)
is a proper subset of both ¥ (€C) (in which contours are allowed to intersect) and I'p2 (in which
infinite polygonal chains are admitted, whereas ¥ (C) contains bounded contours only). On the
s-time—space R x ¥ (C), we construct the stationary unconstrained (free) contour birth-and-
death process (0);cr, With the birth intensity measure given by ©!#] and with death intensity 1.
Note that unconstrained, or free, means here that every new contour is accepted regardless of
whether it hits the union of already-existing contours or not; moreover, we admit negative time
here, letting s range through R rather than R . Observe also that the birth measure ©#! must
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be finite on the set {# € C: 6 N A # &}, for all bounded Borel sets A € R?, in order that the
process (05)scr be well defined on R x £ (€C). By Lemma 1, this is ensured when 8 > 2. It
is easily seen that, for each s € R, g, coincides in distribution with the whole-plane Poisson
contour process Fgipl.

To proceed, for the free process (05)s;er We perform the following trimming procedure.
We make a directed connection between each s-time—space instance of a contour appearing in
(05)ser, denoted by 6 x [sg, s1) with 8 standing for the contour and [sg, s1) for its lifespan,
and all s-time—space contour instances 0" x [s(, s7) with 0’ N0 # @, s; < so, and 5] > s0.
In other words, we connect 6 X [sg, s1) to all those contour instances that may have affected
the acceptance status of 6 x [sg, s1) in the constrained contour birth-and-death dynamics of
Rules 9 and 10. These connections yield directed chains of s-time—space contour instances; we
call them the ancestor chains in the sequel. Following Ferndndez et al. (2002), we refer to the
union of all ancestor chains stemming from a given contour instance as its clan of ancestors.
By using Lemma 1 combined with a general technique of stochastic domination by subcritical
multitype branching processes (as discussed in detail in Fernandez et al. (1998), (2002)), for
all sufficiently large 8 we can ensure that all such clans of ancestors are almost surely (a.s.)
finite and that a single clan size has an exponentially decaying tail (i.e. the probability that
the clan size exceeds R is O(exp(—cR)) for some ¢ > 0). In this case, we can uniquely
determine the acceptance status of all the clan members: contour instances with no ancestors
are a.s. accepted, which automatically and uniquely determines the acceptance status of all
the remaining members of the clan by recursive application of the intercontour exclusion rule.
Discarding the unaccepted contour instances leaves us with an s-time—space representation of
a stationary evolution (y;)secr on F ' (€). The graphical construction and the arguments of
Fernandez et al. (1998), (2002), specialised to our setting, yield our next result.

Theorem 4. Choose a B > 2 sufficiently large that all the ancestor clans in the above graphical
construction are a.s. finite and a single clan size exhibits an exponentially decaying tail. The
following statements then hold.

(i) The F' (C)-valued process (¥s)s>0 given above is well defined, stationary, and reversible.

(i) The stationary distribution L(yy) on F Twe) is isometry invariant and belongs to
G (ALOA),

(iii) The dynamics of (ys)seRr is an infinite-volume extension of the contour birth-and-death
dynamics of Rules 9 and 10, i.e. (ys)scR is a Markov process on F ' (@) with infinitesimal
generator

(L F () = /@ [F(U{0)) — FON1 Lons—o foratt seny dO¥1(0)

+ ) [Fm\{6}) — F(n)] (18)

fen

forn € FV(C) and bounded functions F: F'(C) — R such that F(n) depends only
on n N D, for some bounded convex set D.

(iv) (¥s5)ser exhibits exponential s-time—space o-mixing, in that there exists a ¢ > 0 such
that

sup IP(§1N&2)—P(€1) P(&2)| < exp(—c[dist(x, y) 4 dist([so, 511, [s9, 511)])
E1€lmp(x,1)x(s,51
E2€IMp(y 1) xish i)
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when dist(x, y) is sufficiently large, with Impx 1)x[sy,s] Standing for the o-field gener-
ated by the restriction of (Ys)seR to the space—s-time region B(x, 1) x [sq, s1], where
B(x, 1) is the disk of radius 1 centred at x € R2.

(v) Consequently, the stationary distribution £L(yy) exhibits exponential spatial o-mixing.

It is worth noting that, even if § is not large enough to ensure the a.s. finiteness of ancestor
clans, a weaker version of the above graphical construction can be provided if the birth intensity
measure O!A1 is finite on {6 € C:0NA # o} forall bounded A C R2, which, by Lemma 1, is
the case when 8 > 2. To this end, we restrict the s-time to R and choose an initial condition
that is a # ' (©)-valued random element independent of the free birth-and-death process of the
graphical construction. The birth-and-death process here is also restricted to positive times,
in that no contours are born or alive before the s-time 0. In other words, the birth-and-death
process starts with the initial state & at s-time 0; consequently, it is no longer stationary. In
this context, the local finiteness of ®F! allows us to conclude that, for each contour instance
0 x [so0, $1), So,s1 > 0, the expected cardinality of its ancestor clan extending down to s-time 0
is finite and, consequently, the clan is a.s. finite (note that, in the original graphical construction,
it might extend in negative s-time to an infinite clan). Thus, with the initial state given, the
acceptance status of each contour instance is uniquely determined by the intercontour exclusion
rule. This motivates the following corollary.

Corollary 3. With B > 2, for each ' (C)-valued initial condition yy there exists a Markoy
process (Ys)s=0 on Fr@e) with infinitesimal generator given by (18).

In the remainder of the present section, we will not use Corollary 3; rather, unless otherwise
stated, we shall assume that 8 stays within the region of validity of the original graphical
construction, described immediately above Theorem 4. We denote by u[#! the infinite-volume
stationary distribution .£(yp) arising in this graphical construction. That u!#l is concentrated
on ¥ (C) means that it contains no infinite polygonal chains; all the contours are bounded
and closed. Below we show that, under the assumptions of Theorem 4, ,u[ﬂ] is in fact the
unique element of G(4#1) concentrated on # (€) (and, hence, on 1 (€)), although we
conjecture that §(A%#) is infinite, as argued in Section 3. To proceed with our argument, we
consider finite-volume versions of the above graphical construction, with the infinite-volume
birth intensity measure ®!#] replaced by its finite-volume restrictions ®l£l for bounded and
open sets D with piecewise-smooth boundaries. Clearly, the graphical construction then yields
a version of the finite-volume contour birth-and-death dynamics of Rules 9 and 10. For each set
D, denote the resulting finite-volume stationary process on ¥ (Cp) by (ySD )scR. Also, write
(o f.) ) for the corresponding free contour birth-and-death process. Note that this finite-volume
construction is valid for all € R, even though in this section it is only used for values of
B satisfying the hypothesis of Theorem 4. In view of Theorem 2, we see that ySD coincides
in distribution with ‘A’[D’U; for all s € R. Moreover, it is easily seen that QSD coincides in
distribution with J’G)[ﬂ] for all s € R. From the construction, Lemma 1, and the general theory

developed in Fernénc?ez et al. (1998), (2002), we have the following proposition.

Proposition 2. With 8 as in Theorem 4, the finite-volume graphical constructions for different
sets D C R? and the infinite-volume graphical construction can be coupled on a common
probability space such that there exists a ¢ > 0 with

P(yPr N B(x, 1) # yP2 0 B(x, 1)) < exp(—c min(dist(x, d D), dist(x, dDy)))
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for bounded sets Dy, Dy C R2, x sufficiently far from 0 D1 and d D>, and all s € R. Moreover,
P(y2 N B(x, 1) # y; N B(x, 1)) < exp(—cdist(x, dD))

for bounded sets D C R?, x sufficiently far from 3D, and all s € R.

To proceed, observe that, for each contour collection in & r (C©), every bounded region can be
surrounded by a smooth curve that does not hit any of the contours. Consequently, by recalling
that y” coincides in distribution with A%)"ﬁ é we can use the Markov property of the considered
polygonal fields, combined with Proposition 2, to conclude the next result.

Corollary 4. For B as in Theorem 4, the measure P! is the only element of G(A%P)
concentrated on ¥ (C).

For § as in Theorem 4, by using Lemma 1 we easily conclude that the number of contours in
oo surrounding a given point is a.s. finite. Consequently, the number of contours surrounding a
given pointin yy is also a.s. finite, whence there is no infinite contour nesting. Thus, we observe a
unique infinite connected region surrounding finitely nested contour collections. Colouring this
region black or white gives rise to two distinct, black- or white-dominated phases. There are no
other extreme phases without infinite chains in the coloured model, because their corresponding
colourless contour ensembles must coincide with p[A1.

The last important conclusion of the graphical construction, based on the above observations
that y; € o5 and yP C oP ass., and

D 41081, D 2 410.6)

D
s D|@’ Qs =

Vs

(where ‘2’ denotes equality in distribution), is the following statement of stochastic domination.

Corollary 5. The Poisson contour process Pgip stochastically dominates the polygonal field
AP (in the sense of inclusion of contour collections). Likewise, for each bounded set D

with a piecewise-smooth boundary, the Poisson process Pyl stochastically dominates the
D

. [0,8]
finite-volume polygonal field A"

5. Proofs
5.1. Proof of Theorem 1

In order to provide a geometrical and intuitive proof of the theorem, we construct an auxiliary
model. For r > 0, define A[g’ﬁ ol to be the Gibbsian modification of 4 p with the Hamiltonian

P (9) = r~ BAWy +u B(r) N D) + aA((black[] +um B(r) N D),
with ‘+\° standing for the usual Minkowski addition, i.e.
Ci+mCr={x+y, x€Cyye (),

and with B(r) denoting the disk of radius r centred at 0 in RRZ. It is easily seen that, for each
y € I'p,
lim #9775y = 301%P(p), (19)
r—0

meaning that F¢.7"1 is an approximation of #"#) for small . Take T1le+al, i~ B+b),
1l and "% to be independent homogeneous Poisson point processes on D, jointly
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independent of Ap, with respective intensities o« + a, 7~ !(8 + b), a, and r~'b. We claim
that A[a il commdes in distribution with 4 p conditioned, jointly with T1letal - (B+b)]
e, and "2 onthe event, €[a, B; a, b; 1, that the following conditions are sunultaneously
satisfied:

o ' BIN[y 4y B(r)] = @

o T2 C [y +y B(O],

Mnle+al N [black[P] +m B(r)] = @
el C [black[p] +m B(r)] = @

Then
LALF = £(Ap | €la, B a, b; r]). 20)

Indeed, for a given y € f D, the probability of the event §[«, B; a, b; r] is

P(Elw, B; a, by 1 | 9) = exp(—r~'[B + bIA(ly +m B(r)1 N D))
x exp(—r ~'b[A(D) — A(ly +m B(r)] N D)])
x exp(—[a + a]A([black[y] +m B(r)] N D))
x exp(—a[A(D) — A([black[y] +m B(r)] N D)])
= exp(— 5 7" (7)) exp(~[a + r '] A(D)),

which yields (20) by definition of AL#*"".

To proceed, we const{uct an aux111ary Mark0v1an dynamics that leaves invariant the joint
distribution of A p, I~ B+0)1 myletal [l 3nd 11l9) and makes the resulting stationary
process reversible. To this end, let

)’/\0 = J&D, e H[OH_H], 7T(§5 = H[ﬂ+b], T[g = H[a], 7T(})) = H[b],

and let the quintuple (p;, 7&, n‘fj , nb )s>0 evolve according to the following rules, applied

independently to each component.

Rule 11. (Aux1.) The graph y; evolves according to DL:birth and DL:death.
Rule 12. (Aux2.) The processes m, nf ,mwd, and nsb evolve according to birth-and-death

processes with death intensity 1 and birth intensities a+a, r = (B+Db), a, and r ~b, respectively.

These invariance and reversibility statements follow as d1rect consequences of Proposmon 1.
Thus, we conclude that the joint distribution of (A p, TTI"" B+0)] prletal ir~'e] plaly con-
ditioned on the event &[«, B; a, b; r] is invariant and reversible w1th respect to the following
Markovian dynamics, which arise from Rules 11 and 12 by adding an appropriate acceptance
test to be passed only by admissible updates.

Rule 13. e Choose an update (S, 0% 0f 9, Gb) for (Ys+ds» n;’ﬁr ds? nf+ ds? nx“+ ds? nAg’ers)
according to Rules 11 and 12.

o Accept the update, setting

~ o B a b _ (8 pa pnB pa pb
(yx+d5’ns+d3"ns+d3"T[S-‘rdS’nS-‘rdS)_ (899 70 ’0 ’9 )1
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provided that the following conditions are satisfied.:

206 N[5 +m Bl =2, 6" C[8+m B()],
6% N [black[8] +m B(r)] = @, 6% C [black[8] +m B(r)].

e Otherwise, discard the update, setting

- o B a b ~ o a _b
(Vs+ds> Ts+ds» st ds> Ts+ds> nerds) = (¥s» Ty s ﬂf’ s 7TS).

Consequently, in view of (20), under the stationary dynamics of Rule 13, and with the
distribution at s = 0 given by the joint law of (A p, 1" F+0)] pyletal i~ mlaly con-
ditioned on the event &[a, B; a, b; r], the first component p; coincides in distribution with
A[g,ﬂ forall s e R . Moreover, the conditional distributions of the remaining components,
given s, are also readily determined. Indeed, 7¢ is a homogeneous Poisson point process on
D \ [black[ys] +m B(r)] with intensity @ + a, 7y is a homogeneous Poisson point process
on D\ [y +m B(r)] with intensity r~1(8 + b), md is a homogeneous Poisson point process
on black[ys] +wm B(r) with intensity a, while nf is a homogeneous Poisson point process on
¥s +M B(r) with intensity »~'5. All four components, Ty, nsﬁ , wd, and nf , are jointly inde-
pendent, given y;. Consequently, we observe that if we integrate out the Poisson components
7% 7P 7% and 7?, the polygonal field component 7 turns out to evolve according to the
following dynamics (see Subsection 2.1 for the notation).

Rule 14. (DL:birth[e, B; a, b; r].) With intensity [ dx + «(dx)] ds,
e setd =y, Dx,

e constructd by randomly choosing, with probability % either of the two possible colourings
for§,

° accepté with probability

exp(—[o + alA([black[§] +n B(r)]\ [black[ 7] +m B(r)])

x exp(—r ' [B + bJA([8 +m B\ [¥s +m B()D)

x exp(—aA([black[y,] +m B()]\ [black[S] +Mm B(r)])

x exp(—r b A(lys +m BN\ [8 +m B(r)])

= exp(—a A([black[§] +m B(r)]\ [black[;] +m B(r)])

x exp(—Br ' A([8 +m B()]\ [ys +m B(M)])
x exp(—aA([black[8] +m B(r)]A[black[7s] +m B(r)]))
x exp(—br ' A([8 +m B(M]Alys +m B())),

e if§ is accepted, set Vsy a5 = 8, otherwise, set Vsy a5 = Js.
Rule 15. (DL:death[«, B; a, b; r].) For each birth site x in ys, with intensity 1
e setd =y, O X,

e construct by randomly choosing, with probability %, either of the two possible colourings
foré,
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e accept 8 with probability

exp(—aA([black[8] +m B(r)] \ [black[;s] +m B(r)])
x exp(—Br ' A([8 +m B()]\ [vs +m B(M))
X exp(—aA([black[S] +Mm B(r)]A[black[ys] +m B()]))
x exp(—br =" A([8 +m B()]ALys +m B()D),

e if§ is accepted, set Py a5 = 8; otherwise, set Vst ds = Ps.

Thus, the distribution of g&[g’ﬂ ol is invariant and reversible with respect to the above
dynamics. Moreover, it is easily seen that the acceptance probabilities in Rules 14 and 15
converge to those in Rules 7 and 8 as r — 0. By taking (19) into account and letting r — 0,
by a standard continuity argument (namely that the convergence of densities combined with
the convergence of acceptance probabilities implies the weak convergence of stationary laws
and ensures the detailed balance conditions in the limit) we find that A[g,ﬁ I'is invariant and
reversible with respect to the dynamics DL:birth[«, 8; a, b] and DL:death[«, 8; a, b] of Rules 7
and 8.

To complete the proof of Theorem 1, it suffices now to establish the remaining uniqueness
and convergence statements. However, these follow along the same lines as Proposition 1, by
the observation that, in finite volume and regardless of the initial state, the process y; spends a
non-null fraction of time in the state ‘black’ (with no contours and the whole domain D coloured
black), and by a standard application of the coupling argument; see the proof of Theorem 1.2
of Liggett (1985, pp. 65-67). The proof is thus complete.

5.2. Proof of Theorem 3

Following the ideas of Schreiber (2004), it is convenient to consider the family I'p> of
admissible configurations in the plane embedded into the space G2 of locally finite, nonneg-
ative Borel measures on R?, by identifying a configuration § € I'g> with the measure

M;(U) = length(y NU) + A(black[y] N U) + N(y NU)

for Borel sets U C R?, where N (y N U) stands for the number of vertices of y falling into U.
Endow the space G> with the vague topology defined as the weakest one to make continuous
the mappings w + [ f du for all continuous functions f with bounded support. Observe that,
in general, I'p & T2 for D C R?, due to the presence of edges truncated by the boundary.
Therefore, in order for our embedding also to be defined for finite-volume configurations, we set
M (D) = Oforall p € I'p. Note that only the internal vertices of finite-volume configurations
are counted in N (-).

Consider the sequence ((—n, n)Z);’lO:l of growing open squares in R2. By the properties of
the basic Arak process (see Section 4 of Arak and Surgailis (1989) and Section 2.1 of Schreiber
(2004)), it immediately follows that there exists a finite constant C with

EM oo ((—n,n)?) < CA((—n, n)*) 1)

(=n.n)

for all n > 1. We will show that the above conclusion can be extended to arbitrary o € R and
B > 0, in that there exists a C [«.h] < o0 with

EMup ((—n,n)?) < CPLA((=n, n)%). (22)
(=n,m)?
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Below, without loss of generality we assume that « > 0, which can be done in view of the
colour-flip symmetry. Observe first that, from (6),

a n N
) = e R <0
with Hamiltonian #¢ [i’nﬁ 31 , as in (7). Consequently, taking into account that the area term in
the Hamiltonian is bounded by ¢ A((—n, n)?) and that the Hamiltonian is always positive, we
conclude from (21) that the expectation of the edge length term in the Hamiltonian admits
an area-order upper bound. It remains to show that this is also the case for the number of
vertices. Here, we sketch the argument, omitting standard technical details. Let Po(t) stand
for a Poisson-distributed random variable with mean 7. We use the dynamic representation (as
discussed in the introduction of this paper and in Section 4 of Arak and Surgailis (1989)) to
conclude that, for the basic Arak process A_, ,)2, the number of internal extreme-left vertices
(with the corresponding sharp angle lying to the right of the vertex) is Po(w A((—n, n)z)).
The same applies for the number of internal extreme-right, extreme-upper, and extreme-lower
vertices (recall that we do not count the boundary vertices here).

Consequently, the overall number of internal vertices N (4 _,, ,,y2) is stochastically bounded
by 4 Po(47n?) and has mean, of area order, not greater than 167712, In view of the representation
(6), and taking into account that the Hamiltonian Jf([fnﬂ L 2 is always positive, since o > 0, we
conclude that
P(Po(4nn?) > K)

Eexp(—#, P (AP 1))

n,n)? —n,n)?

P(N(AS L) > 4K) < (23)

for all K > 0. Recall that Poisson distributions exhibit superexponentially decaying tails:

2 K K 2
P(Po(4nn”) > K) <exp| —— log , K > 64nn~,
4 8mn?
see Shorack and Wellner (1986, p. 485). Moreover, the negative logarithm of the denominator
in (23) exhibits at most area-order growth, which is due to the (easily verified) finiteness of the
free energy density for #%A1:

lim inf
n—oo ( n)2

logE exp(—ﬂ[a’ﬁ] 2 (A(,n’n)z)) > —00.

(—n,n

Bl

Consequently, the required area-order bound for E N (Ai‘in ny?

calculation. This completes the verification of (22).
To proceed with the proof of the theorem, consider the sequence (M, ,l,a’ﬁ ])
random elements with laws given by

) follows from (23) by a direct

o0

ne of Gra-valued

1
L(MP =—f / £L RyIM +iwpy )dxd
(M,;™") 7@ S0 S (Ix o RpIM 41 ﬂ]z) xd¢

(=n,n)

1
N / / LT 0 te 0 RIM gy )dxdg,  (24)
4 (2n)? Ji0.2m) J(=n.ny? T

(—nJUz

where t, stands for the standard translation operator, such that t,u(U) = n(U + x), while
Ry, ¢ € [0, 2m), is the rotation by angle ¢ around 0 and X is the reflection with respect to
some fixed axis passing through the origin. From (22), it follows that

EM"Pl(U) < o
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for all bounded sets U € R2. By applying Corollary A2.6.V of Daley and Vere-J ones (1988,
Corollary A2.6.V, p. 632) we conclude that the sequence of random measures (M A )2 is
uniformly tight in G2 and, consequently, contains a subsequence converging in law to some
M corresponding to a whole-plane polygonal field A . In view of (24), it is clear that

LAK) € g (AP,

which completes the proof of the theorem.

5.3. Proof of Lemma 1

By definition (13) of the S-tilted contour measure ®!#, it is enough to establish the assertion
of Lemma 1 for the case 8 = 2. Thus, we henceforth assume that 8 = 2. In order to establish
(16), define the continuous-time random walk (Z;);>0 in R? with the following transition
mechanism:

e between critical events specified below, move in a constant direction with speed 1;

e with intensity given by four times the covered length element, update the movement
direction, choosing the angle ¢ € (0, 27r) between the old and new directions according
to the density |sin(¢)|/4.

We start the random walk Z, at time O at a given point x and with a given velocity vector.
Moreover, we choose the loop-closing angle ¢* € (0, 2r) according to the density [sin(¢)|/4
and draw an infinite loop-closing line I* that starts at x and forms the angle ¢* with the initial
velocity vector. Let Z; be the random walk Z, killed whenever it hits either its past trajectory
or the loop-closing line /*. The directed nature of the random walk trajectories constructed
above requires us to consider, for each contour 0, two oriented instances: 6~ (clockwise) and
0 (anticlockwise). We claim that, for x € R2and 9 € C with x € Vertices(6),

167 dxe 41ength(€™) p(7 reaches I* and the resulting contour falls into d6~) = ©2!(do),
(25)

where e* stands for the last segment of 6, counting x as the initial vertex, which is to coincide
with the segment of the loop-closing line /* joining its intersection point with 7, to x. Clearly,
the same relation then holds for <, and addition of the two versions of (25) (one for 6~ and
one for #<7), which amounts to taking into account the two possible directions in which the
random walk can move along 6, will yield 2081(d0) on the right-hand side of the equation.
Relation (16) will then easily follow from the trivial upper bound 1 for the probability on the
left-hand side of (25).

To establish (25), we observe that the probability element

P(Z reaches I* and the resulting contour falls into d7)

is exactly
! exp(—4length(d \ €*)) ﬁ du(llei]) (26)
4 x nl(d, 1% N1 € dx)) o e
where ey, ..., e; are segments of 0, inclusive of e¢*, and I[e;] stands for the straight line

determined by e;. Indeed, the prefactor (4[u x ul({(,1*): I N I1* € dx}))~! comes from
the choice of the lines respectively containing the initial segment of 6~ (counting from x) and
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I*, as well as from the choice between two equiprobable directions on each of these lines. For
the remaining segments, we use the fact that, for any given straight line /p, we have

w{l: 101y ede, LU, 1) € dp}) = |sin p|de dg,

where d¢ stands for the length element on /y and Z(ly, /) denotes the angle between [ and /o;
see both Proposition 3.1 and the argument justifying the dynamic representation in Section 4
of Arak and Surgailis (1989). Note that the direction update intensity was set to 4 to coincide
with [ | sin ¢| d.

To recover (25), it is now enough to use (26), recall the definitions of ® and ®?!, and observe
that [ x n]({(,1*): INI* € dx}) = 47 dx (as follows by standard integral geometry). This
completes the proof of (16).

We now let Z; be the random walk Z; killed whenever it hits its past trajectory (but not when
it hits the loop-closing line /*). Define

1
= — lim —logP(F > T), 27
3 Fm o log (t>T) 27

where 7 is the lifetime of Z; or, in other words, the first moment Z; hits its past trajectory. The
existence of the limit in (27) follows from a standard superadditivity argument (see Section 1.2
of Madras and Slade (1993)), and ¢ can in fact be regarded as the connective constant for
the self-avoiding version of the random walk Z; (again see Section 1.2 of Madras and Slade
(1993)). It is easily checked that ¢ > 0, since, during each unit of time of its evolution the
walk Z; has a certain positive probability of hitting its past trajectory that is always uniformly
bounded away from 0. Indeed, the probability that such a collision happens during the time
period [0, 1] is clearly positive and can only increase in later unit time periods because of the
growth of the past trajectory. To establish (17), observe that, as in the argument above,

©1({0: dx e Vertices(9), length(d) > R})
< 8mdx P(Zt survives up to time R/2)
< 8r dxP(¥ > R/2). (28)
Relation (17) then follows from (28), (27), and the observation that
©1({6: 0 € int6, length(9) > R})
o
< Z ({6 | Vertices(®) N[B(0, k + 1)\ B(0, k)] # @, length(§) > max(R, k)}).
k=0

This completes the proof of Lemma 1.
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