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LOCAL TRANSFORMATIONS BETWEEN SOME
NONLINEAR DIFFUSION EQUATIONS
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Abstract

We derive local transformations mapping radially symmetric nonlinear diffusion
equations with power law or exponential diffusivities into themselves or into other
equations of a similar form. Both discrete and continuous transformations are con-
sidered. For the cases in which a continuous transformation exists, many additional
forms of group-invariant solution may be constructed; some of these solutions may
be written in closed form. Related invariance properties of some multidimensional
diffusion equations are also exploited.

1. Introduction

It is well known that the spherically symmetric linear diffusion equation

dt ~ r
2 dr \ dr)

is mapped into the one-dimensional equation

dC d2C

by the simple discrete local transformation r = R, t =T, c = C/R. It has
recently been noted (King [12]) that the cylindrically symmetric nonlinear
equation

d<i = )_d_( -idc\
dt ~ r dr \ C dr)

is mapped into the one-dimensional equation

dT~dR\ dRJ
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322 J. R. King [2]

by the transformation r = e , t — T, c — e C. The purpose of this
paper is to derive and exploit some generalisations of these transformations.

We start in Section 2 by considering radially symmetric equations of the
form

/ sdc
)

with D{c) — c" and D(c) - ec. By straightforward translations and rescal-
ings our results can be extended to diffusivities D(c) — DQ(c + co)

n and
D(c) = Doe

c/c° where Do and c0 are arbitrary constants. We note that the
apparently more general equation

dc i d ( fc_ , 0 c '

discussed by Hill and Hill [10], [8] may be written in the form (1.1) with
N = 2(1 - /)/(2 - (k + /)) by writing

provided that k +1 / 2 .
The transformations we derive are applied to relate known exact solutions

and to derive new ones. In Section 3 we then extend and apply known Lie
group results for multidimensional equations of the form

dc/dt = V • (Z>(c)Vc) (1.2)

in a similar fashion.
We conclude with some discussion and mention of some generalisations.

2. Radially symmetric equations

2.1 Introduction
This section is concerned with the equations

dc 1 d ( N-\ ndc
r - u, K u,y {2A)

and
dc 1 d ( N-\ cdc

Since such equations can arise in contexts in which N does not represent
the dimension, we shall consider arbitrary values of iV.

To simplify the algebra we first introduce

(2.3)
x = In r for N = 2,
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[3] Local transformations 323

and for (2.1)

u = cn+l for n / - 1 , 1 ( 2 4 )

u = In c for n — -1, J

and for (2.2)

u = ee;

we define

- _ " - _ 2 ( 1 - i V )
( 2 - 5 )

with m = - 1 for (2.2) corresponding to the limit n -* oo . Then both (2.1)
and (2.2) may be written as

M mdu d u . , . . . . , ,o ,.
x " 7J7 = 7TT f o r n / - l , i V # 2 , (2.6)

2x mdtl d U c / , »r i /i -i\

d U
— ^
dx

for « = - 1 , N ^2, and (2.8)

6 6 ~di = ~dx1- {0Tn = - l > N = 2' ( 2 9 )

Before proceeding to derive new mappings for (2.6)-(2.9), we first note the
following well-established continuous transformations under which they are
invariant:

(2.6)-(2.9) under X = x, T = t + a, U = u; (2.10)

(2.6) and (2.7) under X = x, T = a"t, U = au; (2.11)

(2.8) and (2.9) under X = x, T = eat, U = u + a; (2.12)

(2.6) and (2.8) with M = 0 under X = x + a, T = t, U = u; (2.13)

(2.6) under X = a~mx, T = t, U = a{M+2)u; (2.14)

(2.7) under X = x - mlna, T = t, U = a2u; (2.15)

(2.8) under X = ax, T = t, U = u - (M + 2)lna; (2.16)

(2.9) under X = x + a, T = t, U = u - 2a. (2.17)

In each case a is an arbitrary constant. In what follows, we shall ignore
parameters corresponding to these transformations.
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324 J. R. King [4]

We also note the following discrete transformations under which (2.6)-
(2.9) are invariant (in each case k is an arbitrary integer):

(2.6) a n d (2.7) unde r X = x, T = t,U = e{lnk'm)iu,

( 2 . 8 ) a n d ( 2 . 9 ) u n d e r X = x , T = t , U = u + 2 n k i ,

( 2 . 6 ) a n d ( 2 . 8 ) u n d e r X = e(
2jtk<-M+2»Xj T = t , U = u ,

(2.7) and (2.8) under X = x + nki, T = t, U = u.

These transformations can be derived in the course of the analysis which
follows, but since they are given here, we shall not usually refer to them
again.

We shall derive our mappings directly, by restricting attention to transfor-
mations of the form

X = g{x), T = t, U(X,T) = h(x,u(x,t)) (2.18)

with

h(x, u) = u/f(x) for (2.6) and (2.7),

and

h(x,u) = u- f(x) for (2.8) and (2.9),

and we shall determine f(x) and g(x) in order to provide mappings be-
tween equations of the form (2.6)-(2.9). These transformations may be con-
tinuous or discrete and may map an equation into itself or into another
equation of the form (2.6)-(2.9).

The analysis for (2.8) and (2.9) is simplest, so we start with the case n =
- 1 .

2.2 n = - 1

2.2.1 Derivation of transformations. The appropriate form of (2.18) for
n — -1 is

X = g(x), T = t, U = u-f(x),
and (2.8), (2.9) then transform respectively to

U^lf
dT \dx) dX

2 dx2 dX dx

,du_^ (dg\
OT \dx)

udu (dg\2d2u d2gdu d2f
\) d2dX +

 dfdX2

so we must impose the conditions

7^°' 7
dx dx
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[5] Local transformations 325

giving f=fo + flx, g = go + gxx, where / 0 , / , , g0 and gi are arbitrary
constants. Equation (2.8) then becomes

(X-go)
Me

while (2.9) maps

exp({(/, +

In (2.19), if M?

*P({/,

to

2)X +

iO we

rn = o ,

•f a ( f _L /J\ & \ I a

must set

/,=o, /0 =

(/oC M+2a U

' dT Sl dX2

2

(M + 2)lng,,

(2.20)

which corresponds to (2.16) and gives nothing new, though by exploiting the
multivaluedness of In g, we may also derive the discrete invariants of (2.8)
referred to in Section 2.1.
When M — 0 in (2.19) we may take / , = 2g, , f0 - 2g0 — 2\ngx, to give
a mapping from (2.8) into (2.9). The parameter f0 corresponds to (2.16)
while gQ corresponds to (2.13) so we set

/ 0 = 0, so = O, fx = 2, gl = l

to give
X = x, T = t, U = u-2x.

Hence the transformation

= er, T = t, C = e~2rc (2.21)

maps
dc_ _ d_ ( -\dc\
dt ~ dr V dr)

into

dT~ RdR \ dR
This transformation has already been referred to in Section 1. Turning now
to (2.20), by choosing

/ 0 = 0, go = O, / , = - 2 , g, = l

we have a mapping from (2.9) into (2.8) with M — 0 taking the form

X = x, T = t, U = u + 2x.

Hence
R = lnr, T = t, C = r2c (2.22)
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326 J. R. King [6]

maps
dc 1 a f - i d c \
dJ = 7W-r{

rc Tr) (2"23)

into
dC d (r-\dC

This is the inverse of the mapping (2.21) and will be exploited shortly. Choos-
ing

fl+2 = 2gl, fo-2go = 2lng,

in (2.20) we have a mapping of (2.9) into itself. The parameter gQ corre-
sponds to (2.17) and we set

gQ = 0, £, = l + £ , /O

where 0 is an arbitrary constant. Hence

X = (l + fi)x, T=t, U = M-2j?x-21n(l + 0) (2.25)

so that
R = rx+P, T = t, C = (l+0)~2r~2fic (2.26)

maps (2.23) into itself.
The transformations we have derived for (2.8) and (2.9) could be spotted

without the analysis given here, but the value of the systematic approach will
become more evident in dealing with (2.6).

Nariboli [15] went some way towards giving a Lie group analysis for an
equation equivalent to (1.1) with N = 2 and N = 3 (as well as N = 1),
but does not give a result corresponding to the continuous transformation
(2.26). Mapping (2.9) into (2.8) with M — 0 maps invariance properties of
the former into those of the latter as follows: (2.10) goes to (2.10), (2.12) to
(2.12), (2.17) to (2.13), and (2.25) to (2.8) (with a=l+0).

2.2.2 Applications of transformations. The transformations that we have
derived here have already been used to derive some exact solutions in King
[12], but some further results may also be noted.

We start by listing the similarity solutions of (2.24) together with the so-
lutions of (2.23) to which they map; in each case y is an arbitrary constant.

(i) C = F{R-yT), c = e-2rtf(r/en);

(ii) C = Tl~2yF{R/Ty), c = r~211 ~2y F (In r/ty); (2.27)

(iii) C = e~2yTF{R/eyT), c = r~2e~2ytF(\n r/eyt);

(iv) C = TF(R + ylnT), c = t'~2yf(r/ty); (2.28)
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[7] Local transformations 327

where in (i) and (iv) f(r\) = rj~2F(lnn). It is evident from (2.26) also that
solutions to (2.23) of the form (2.28) for all values of y ^ 0 can be derived
from the solution for a single y .

Further exact solutions to (2.23) of the form (2.27) not noted in King
[12] are the general solution of the form c — r~2F(\nr/t*) corresponding
to taking y = \ in (2.27), which can be derived from the Fujita [6] solution
to (2.24), and the separable solution c — tr~2F(lnr) which corresponds to
y — 0. In the latter case we have

with general solution

(F-idF\ =

dR \ dR)

where Fo and RQ are arbitrary constants. We note that if we write the
separable solutions to (2.24) and (2.23) in the forms

C = Te K ', c =

we have
dy/

dR2 rd
and the transformation (2.22) reads

JR = lnr, V

giving the usual transformation between the one-dimensional and cylindri-
cally symmetric Liouville equations.

2.3 n = -\

2.3.1 Derivation of transformations. We now turn to (2.6) and (2.7), the
required form of (2.18) then being

X = g(x), T = t, U = u/f(x).

Under this transformation (2.6) and (2.7) become, respectively,

(2.29)
and

(2.30)
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328 J. R. King [8]

Hence we must impose conditions

dx2 ' dx dx dx2

so that / = fQ + fxx where f0 and / , are arbitrary constants. If / , =
0 then g = go + gxx where g0 and gx are arbitrary constants, and this
transformation is simply a rescaling of u and a translation and rescaling
of JC . We may therefore limit discussion to the case / , ^ 0 when g =
g0 + g\l(fo + f\X) • Writing g0 - -FJFX, gx = 1/F,, gives

* = - ' J

so that (FQ + F{X){f0 + fyx) = 1. Equations (2.29) and (2.30) now read,
respectively,

aTJ fM+2 a2T,
^(m+M+4),^ f r f IT v\Mum2±L = h ° U (2 31)

and

IF | F XV{m+4)(F + FX)

Since F, ^ 0, (2.32) cannot be written in the form (2.6)-(2.9) so we obtain
no new results for (2.7). For (2.6), however, there are a variety of possibil-
ities; (2.31) becomes an equation of the form (2.6) in all the following five
cases:

(i) M = 0, F0 = 0.
Imposing F™*2/? = 1, (2.31) then reads

v-(m+A)rtmdU _ d2U
x u

The parameter f0 corresponds to (2.13) and / , to (2.14) so taking

/ 0 = 0, /, = 1, F0 = 0, F, = l

the transformation is

X=l/x, T = t, U = u/x.

(ii) m + M + 4 = 0, /0 = 0.
Imposing i f = fx

M+2, (2.31) now reads

dT Qx2' ( }
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[9] Local transformations 329

Fo corresponds to the invariance of (2.33) under translations of X, and / ,
corresponds to (2.14) so taking

yields
X=\/x, T = t, U = u/x. (2.34)

This is the inverse of the transformation given in (i). The condition
m + M + 4 = 0 is equivalent to

n = -2(N-3)/{N-4) (2.35)

and the transformation (2.34) becomes for N ̂  4
N~2

which maps (2.1) into

ar a/? \ dR
when the condition (2.35) holds. Thus when n = -2(N - 3)/(iV - 4), the
radially symmetric equation (2.1) maps to its one-dimensional equivalent.
For N = 3 we have n = 0, giving the usual reduction for linear diffusion.
As N —» 2 we have « —> - 1 as in Section 2.2. For N = 1 we have n = -4 /3
and this case is discussed in more detail below. Finally, for N = 4 we have
a transformation from

^ = A (ec°C-\ (2 39)
dT dR \ dRj l '

given by
R = r2/4, T = t, C = c + 21n(r/2). (2.40)

Imposing Fi
m+M+2f"+2 = 11 (2.31) now reads

-(m+M+4)nmdU _ d2fJ

Taking

we have
X=l/x, T = t, U = u/x,
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giving a transformation between (2.6) and (2.41). Equation (2.1) with
n ^ -2/N is mapped into

2£ — —
dT - RN'-I dR

where

(R
N-lCn^) (2 42)

(nN

by the transformation

2(2* - AT + 4)
2) ' l j

p * - l '» I * M-* ' * - / ) ! f

nN + 2 \\\N-2\) ' T *'

The transformation (2.36) is a special case of (2.44) corresponding to N' = 1.
Similarly, equation (2.2) is mapped into

dC 1 d_ (RWN)-I cd£\

dR \ dR)dT RW*n-i dR \ dR)
by

R =
)

(2.45)
The transformation (2.45) generalises (2.40).

From (2.43) we see that we have a mapping from N = 3 to N' = 1 (or
vice versa) if n = 0, from iV = 1 to N1 = 1 if n = - 4 / 3 , and from N = 3
to iV' = 3 if « = - 4 / 5 . The transformation gives a discrete mapping of
(2.1) into itself when N' = N so that n = -4/(N + 2); in this case (2.44)
reads

R = \N-2\2r~i, T = t, C = (r/\N-2\f+2c. (2.46)

(iv) M = 0, m = - 4 .
This implies iV = 1 and n - -4 /3 and imposing ff = F2, (2.31) reads

so that we have mapped (2.8) into itself. The parameters f0 and FQ are
arbitrary, corresponding respectively to translations of x and X. Choosing

/ 0 = l , /, = /?, F 0 = l , Fx=-fi,

https://doi.org/10.1017/S0334270000007074 Published online by Cambridge University Press

https://doi.org/10.1017/S0334270000007074


[11) Local transformations 331

where fi is an arbitrary constant, gives the continuous transformation
y _ X U

~ 1 + fix ' ' ~ 1 + fix '
so that the transformation

maps

into itself.
It is well known that (2.49) possesses one more group invariant than (2.1)

for N = \ with n ^ —4/3 and the form of the infinitesimals correspond-
ing to (2.48) has been established by Lie group methods (see, for example,
Ovsiannikov [16] and Nariboli [15]). The global form of the invariant ex-
pressed by (2.48) may alternatively be derived from the infinitesimals, and
is exploited below.

(v) m + M + 4 = 0, fQF0=l.
Then we impose f"(-FJfx)

M+2 = 1 and (2.31) becomes

YMTTmdU _ d2U

so that (2.6) is mapped into itself. Choosing

/ 0 = l , / , = /?, f o = l , F, = -fi,

where /? is again an arbitrary constant, gives

X = TT?P T'<- ^ r f W ( 2-5 0»
which is a continuous mapping of (2.6) into itself. The case m + M + 4 = 0 ,
giving n = -2(N-3)/(N-4), also arises in (ii) above where a transformation
to (2.33) corresponding to M = 0 is given. The invariance properties of (2.6)
with m + M + 4 = 0 map under (2.34) to those of (2.6) with M = 0 as
follows: (2.10) goes to (2.10), (2.11) goes to (2.11), (2.14) goes to (2.14), and
(2.50) goes to (2.13) (with a = fi). Equation (2.50) leads to the following
continuous mapping of (2.1) with n = -2(N - 3)/(N - 4) into itself:

( ) , T = t, C = (l + yr-^-2))^c, (2.51)

where
y = fi\N-2\N-2.

In addition, (2.2) with iV = 4 is mapped into itself by

R = (r2 + 4^)1, T = t, C = c-\n{l+4fi/r2). (2.52)
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2.3.2 Summary. We have derived the following for N ̂  2, n / - 1 ;
(I) Discrete transformations
(a) Equation (2.1) is mapped to

dC = 1 d { N'-i ndC\
dT Rv'-i dR \ dR) '

where N' = 2(2n -N + 4)/(nN + 2) by,

2(n+l)(N-2)\( r
R =

nN + 2
= t,

see (2.42)-(2.44). When n = -2(N - 3)/(N - 4) we have N' = 1 ;
see (2.35)-(2.37). When n = -4/{N + 2) we have N' = N; see
(2.46).

(b) Equation (2.2) is mapped to

dC 1 d (n(4/N)-\ cdC\ f? 531
dT RW")-i dR { dR)

by

R =

see (2.45). When N = 4, (2.53) becomes (2.39); see (2.38)-(2.40).
When N = —2, (2.2) is mapped into itself.

(II) Continuous transformations
(a) When n = -2(N - 3)/(N - 4), (2.1) is mapped to itself by

see (2.51). For the specialisation of this result for N = 1, n = - 4 / 3 ,
see (2.48)-(2.49).

(b) When N = 4, (2.2) is mapped into itself by

R = (r2 + y)i, T=t, C = c - In ( l + y/r2) ;

see (2.52).

2.3.3 Application of transformations. Many exact solutions to (2.1) are al-
ready known (see, for example, Lacey et al. [14], Hill [10], Hill and Hill [8]
and King [12]) and our transformations may be used to derive new solutions
from these.
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In particular, (2.1) and (2.42) have the following classes of similarity so-
lution which are mapped into one another by (2.44):

(i) c = raf ( r / r i ( 1" n a ) ) , C = T~AF (R/T^-nA)) , (2.54)

where a is an arbitrary constant and

(nN + 2)a - (N - 2) 2{n + l)a + (N1 - 2)
2(n + l) {nN'+ 2)

A =

, . . , -at r I \nat\ ^ -AT „ / _ i,nAT\

(u) c = e f [re1 J , C = e F [Re1 J ,

where
A_ {nN + 2)a = 2(n+l)a

2{n+l) ~ {nN' + 2) '

Closed-form solutions of the type (2.54) are known for a = N/(nN + 2) (the
instantaneous source solution) and a — l/(n + \) (the 'dipole' solution); see
King [12] and references therein. These map respectively to solutions with
A = l/(n+ 1) and A = N'/(nN' + 2) and therefore give little new. We note,
however, that in King [12] the general similarity solution of 'dipole' form
(i.e. for a — l/(n + 1)) was constructed for n = jN - 2 and this maps to

the similarity solution C = F{R/T>) of (2.42) with N1 = 0 . This solution

is also easily constructed directly; writing Y - R/T1 gives

iL = Y-L(Y-xFn*L\
dY)

so that
F"

where Fo and Fx are arbitrary constants.
Further progress is possible in the special case n = -2{N - 3)/{N - 4)

when (2.36) maps (2.1) to (2.37) and the continuous transformation (2.51)
mapping (2.1) into itself exists.
From (2.51) it follows that if c = g(r, t) satisfies

£\= (fc
dt r

N~x dr V dr
then so does

for any value of y. In particular, we may generalise the similarity solutions
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listed above as follows:

(i) c = t~af (r/t^^)a\ (2.56)

maps to

c = t~"(\ + yr ~

Similarity solutions equivalent to this form were discussed by Hill [10] for
the case N = I, n — - 4 / 3 ; the fact that they could be derived directly from
the standard similarity forms (2.56) was not noted however.

maps to
-at

c e f \{r + y)"-* / exp ^ ( j ^ J atj) •

Closed-form solutions to (2.55) are given by the instantaneous source solution

I ( i V 3 ) / % 2 -
c=<— J-j (fit I"-*)2 + r t

and the 'dipole' solution

where in each case fi is an arbitrary constant. Using (2.51) these map to
N-4. N-2

c = r (r

I 2(N-2Y
and

(2.57)

N-4 I ( i V - 3 ) / -(AT-3) , , N-2 , v2 - 1 \ I /o cox
c-r {-— -, [fit K ' + {r +y) t )} (2.58)\ 2(iV-2)2^ Jj '

respectively. When N — 1 these two solutions are equivalent and correspond
to the 'source-dipole' solution derived by Hill [10], [8].

We may also exploit the reduction to (2.37) to derive new solutions. The
instantaneous source and dipole solutions of (2.37) lead (using the invariance
of (2.37) under translations of R) respectively to (2.58) and (2.57). Equation
(2.37) has additional similarity solutions not shared by (2.1) with N ^ 1 as
follows:

(iii) C = F(R — qT), where q is arbitrary constant.
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These are the travelling waves and map under (2.36) to solutions of (2.55)
of the form

F can be determined exactly in the form

rF c— 2(iV-3

/ ;
= -q(R-qT),

where FQ and F, are arbitrary constants. Taking FQ — Fl—0 gives

(W-4)

and this leads to

\(N-A){N-2f ')

(where fi = q\N - 2\N~2) as a solution to (2.55). This solution may also be
written in the form (2.56) with a = -(N - 4)2/2(N - 2)(N - 3).

(N-3)

(iv) C = T1{N~2) F(R + fi In T), where n is an arbitrary constant.

This maps to solutions of (2.55) of the form

c =
( ) F ((
[\N-2\J *{{\N-2\

When n — 0 we have the separable solutions to both (2.37) and (2.55). The
former is easily expressed in terms of quadratures (see, for example, Hill
[10]) and may be used to deduce the latter.

We note that all our additional similarity forms (as well as the one-
parameter group represented by (2.51)) can also be derived by standard Lie
group methods. When JV = 1, so n — - 4 / 3 , (2.36) reads

R = r~l, T = t, C = ?c

and gives a discrete transformation of (2.49) into itself. This case also pos-
sesses the continuous transformation (2.48) which is a special case of (2.51)
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and this leads to further additional similarity forms as follows:

(hi) c = f{r-qt) (2.59)

maps to

(iv) c = t*

maps to

In particular, a solution of the form (2.59),

gives

as a further solution to (2.49).

3. Multidimensional diffusion

3.1 Introduction
In this section we shall exploit and extend known Lie group results for

equations of the form

^ = V-(cnVc) (3.1)

in both two and three dimensions.
Lie group methods are well established for nonlinear diffusion equations.

The one-dimensional problem was first considered by Ovsiannikov [16] and
later by Nariboli [15], Ames [1], Bluman and Cole [3] and Hill [9]. Higher
dimensional problems have been studied by Nariboli [15], Branson and Steeb
[2], Dorodnitsyn et al. [5] (see also Galaktionov et al. [7]), Kersten and
Gragert [11] and Yang et al. [18]. These references show that in N di-
mensions the invariance group of (3.1) possesses extra parameters when
n = -4/(N + 2); as we have already seen, when restricted to the radially
symmetric equation, the extra invariant for this case with N > 2 turns out
to be a discrete one. In the special case N = 2, n — -1 the group becomes
infinite-dimensional, as first noted by Nariboli [15].

We shall limit discussion to this two-dimensional case when
d c 8 ( - i d c \ d ( - x d
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and to the three-dimensional case

dt dx \ dx) dy \ dyJ dz

3 2 r — (r~lr } -+- (r~lr \
•J.X. C( — (C Lx)x -f \t Ly)y

Considering now (3.2), the infinite-dimensional group can be determined
directly by seeking a transformation

X = X(x,y), Y=Y(x,y)> T = t,

C(X,Y,T) = c(x,y,t)/f(x,y)
to give

dC _ f (d_X\2 fdX\2\ d_ (c-xdC\
Jdf~ \\dx) \~dy~) f dx {L dx)

) + ( ) \ ( c

dx) +[dy) fdY{C dY

d2

d2X d2x\ -idC fd2Y
dx2 dy2 I dX I dx2

which gives a mapping of (3.2) into itself provided that

2 (dX\2 (dY\2 (8Y\2

dx The + ~dy ~dy ~ '

This implies that, without loss of generality,

dXdY

so that X and Y are harmonic conjugates, and

2

dx ~ dy ' dy ~ dx l ' '
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Writing z = x + iy, Z(z) = X + iY it follows that

/ =

so that

and the condition

is automatically satisfied.
The transformation (3.4) thus reads

X = X{x,y), Y = Y(x,y), T = t,

where X and Y satisfy (3.5) but are otherwise arbitrary.
This transformation may be of value numerically in mapping a problem for

(3.2) on a complicated region to one on a computationally more convenient
one.

When X and Y are chosen such that the transformation is a continuous
one, the infinitesimals corresponding to (3.6) are equivalent to those given in
Nariboli [15] and Dorodnitsyn et al [5]. The transformation (3.6) can also
be a discrete one. As an example of the latter we note, after first defining

that

x — r cos 6

writing Z =

X

y =

lnz gives

= lnr,

rsin

Y =

e,

-e,

x =

T

RcosQ

= t, C

Y =

— re

R sin 6 ,

and this is a generalisation of the discrete transformation (2.22) between
cylindrically symmetric and one-dimensional versions of (3.2). As an exam-
pie of a continuous transformation we write Z — z to give

R = rl+fi, e = {l+fi)6, T = t, C = (l + p-2)r~2Pc,

which generalises (2.26).
The transformation (3.6) enables many new solutions to (3.2) to be con-

structed. If c = g{x, t) is any solution to

dc a ( -\dc\ .. _.
{ ) (3-7)
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it follows from (3.6) that

satisfies (3.2) for any harmonic function X(x, y). The question of deter-
mining whether given initial data for a Cauchy problem for (3.2) leads to
a solution in the essentially one-dimensional form (3.8) is addressed in the
Appendix. Here we exploit known similarity solutions of (3.7) as follows:

(i) c - f(x - qt), where q is an arbitrary constant. Possible forms are

where f0 is an arbitrary constant, and

c=l/q(x-qt),

corresponding to f0 = 0. These give two-dimensional solutions

q{X-qt)

Choosing Z = zx+p the latter solution becomes

c —

which may also be written as a similarity solution of the form

(ii) c = tf{x).
This solution was given in Section 2.2.2 and takes the form

sinh2

where f0 and x0 are arbitrary constants. Hence

(3.9)

= ( 3 . 1 0 )
sinh2 X

satisfies (3.2) for any harmonic X(x, y). We note that writing

c = te*{-x'y\ (3.11)
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(3.2) becomes

^Sf + ^ = e ' (3.12)
dx2 dy2 '

the two-dimensional Liouville equation, which also possesses an infinite-
dimensional group which is easily derived from (3.6). Writing

Z = \nW, W = u(x, y) + iv(x, y) (3.13)

(3.10) is equivalent to

(w2 + u 2 - l ) 2 '

which is a standard form for a general solution to (3.11) (see, for example,
Stuart [17] equation (5.6)). In the limiting case f0 -> 0, the solution (3.9)
becomes c = 2t/(x + xQ)2 which maps to

(3.14)

In Dorodnitsyn et al [5], a very special case of the separable form
c — tg(x, y) was considered. By using the global form of the group we
are here immediately able to obtain the general case (3.10), together with the
singular case (3.14). As a simple example, again choosing Z = zI+^ , (3.14)
reads

2(1 +p)2t
C- 2 2—— .

We note that separable solutions of the form c = (t0 - t)g(x, y) (where tQ

is a constant) can also be of interest. The solution in one dimension then
reads

2 f / / x i )
c = ( t 0 - l ) f J c o s h 1 ( 2 ) (x + x o > \

and yields the two-dimensional solution

Equivalently, writing c — (tQ - t)e^x'y^ now gives the Liouville equation

dly/ dV
dx1 dy2
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and, using (3.13), (3.15) becomes

which is equivalent to equation (5.4) of Stuart [17].
Several other exact solutions to (3.7) are also known, and these may be

used in a similar fashion to derive new two-dimensional solutions.

3.3 ct = (c~tcx)x + (c-*cy)y + {c-*cz)z

We now turn to the three-dimensional equation (3.3). The results of Bran-
son and Steeb [2], Dorodnitsyn et al [5] and Kersten and Gragert [11] show
that there are three extra parameters in the invariance group of (3.3) com-
pared to that of (3.1) in three dimensions with n / — | . We consider trans-
formations (parametrised by e) of the form

X = X(x, y, z;e), Y = Y{x, y, z ; e ) , Z = Z(x, y, z; e),

T = t, C = C(x,y,z,c;e),

with corresponding infinitesimals x*, y*, z*, c*, where

X~x + ex*(x, y, z), Y ~ y + ey*(x, y, z),

Z ~ z + ez*(x,y, z), C ~c + ec*(x,y, z,c),

as e -> 0. The extra infinitesimals for (3.3) are given by

(a) x* - x2 -y2 - z2, y* = 2xy, z* = 2xz, c* = -5xc,
(b) x* = 2xy, y*=y2-x2-z2, z* = 2yz, c* = -5yc,
/ \ * ^ * * * 2 2 2 * c

(c) x = 2xz, y — 2yz , z = z - x - y , c = -5zc.

The global form of the group is given by the solution to

with X = x, Y = y, Z = z, C = c, ate = 0;

see, for example, Bluman and Cole [3]. Considering (a), and defining

(3.16) leads to
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so that

and (3.

so that

yZ = zY,
16) also implies

From (3.17)

y

z-

and

1 +

1 +

(3.18) we

x + ar2

lax + a2

z
lax + a2

J. R. King

yR2 = r2Y, y~^C = cY~^,

d (X\ R2

de\Yj~ Y

yX = (x - er2)Y.
may deduce, writing e = -a,

Y ^
r2' ' 1 + lax + a V '

2 2 J

-j , C — (1 + lax + a r yc.

[22]

(3.17)

(3.18)

(3.19)

The infinitesimals (b) and (c) lead to similar expressions and by combining
all three groups we end up with

r -t- nr

X =
•ar

Y =

Z =

1 + l{ax + Py + yz) + {a2 + fi2 + y2)r2

V + Pr2

l(ax + yz) + (a2

z + yr2
fi2 y2)r2

l(ax yz) + (a2 y2)r2

iC = ( l + l(ax + py + yz) + (a2 + p2 + y V ) c

where a , P and y are arbitrary constants. The relation
2

(3.20)

R2 =
1 + l(ax + Py + yz) + (a2 + p2 + y V

(3.21)

also holds. We note that (3.20) corresponds to (3.19) combined with rota-
tions.

If in (3.19) we replace x by -(\/a)-x and X by X + (l/a) (we note
that we are exploiting the invariance of (3.3) under reflections of x as well
as translations) and set a = 1 we obtain the discrete transformation

= r5cX = x/r2, Y = y/r2, Z = z/r2, C = r5c (3.22)

which gives R = \/r and generalises (2.46) with N = 3. It should be
emphasised that (3.22) is not a special case of (3.20). It follows from (3.20)
that if c = g(x, t) is a solution to the one-dimensional problem

dt dx dx
(3.23)
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then

c = (l + 2(ax + fiy + yz) + (a2 + p2 + y V )

(2 02 2 ) 2 ' )

is a solution to (3.3).
To give a simple example, we note that

c— I -i

where q is an arbitrary constant, gives a travelling wave solution to (3.23).
Setting P = y — 0 , this maps to

/ . . 2 2\-f / 4 / x + ar \ \ ~ *
c = ( 1 + lax + a r ) [q[ 0 )

Applying the transformation (3.22) instead yields

- I
= f 5«»"2(x - qtr2)\ ,

which is equivalent to solution (11) of Yang et al [18] (with misprints cor-
rected) and gives a more straightforward derivation of it.

Other well-known exact solutions to (3.23) can similarly be used to give
three-dimensional solutions, as can (for example) solutions to (3.3) which
depend only on (x2 + yy and t.

4. Discussion

In this paper we have employed a technique of directly determining trans-
formations which is more general than a Lie group approach in the sense
that it identifies discrete as well as continuous transformations which map a
given equation into itself as well as giving transformations to other equations
of interest. An analogy may be made with the direct method of determining
similarity solutions used by Clarkson and Kruskal [4], which finds nonclassi-
cal and well as classical self-similar solutions. We have clearly not considered
the most general local transformations possible, but the ones we have con-
sidered seem the most general forms likely to give nontrivial results for the
equations studied. The form of the transformations considered can easily be
generalised, however, and this is necessary for linear diffusion (n = m = 0)
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where (2.6) and (2.7) become

= ^-T. # = 2. (4.2)

Making the more general transformation

X = g(x,t), T = h(t), U = u/f(x,t),

(4.1) yields

MfdhdU__ (dg\2d2U
J dt dT-J\dx) dX

2

so that we must impose

xMd-l = ̂ l (4 3)
dt dx*

 ( 4 3 )

and

Writing g — G/f and using (4.3), (4.4) becomes

We also require that

MdG 82G

Mdh , (dg\2

x dt I \dzdt
be independent of T, and this requires that

for some functions co and ̂ 0 . g must also satisfy (4.4), and this restricts
the possible forms of co, g0 and h. Similar results hold for (4.2) but we
will not complete the analysis here.

The results of this paper show that the cases n = -4/(N + 2) and
n = -2 (N - 3)/(N - 4) are special and it is noteworthy that the two cases in
which they coincide are n = - 4 / 3 , N = 1, and n = -1, N — 2.

In Section 3 we used the global forms of the transformations to derive
new solutions which add significantly to the class of known genuinely mul-
tidimensional exact solutions to nonlinear diffusion equations. It is hoped
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that these solutions will provide useful test cases for codes for the numerical
solution of such equations.

Our results can be extended in a number of ways. For example, a simi-
lar analysis has been performed on more general inhomogeneous nonlinear
diffusion equations of the form

__,, .du d2u
F{x)G{u)in = ^'

also giving new results.
Direct extensions of our solutions to other equations can be obtained using

nonlocal transformations such as those given by King [13]. In particular,
solutions to

dc d

may also be used to generate solutions to

dv n (dv\ d2v , dw
and -T~- = K

dv n(dv\
— = Z> —
dt \dxj

via the relations
dv

~ dx' ~ dx '
and also solutions to

dvS__K. fd2w*'

dv* ^* (dv*\ d2v*
W

where

D*(c*) = D(l/c*)/c*2, K*(c*) = -K(l/c*), and

dv* -i . dw*
c = ^ = c , ^ v = a 3 ^ = x « X =V>

W +W* = XX* , t* — t.

These transformations are described in more detail in King [13].
An analogous hierarchy of equations may be obtained in higher dimen-

sions. Writing c — V • v, v — Vw gives

dv
f = D(V'»)Vt;] VAv = 0, (4.5)
Qt ~ ~ ~
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and

^ - = K{V2w). (4.6)

The hodograph transformation

V* — X , X* = V , t* = t

may be applied to (4.5) to obtain a problem for v*{x*, t*) and, equivalently,

the Legendre transformation

Vx.w*=x, x* = Viw, w+w* = x-x*

may be applied to (4.6), but the resulting equations seem unlikely to have
physical application. We note in particular the case (3.2), when (4.6) reads

dw . fd2w d2w\ .. _.
— = In — T + — T . (4.7)
dt \dx2 dy2)

This has an infinite-dimensional group corresponding to that of (3.2); if
w(x, y, t) satisfies (4.7) then so does

provided that X(x, y) and Y(x, y) are harmonic conjugates. An equivalent
result holds for the corresponding system of the form (4.5).

Appendix: Conditions for the reduction of the dimensionality
of initial-value problems for (3.2)

We consider the Cauchy problem for (3.2), imposing the initial condition

att = O, c = co(x,y) for(x,y)&R2, (A.I)

together with suitable conditions at infinity. We shall derive conditions which
co(x, y) must satisfy in order for (3.2) subject to (A.I) to have a solution
which may be determined by solving the one-dimensional equation (3.7).

It is clear from (3.8) that if

for some function g0 and some harmonic X(x, y), then (3.2) has a solution
which satisfies (A. 1) and takes the form (3.8) for all time, with g(X, t) being
determined from a solution c = g(x, t) of (3.7) which satisfies the condition
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at t = 0, c = go{x). We note in passing that the form of solution (3.8) gives
a similarity reduction for (3.2) resulting from the infinite-dimensional group.

We must therefore derive conditions on c0 such that (A.2) is satisfied for
some g0 and some harmonic X. The conditions derived enable g0 and X
to then be constructed. We first note that if (A.2) holds then, defining

co(x,y) EE I ( | l ( lnc 0 ) + X(lnc0)) , (A.3)

it follows that
1 A2

(A.4)
1 d2

(.,y)

so that co must be a function of X only. Then if w ^ constant, we therefore
write X = X(co) and define

2co\ I ( (dco\2 (dco\2\

It then follows that
A1 Y I AY

(A.6)
d2X I dX

do)2

For a given c0, co can be evaluated from (A.3) and then a from (A.5).
Equation (A.6) requires that a depend on x and y only through co, and
this provides the first condition that c0 needs to satisfy in order that (A.2)
hold. If this condition is met then (A.6) may be solved to give X(co), and
X(x, y) is then known. We note that if Xx (co) is one solution to (A.6) then
the general solution is given by

X(co) = k0 + klXi(co) (A.7)

where kQ and k{ are arbitrary constants; k0 represents a translation of X
and k{ a rescaling so all solutions (A.7) are equivalent.

Once X is determined the remaining condition to be satisfied is that

(A.8)

depends on x and y only through X, and this gives go(X). Hence the two
conditions c0 must satisfy are that:

(i) a depend only on co.
co and a are calculated from c0 by (A.3) and (A.5). Solving (A.6)
with a(co) determined then gives X(x, y).

(ii) n depend only on X.
(A.8) defines ft, and g0 is then given by
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The foregoing analysis breaks down if co = coQ , a constant, so that a is not
defined. Then (A. 3) reads

dx2 dy2

and a solution is given by the separable form c = (1 + co0t)cQ(x, y).
As a very simple illustration, we construct X and gQ in the radially

symmetric case, which we have already shown may be reduced to a one-
dimensional problem. Writing r2 = x2 + y2 , co = cQ(r), (A.3) reads

1 d ( d ,. A
co= — - j - [r-j-(lncn)rc0 dr\drK °'J

and (A.5) is
1 d

a =

Clearly co and a are functions only of r , so that a depends on x and
only through co and condition (i) is satisfied. (A. 6) becomes

so

and
X = kQ + kx In r .

Setting k0 = 0 , k{ = 1 gives X = Inr so that (A.8) reads n = r2cQ(r) which
may be written as a function of X only and condition (ii) is satisfied, giving
go(X) = e2xc0(e

x). This gives the reduction mentioned in Section 1.
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