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OSCILLATIONS IN HIGHER-ORDER 
NEUTRAL DIFFERENTIAL EQUATIONS 

CH. G. PHILOS, I. K. PURNARAS AND Y. G. SFICAS 

ABSTRACT. Consider the n-th order (n > 1 ) neutral differential equation 

(E) ^ \x(t) + 8 £ x(t + s) dn(s)] +ç£* x{t + s) dr](s) = 0, 

where 6 G { 0 , + l , - l } , ( € {+1,-1}, - o o < rx < r2 < 00 with T\T2 ^ 0, - o o < 
(j\ < o2 < 00 and \x and 77 are increasing real-valued functions on [T\,T2] and [a{, a2] 
respectively. The function \x is assumed to be not constant on \j\, r] and [r, T2] for every 
T € (T\,T2)\ similarly, for each a G (a\,a2), it is supposed that r\ is not constant on 
[G\ , a] and [a, 0-2]. Under some mild restrictions on r,- and <r, (/ = 1,2), it is proved that 
all solutions of (E) are oscillatory if and only if the characteristic equation 

A" 

of (E) has no real roots. 

1 +6 H eXsdn(s)\ +C H eXsdr](s) = 0 

1. Introduction and statement of the main result. A neutral differential equation 
is a differential equation in which the highest order derivative of the unknown function is 
evaluated both at the present state and at one or more past or future states. Neutral differ­
ential equations arise naturally in the theory of transmission lines where the hyperbolic 
partial differential equations are linear and the boundary conditions are nonlinear. Other 
problems of nonlinear vibrations can also be formulated in terms of these equations. 

Consider the rc-th order (n > 1) neutral differential equation 

(E) — \x(t) +6 1 x(t + s)dfi(s)\ + C [ 2x(t + s)dr](s) = 0, 
dtn L JTX J Jo\ 

where: S G {0,+l,—1} and £ G {+1,—1}; ri and r^ are nonzero real numbers with 
T\ < T2; o\ and <72 are real constants with o\ < ^2; // is an increasing real-valued 
function on [TI,T2], which is not constant on any interval of the form [T\,T] or of the 
form [T, T2] where T\ < r < T2\ r\ is an increasing real-valued function on \o\, 0-2], which 
is not constant on the interval \o\, o\ and on [a, (J2] for every a with o\ < a < o^. 

Throughout the paper we will use the notation 

7 = min{0,Ti,<7i}. 
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OSCILLATIONS IN NEUTRAL EQUATIONS 133 

Clearly, 7 is a nonpositive number. 
By a solution of (E) we mean a continuous real-valued function x on the interval [7, oo) 

such that the function x(t) + S Ĵ 2 x{t + s) dji(s) is «-times continuously differentiable for 
t > 0 and x satisfies (E) for all t > 0. Concerning existence, uniqueness and continuous 
dependence of solutions of neutral differential equations the reader is referred to [6], 
[10], [11], and [18]. 

As usual, a solution of (E) is said to be oscillatory if it has arbitrarily large zeros. 
Otherwise, it is called nonoscillatory. 

The characteristic equation of (E) is 

(*) F(X) = Xn [l + S P eXs dn(s)] + C H eXs dr](s) = 0. 

It is known that the behavior of solutions of neutral differential equations exhibit 
features which are not true for nonneutral equations. There are examples (see [8], [9], 
[18], [26], and [27]) of neutral differential equations with all the characteristic roots in 
the negative half-plane or with all the characteristic roots simple and on the imaginary 
axis and yet the equations have unbounded solutions; such a behavior is not possible in 
the case of nonneutral equations. 

The oscillatory behavior of solutions of neutral differential equations has been the 
subject of intensive investigations during the past few years. In the oscillation theory 
of neutral differential equations one of the most important problems is to obtain neces­
sary and sufficient conditions for the oscillation via the characteristic equation. Among 
numerous papers dealing with this problem we refer in particular to [1], [2], [5], [7], 
[12]-[15], [20]-[22], [24], [25], [28], and [30]. Sufficient conditions for the oscillation 
of the solutions of neutral equations have been obtained in many recent papers; we choose 
to refer in particular to [3], [4], [19], and [23]. Most of the papers mentioned above con­
cern the case of first order neutral equations and two of these papers (see [21] and [22]) 
are referred to second order equations; the papers [1], [7], [19], [23], [28], and [30] are 
concerned with the oscillation of neutral differential equations of higher order. 

Our aim in this paper is to show that, under some mild restrictions on 77 and 07 
(/ = 1,2), all solutions of the differential equation (E) are oscillatory if and only if 
its characteristic equation (*) has no real roots. Such a result has been established by 
Philos and Sficas [24] for the first order case (i.e. when n — 1) with Ç = +1 and under 
the additional assumption that T\T2 > 0. 

Some restrictions on 77 and 07 (/ =1 ,2 ) will be imposed. More precisely, for £ = +1 
it will be assumed that 

I n is odd, 8 — +1, and T\ < 0 => T\ ^ o\ 
n is even, 6 = — 1, and T\ < 0 => T\ ^ o\ 
b = — 1 and T2 > 0 => T2 7^ o"2 

and for £ = — 1 it will be supposed that 

I n is odd, 6 = — 1, and n < 0 => T\ •=£ O\ 

n is even, 6 = +1, and T\ < 0 =4> T\ ^ a\ 
6 = +1 and ri > 0 => ri ^ cr2. 

Our main result is the following: 
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THEOREM. Assume that (H+) holds for ( = +1 and (H-) holds for ( = — 1. Then 
a necessary and sufficient condition for the oscillation of all solutions of '(E) is that its 
characteristic equation (*) has no real roots. 

It is remarkable that the assumption (H+) for £ = +1 or the assumption (H_) for ( = 
— 1 is needed only for the proof of the fact that, if the characteristic equation (*) has no 
real roots, then all solutions of the differential equation(E) are oscillatory. In Section 4, we 
will show that in the case of neutral difference-differential equations the condition (H+) 
for £ = +1 or (H_) for £ = —1 is a consequence of the assumption that the characteristic 
equation has no real roots (and so in this case the hypothesis (H+) for £ = +1 or (H_) 
for £ = —1 is not needed in our theorem). The same is also true in several other cases of 
neutral differential equations (see Section 4). 

The method used in proving our theorem is based on the theory of Laplace transforms. 
The arguments rely on a known result (Lemma 1 in Section 2) about the abscissa of 
convergence of the Laplace transform of a nonnegative function. These arguments were 
presented for the first time in the excellent paper by Gyori, Ladas and Pakula [17]; this 
technique is an improved version of a similar one used by Arino and Gyori [1] (see also 
Gyôri, Ladas and Pakula [16]). 

It must be noted that the use of Laplace transforms in equations with mixed (or ad­
vanced) arguments (which are included in equation (E)) exhibits some particular diffi­
culties which are faced mainly by Lemmas 5 and 6 of this paper. More precisely, in the 
case of delay differential equations it is well known (see Hale [18]) that any solution is 
of exponential order and it does not tend to zero faster than any exponential. (This result 
was used in [1].) However, it is not known that such a result is true for the case of equa­
tions with mixed (or advanced) arguments. This difficulty is faced by Lemmas 5 and 6, 
which establish that, if (E) has a nonoscillatory solution, then the differential equation (E) 
admits also a nonoscillatory solution which is of exponential order and does not tend to 
zero faster than any exponential. 

In the special case where n = 1 and ( = +1, our theorem leads to an improved ver­
sion of the main result in the recent paper by Philos and Sficas [24] where the restriction 
T\T2 > 0 was imposed. The method used here patterns after that of [24]. However, the ar­
guments have considerably been simplified. Moreover, the technique has been improved 
so that the restriction T\T2 > 0 has been removed. Finally, let us notice that in Lemma 6 
it is established that any /i-times continuously differentiable, positive and strictly mono­
tone solution of (E) is of exponential order and it does not tend to zero faster than any 
exponential. 

The proof of the theorem will be given in Section 3. Some lemmas which are needed 
for the proof of the main result are presented in Section 2. The last section (Section 4) 
contains some applications of the theorem and, in addition, a discussion. 

2. Some useful lemmas. This section is devoted to some lemmas which will be 
used in proving our main result. 
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We first recall some facts about Laplace transforms. Let <p be a continuous real-valued 
function on the interval [0, oo). For the improper integral 

£°e-Xt<p(f)dt 

three possibilities arise: 
(a) the integral converges for no point A in the complex plane; 
(b) it converges for all points A; 
(c) it converges for every point A with Re A > ao and diverges for all A with Re A < 

ao, where ao is a real number. 
Assume that (b) or (c) is true and define 

O(A) = J°° e~Xtp(t)dt for Re A > a, 

where a = —oo in case (b), and a — ao in case (c). Then the function O is called the 
Laplace transform of (p. Moreover, we refer to a as the abscissa of convergence of the 
Laplace transform of <p. Note that O is an analytic function in the half-plane Re A > a, 
when a > —oo. 

We will use the following known result from Widder [29]. 

LEMMA 1. Let (p be a nonnegative continuous real-valued function on the interval 
[0, oo). IfQ> is the Laplace transform ofp) and has abscissa of convergence a > —oo, 
then the real point A = a is a singularity o/O. 

The function p> is of exponential order c, for some real number c, if there exist M > 0 
and to > 0 such that | (p(t)\ < Mect for all t > to. It is easy to see that, if p> is of exponential 
order c, then the abscissa of convergence of the Laplace transform of (p is less than or 
equal to c. 

The next lemma gives conditions under which the Laplace transform (if it is defined) 
of a function has abscissa of convergence a > —oo; this lemma gives also sufficient 
conditions for a function to be of exponential order c for some real number c. 

LEMMA 2. (a) Let (p be a positive function on the interval [0, oo). Assume that, for 
some T > 0, the function ip is strictly decreasing on [T, oo), continuous on [0,7] and 
such that 

tp(t)<M<p(t + Ofi>rt>T, 

where M > 1 and £ > 0 are real constants. Then there exist C > 0 and k > 0 so that 

(1) (p(t) > Ce~kt for all t>0. 

(b) Let (p be a positive function on the interval [0, oo). Assume that, for some T > 0, 
the function <p is strictly increasing on [T, oo), continuous on [0, T] and such that 

<p(t)>M<p(t + Ofort>T9 
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where M G (0,1) and £ > 0 are real constants. Then there exist C > 0 and k > 0 so that 

(2) ip(t) < Cekt for all t>0. 

PROOF, (a) Consider an arbitrary point t > T and set 

ç 
Then we obtain 

So, if we put 

and 

<p(t) > <p(J+vO > ^{T + (v - 1)C) > • • • > jfiVW) 

, In M „ 
k= —— > 0 

C = m i n ( m i n M 0 ^ ^ ^ ( r ) } > 0 , 

then we see that (1) is true. 
(b) The conclusion can be obtained by applying (a) for the function 1 / tp. 
Let the function cp in Lemma 2 be continuous on [0, oo). If (1) holds, then we obtain 

J°° e'(~k)tip(t)dt >cJ°°dt = oo. 

Thus, (1) means that the Laplace transform (if it is defined) of <p has abscissa of conver­
gence a > —k > —oo. Moreover, note that (2) implies that p is of exponential order 
k. 

Lemma 3 below provides necessary conditions for the characteristic equation (*) to 
have no real roots. 

LEMMA 3. Assume that the characteristic equation (*) has no real roots. IfÇ= +1, 
then we have: 

(i) n is oddandb G {0,+l} =» ox < 0, 
(ii) n is odd, 8 = — 1, andr\ > 0 => o\ < 0, 

(Hi) n is odd and 8 = +1 => T\ > o\, 
(iv) n is even, 8 — — 1, andr\ < 0 => T\ > <J\, 
(v) 8 = — 1 andri > 0 => TI < &2-

Moreover, ifÇ — — 1, then we have: 
(vi) n is even and 8 G {0, +1} => a\ < 0, 

(vii) n is even, 8 = — 1, andr\ > 0 => <j\ < 0, 
(viii) n is odd, 8 = — 1, andr\ < 0 =4> T\ > a\, 
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(ix) n is even and 8 = +1 => TI > <J\, 
(x) <SG { 0 , + l } ^ a 2 > 0 , 

(xi) 8 = — 1 andr2 < 0 => 02 > 0 , 
(x/z) £ = +1 =» T2 < (72-

PROOF. Assume that ( = +1. Then F(0) = Ĵ 2 dr/0) > 0. So, as F(A) = 0 has no 
real roots, we have 

(3) F(A) > 0 for all A G (-oo, oo). 

Assume that n is odd, 8 G {0, +1}, and o\ > 0. For each A < 0, we get 

F(A) = An [l + 8 H eXs dfi(s)] + H eXs dr](s) < Xn + f2 dr](s) 

and so F(—oo) = —oo. This contradicts (3) and hence (i) is proved. 
Let n be odd, 8 — —1, T\ > 0, and G\ > 0. We have for A < 0 

F(A) = A" f 1 - jT2 «^ ^ ( J + £2
 e^ drj(s) 

<xn~ AVATI r dpis) + r dî](S). 
This guarantees that F(—oo) = —oo, which contradicts (3) and so (ii) is established. 

Now, we introduce the function R defined by 

(4) R(\)= ; ; A 5 I % - O O < A < O O . 

For this function we have 

(5) T\ < a\ =̂> R(-oo) = oo. 

Indeed, in the case where T\ < a\ we can consider a positive number e with o\ — T2 < 
e < o\ — T\. Then T\ <CJ\ — e <T2 and so, for every A < 0, we obtain 

% e**dri(s) e^ % dV{s) * j £ dr](s) ' 

This ensures that R(—oo) = oo, i.e. (5) is true. Furthermore, if T2 > cr2, then we can 
choose an e > 0 so that T\ — 02 < e < TJ — 02 and hence we derive for A > 0 

ex^+£) tf2+£ dy(s) ^ X£tf2+£dy(s) 
eXa2 £2 dï]{s)

 6 J02 d7](s) • 

T2 > O2 => 7?(00) = OO. 

Next, we proceed to prove (iii). We suppose that n is odd, 8 — +1, and TI < <7I. Then 
we have 

F(A) = An + [A"/?(A) + 1] P eXs drj(s), X G R. 

Therefore, 

(6) 

«(A) > fO"2 
J<7i eA5 drj(s) 

T2 
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But (5) implies the existence of a À0 < 0 such that XnR(\) < — 1 for ail A < A0. Hence, 
F(X) < 0 for A < Ào, which contradicts (3). So, (iii) holds. 

Assume that n is even, S = — 1, T\ < 0, and T\ < G\. First of all, we will prove that 
o\ < 0. To this end, suppose that a\ > 0. We choose a r < 0 with T\ <T <TJ and we 
obtain for A < 0 

F(X) = Xn [l - r eXs dfi(s)} + H eXs drj(s) 

<xn 

<A" 

1 - / V M M ( * ) 1 + eA<T| P di](s) 

1 - eXT f dn(s)} + P dr){S). 

This gives F(—oo) = — oo, which contradicts (3) and so o\ < 0. Now, we can consider 
a a < 0 such that (T\ < a < oi and hence 

H eXs dî](s) > f eXs dr](s) > eXa f dr](s) 
JO\ JG\ JO\ 

for all A < 0. This guarantees that 

(7) lim _. A", , , = 0. 

We have 

A™*oo P eXsdî](s) 

(8) F(X) 
X" 

[Qe^d^s) 
XnR(X) + 1 P eXsdri{s) for A £ R. 

JG\ 

Thus, by (5) and (7), we can conclude that there exists a Ao < 0 so that F(A) < 0 for 
every A < Ao. This contradicts (3) and hence (iv) is true. 

Next, let us assume that 6 = — 1, TI > 0, and TI > a2- If we suppose that 02 < 0 and 
we consider a r > 0 with T\ <T<TI, then we get for A > 0 

F(X) < Xn [l - p eXs dfi(s)} + eXa2 p dr]{s) 

<Xn 1 •eXT p dii(s)]+p dfi(s). 

This gives F(oo) = —00, which contradicts (3). This contradiction establishes that 02 > 
0. Thus, we can choose a a > 0 with a\ < a < 02- Then we have 

H eXs dn(s) > eXa H drt(s) for A > 0, 
Ju\ Jo 

which implies that 

(9) lim 
An 

A-00 m eXs dr](s) 
0. 

From (6), (8) and (9) it follows that F(X) < 0 for all large A, which contradicts (3) and 
proves that (v) is valid. 

https://doi.org/10.4153/CJM-1993-008-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1993-008-6


OSCILLATIONS IN NEUTRAL EQUATIONS 139 

Consider now the case where ( = —1. In this case we have F(0) = — J^2 dr](s) < 0 
and consequently 

(10) F(A)<0forallA eR. 

Assume that n is even, 6 G {0, +1}, and o\ > 0. Then we have for À < 0 

F(X) = Xn [l + S H eXs dfi(s)} - H eXs drj(s) > Xn - P dr](s) 
L JT\ J J(T\ J(J\ 

and hence F(—oo) = oo, which contradicts (10). This contradiction proves (vi). 
Let n be even, S = — 1, T\ > 0, and a\ > 0. Then, for each A < 0, we obtain 

F(X) = Xn\l- T eXsdfi(s)] - H eXsdr\{s) 

>Xn- XneXT' H dfi(s) - r difis), 
JT\ J<J\ 

which gives F(—oo) = oo. This contradicts (10) and so (vii) is true. 
Let us suppose that n is odd, è = — 1, T\ < 0, and T\ <G\. We have for A < 0 

F(X) = Xn [l - £2 eXs dn(s)] - j°2 eXs dr)(s) 

> Xn\l - f eXsdii(s)\ - eXa" H dr](s) 

> Xn [l - eXr jT £//x(j)| - ^Aai £ dri(s), 

where r is a negative number with ri < r < T2. SO, if ai > 0, then we get F(—oo) = oo, 
which contradicts (10). Hence, we always have cr\ < 0. Thus, as previously, we can see 
that (7) holds. Now, we have 

(ID F(X) 
X" 

J?fe^dr](s) 
X"R(X) - 1 J"1 eXsdr](s) for A G R, 

J(J\ 

where the function/? is defined by (4). From (5), (7) and (11) it follows that there exists 
a Ao < 0 such that F(X) > 0 for all A < Ao. This contradicts (10) and so (viii) has been 
proved. 

Assume that n is even, 6 = +1, and r\ < a\. We have 

(12) F(X) = Xn[XnR(X) - 1] H eXs dri(s), X 
Jot 

By (5), there exists a A0 < 0 such that XnR(X) > 1 for every A < A0. So, F(X) > 0 for 
A < Ao, which contradicts (10) and proves (ix). 

Let us assume that 8 G {0, +1} and (72 < 0. We have 

F(X) = Xn [l + S H eXs d(i(s)} - H eXs d<q(s) > Xn - P dr](s) 

for all A > 0, and hence F(oo) = oo. This contradicts (10) and so (x) has been proved. 
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Assume that 6 — — 1, TI < 0, and a2 < 0. We have for À > 0 

F(À) = Xn r eXs dii(s)\ - H eXsdr](s) 

> A" - XneXT2 H dfi(s) - f1 dri(s), 

which gives F(oo) = oo. This contradicts (10) and so (xi) is true. 
Finally, let 6 = +1 and r2 > o2. From (6) it follows that there exists a Ao > 0 such 

that \nR(\) > 1 for every A > A0. Hence, (12) gives F(A) > 0 for all A > A0, which 
contradicts (10). Thus, (xii) has been established. 

LEMMA 4. Let xbe a solution of the differential equation (E). Then we have: 
(a) If to > 0, then the function z(t) — x(t + to), t>l is also a solution of(E). 
(b) Set 

u\(t)= / x{t + s)dn(s)fort>Q. 

Then the function u{t) = u\(t — 7), t > 7 is also a solution of(E). 

PROOF, (a) The conclusion follows easily and it is a consequence of the autonomous 
nature of (E). 

(b) For any t > — 7, we obtain 

wi(f) + £ / 2 u\(t + s)dii(s)\ + ( / 2 u\(t + s)dr](s) 

i (n) r°2 r Fi i 
drj(s) j j \x(t + s) + è j x(t + s + r) dfi(r) dji{s) J + £ / 2 \ j x(t + s + r) J/x(r) 

I 2\x{t + s) + è I 2x(t + s + r)dn(r) dn(s) + (, jU 2 x{t +s + r)dr\{r) d/j,(s) 

j2l\x(t + s)-\-6jx(t-¥s + r) dfi(r) + ( / 2 x(t + s + r) drf(r) \ d^t(s) 

= 0 

and hence u\ satisfies (E) for every t > — 7. Since (E) is autonomous, we conclude that 
u satisfies (E) for all t > 0. Thus, u is a solution of (E). 

LEMMA 5. Assume that the differential equation (E) admits a nonoscillatory solu­
tion. Then (E) also has a solution which is n-times continuously differentiahle, positive 
and strictly monotone on the interval [7, oo). 

PROOF. Let x be a nonoscillatory solution of (E). As the negative of a solution of 
(E) is also a solution of the same equation, we may (and do) assume that x is eventually 
positive. Consider the function y defined by 

y(t) = x(t) + 6 I x(t + s) d^i{s) for t > 0. 

Lemma 4 guarantees that the function y(t) — y(t — 7), t > 7 is also a solution of the 
differential equation (E), which is «-times continuously differentiable on the interval 
[7, oo). For every t > 0, we have 

/n\t) = \x(t) + è H x(t + s) d^(s)} U = -C P x(t + s) dri(s) 
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and consequently y(n) is either eventually positive or eventually negative. This implies 
that y (and hence y) is either eventually positive or eventually negative. Set 

_ f y, ify(t) > 0 for all large t 
Zl ~~ \ -y, if y(t) < 0 for all large t. 

Then z\ is a solution of (E) which is «-times continuously differentiable on [7, oo), even­
tually positive and eventually strictly monotone. Let T > 7 be such that z\ is positive and 
strictly monotone on [T, oo). Then, by Lemma 4, the function z(t) = zi(t + T — 7),t > 7 
is also a solution of (E). This solution is obviously «-times continuously differentiable, 
positive and strictly monotone on the interval [7, oo). 

LEMMA 6. For ( = + l w g suppose that (i) and (ii) hold and: 
(Hi)' n is odd, S — +1, andr\ < 0 => T\ > o\, 
(iv)f n is even, 6 — — 1, andr\ < 0 => T\ > G\, 
(v)' 6 = — 1 andri > 0 => T2 < 02. 

Also, for ( = - l w suppose that (vi), (vii), (x) and (xi) hold and: 
(viii)' n is odd, 8 — — 1, andr\ < 0 => T\ > o\, 

(ix)' n is even, 8 = +1, andr\ < 0 => T\ > o\, 
(xii)' b — +1 andT2 > 0 => T2 < 02-

Let x be a solution of (E) which is n-times continuously differentiable, positive and 
strictly monotone and on the interval [7,00). Then: 

(a) x is of exponential order cfor some c G (—00,00); 
(b) the Laplace transform ofx has abscissa of convergence a > —00. 

PROOF. Set L = lim^ooxO), 0 < L < 00. If 0 < L < 00, then the solution x is 
bounded on the interval [0,00) and so x is of exponential order c = 0. If 0 < L < 00, 
then there exists a \i > 0 so that x(f) > [i for every t > 0 and consequently 

roo roo 

/ x(t)dt > ji I dt = 00. 

This means that, provided that x has a Laplace transform, the abscissa of convergence a 
satisfies a > 0 > —00. Hence, it is enough to restrict ourselves to the cases where L = 0 
or L = 00. Moreover, for L = 00 it suffices to prove that x is of exponential order c for 
some real number c, while for L = 0 it remains to show that the abscissa of convergence 
a of the Laplace transform of x is such that a > —00. Furthermore, by Lemma 2, for 
L = 00 it is enough to prove that there exist T > 0, M > 0 and £ > 0 so that 

(13) x(0>Mx(f + O f o r / > r , 

while for L = 0 it suffices to show that for some constants T > 0, M > 0 and £ > 0 the 
following inequality is true 

(14) x(t) < Mx(t + 0 for t > T. 

[Note that, if L = 00 and (13) is satisfied, then we always have 0 < M < 1, while L = 0 
and (14) imply that M > 1.] 
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Define 
y(t) = x(t) + 6 I x(t + s) d^i(s) for t > 0. 

Then from (E) we obtain 

(15) y{n\t) = -C H x(t + s) dr](s) for every t > 0 

and so y(n) is either positive on the interval [0, oo) or negative on [0, oo). Then it is easy 
to verify that there exists a TQ > 0 such that, for each / G {0 ,1 , . . . , n — 1}, the function 
yw is either positive on the interval [7o, oo) or negative on [7b, oo). Clearly, for L — oo 
the solution x is strictly increasing on the interval [7, oo), while x is strictly decreasing 
on [7, oo) in the case where L = 0. Consider now the following four cases: 

CASE I. ( = +1 and L — oo. From (15) we obtain for every t > 0 

yl»\t) = - f2
 X(t + S) dï](s) < - \ r dî](s)}x(t + (71 ), 

which gives linv+oo y(Al)(0 = —oo, and consequently y(n) is negative on [0, oo). It is easy 
to see that linv^oo y^l\t) — —oo (/ = 0 , 1 , . . . , n — 1) and so we have 

(16) y(0(0 < 0 for every t > T0 (/ = 0 , 1 , . . . , n - 1). 

lîè G {0,+l}, then the definition ofy ensures that y{t) > Ofovt > 0. This contradicts 
(16). Next, let us suppose that 6 = — 1 and TI < 0. Then, by (16), we obtain for t > To 

0 > y(t) = x(t) - p x(t + s) d/jL(s) > x(t) - \p dfi(s)]x(t + r2) 

and consequently 

x(t + r2) > [ p J/x(5)] x(t), t > T0. 

This gives 

x(t) > {p d/x(5) x(t — T2) for every t > TQ 

and so (13) holds with 

T = To > 0, M jf2 dv(s) > 0, and C = -T2 > 0. 

It remains to consider the case where è = — 1 and r2 > 0. By (v/, we have r2 < cr2 

and hence we can choose a number a with 0 < r2 < a < cr2. Set 

Zl(j) = -y(w-1}(0 - f2 \ r x{r) dr) dr\(s) for t > 0. 

Then, by using (15), we obtain for every t > 0 

zi(0 = ~y{n\t) - pU(t + s) - x(t + a)] dV(s) 
Jo 

= / 2 x(t + s) dr](s) — / 2 x(t + s) dr](s) + / 2 Jry(^) \x(t + a) 

ça r ra2 

/ x(t + )̂ Jr/(^) + / dr\(s) x(t + a) 

> dr}(s)\x(t + a), 
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which ensures that linv+oo z[ (t) — oo. Thus, we have lim^oo z\ (t) — oo and so, for some 
h > To, the function z\ is positive on [tx, oo). Hence, for every t > t\ 

-y{n~l\i) > H \ [t+S x(r) dr] drf(s) > \ H(js - a) dr](s)]x{t + a) 

and so 

(17) -y(n~l\t) > Aix(t + a) for all t > tu 

where Ax = S°2(s - a) drj(s) > 0. If n = 1, then (17) gives for t > t\ 

A\x{t + a) < -y(t) = -x(t) + / x{t + s) dfi(s) < \ d/i(s) 

and consequently 

x(t + r2) > A\ I J dfi(s)} x(t + a) for t > t\, 

x(/ + r2) 

/ d/i(s) x(i)>Ax 

Thus, for n = 1, (13) is true with 

- l 
x(t — r2 + cr), ? > t\ + r2. 

T2 d//(s) > 0, and £ = - r 2 + a > 0. 

So, we suppose that n > 1. Consider a number ti with 0 < $ < a — r2. By using (16) 
and (17), we obtain for t > t\ 

ti ti •t+ti/(n-l) 

\ n— \> V n — 1 / •" 

>A / 
•r+tf/(«-!) 

x(5 + a) ds > A\ x(t + cr) 
n — 1 

and hence 

# / ti \ $ 
-v ("-2)(0 > Ax -x[t + a) for t > tx + r. 

/? — I V «—1 / «—1 
By this procedure, after n — 1 steps we find 

-y(f) > Ax ( Y x(t-ti + a) for all t > tx + tf. 
v« — 1/ 

Thus, for every f > t\ + 

v «—l 
Ax ( -J x(f - # + cr) < -x(t) + P x(r 4- s) dfi(s) < J dfi(s) 

which gives 

X(t + T2), 

ti \n~l\ 
(t)>Axl -1 / dn(s)\ x(t-r2- ti + a)fort >t\ + #+r 2 . 
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So, if we put 

r = f i+#+T 2 >0, M = AJ Y l\p dfi(s) 

then (13) is also true. 

> 0 , and£ = - T 2 - t f + a > 0, 

CASE II. £ = +1 and L = 0. From (15) it follows that y{n) is negative on [0, oo). 
Furthermore, we can see that lim^oo y^l\t) = 0(i = 0 , 1 , . . . ,«—1). So, we can conclude 
that 

(18) ( - l ) n + 1 -y , ; (0 > 0 for every t > T0 (i = 0 , 1 , . . . , n - 1). 

In particular, y is negative on [7b, OO) for n even, and y is positive on [7b, oo) for n odd. 
If 8 G {0, +1}, then the definition of y ensures that y(t) > 0 for t > 0. We have thus 

arrived at a contradiction in the case where n is even and 8 G {0, +1}. Next, let us assume 
that n is even, 8 — — 1, and T\ > 0. Then we obtain for t > To 

0 > y(t) = x(t) - J2 x(t + s) dfi(s) > x(t) - J dfi(s) \x(t + n ) 

and consequently 

x(t) < \p dfi{s)]x{t + ri) for t > 7b. 

That is, (14) holds with 

T = To > 0, M= T d\i(s) > 0, and £ = n > 0. 

Consider now the case where n is odd, 8 = — 1, and TI < 0. Then we choose a r < 0 
with T\ < T < T2. Then, for every r > To, we have 

0 < y(t) = jc(r) - H x(t + s) dfi(s) 

<x(t) - I x(t + s)dfi(s) 

< *(t) - I f dfi(s)\x(t + r) 

or 
x(f + r) < / J/i(ls

<) x(0 for every t > TQ. 

This gives 

1^ dii(s) X(t)< 

which means that (14) is true if we set 

T = To > 0, M = [jT d^(j) 

^ - r) for all r > T0, 

> 0, and £ = - r > 0. 
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It remains to examine the following cases: 

I n is even, S — — 1, and r\ < 0; 
n is odd and 6 G {0,+l}; 
n is odd, S = — 1, and n > 0. 

By the assumptions (i), (ii), (iii)', and (iv)', we can verify that G\ < 0 and cj\ < T\. (If 
Ô = 0, then TI can be chosen arbitrarily and so there is no loss of generality to assume 
that <j\ < r\.) Thus, we can choose a a < 0 with a\ < a <T\ and a < G2. Set 

zi(f) = yw_1)(0 - £ [ff£ x{r) drj dr](s) for t > 0. 

Then, by taking into account (15), we obtain for t > 0 

z'2(t) = y(n)(0 - T w ; + a) - x(r + s)] dr]{s) 

= - x(t + s) dr\(s) - I dr](s) \x(t + a) + / x{t + s) dr](s) 
Je] iJ(j] J J(j\ 

- r2x(t + s)dr](s)- IT dri{s) 
Jo YJo\ 

x(t + a) 

< 0 

and hence zi is strictly decreasing on [0, oo). On the other hand, for every t > 0, we get 

ça r rt+a i [ fa 1 

/ / x{r)dr\ dj](s) <\ (a- s)drj(s)\x(t + (7\) 

and consequently 
(19) 

ça r çt+a 

lim / / x(r)dr dr){s) = 0. 

This together with the fact that l im,-^ y(n~l\t) = 0 ensure that limr_oo Z2W = 0. Thus, 
since zi is strictly decreasing on [0, oo), we conclude that zi is positive on the interval 
[0, oo). So, for every t > 0, we obtain 

0 < Z2(t) = y(n~l\t) - r\rax(r)dr\ drf(s) 
Jo\ Ut+s J 

/ (a - s) dri(s) \x(t + a) <r lv) 
and hence 

(20) „(n-l\ (t) > A2x(t + a) for all t > 0, 

where A2 = J^(a - ^)^(^) > 0. Assume first that n = 1. If « G {0 , -1} , then (20) 
gives 

x(t) > x(t) +6 1 x(t + s) dii(s) > A2x(t + a)fort>0 

and consequently 

x(t) < —x(t — a) for every t > 0, 
M 
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which means that (14) holds with 

7 = 0 , M = \/A2 > 0, and £ = -a > 0. 

If 6 = +1 and T\ > 0, then from (20) we obtain for t > 0 

A2x(t + &) < y(t) = x(t) + J x(t + s) dfi(s) 

and therefore 

i.e. (14) is true with 

1 + P d/i(j) 
x(0 < Tl x(r - cr) for t > 0, 

A2 

l + J ^ £ / ^ ( 5 ) 
7 = 0, M = T' > 0, and £ = - a > 0. 

^ 2 

If 6 = +1 and ri < 0, then from (20) it follows that 

A2x(t + cr) < j(/) = x(0 + \ x(t + s) dfi(s) 

< 

for all t > 0, which gives 

1 + P d/i(s) Lt(f+ n ) 

1 + Z] d[i{s) 
X(t) < \ X(t - G+TxX t > 0. 

A2 

Thus (14) is also true with 

1+J^d/xW 
7 = 0, M = T* > 0 , and£ = - a + n > 0. 

A2 

Next, let us examine the case where n > 1. Consider an arbitrary positive number d. 
From (18) and (20) it follows that for every t > T0 

-2>(r) > /•-*>(,+-i^ -y-*> ( 0=jr / ("-V-^WÀ 
ft+»/(n-\) Î? / # \ 

>A2 / JC(S + a) ds > A2 r* U + + a , 
./* n — l V n — 1 / 

-yin~2\t) > A2 x(t + + a) for t > T0. 
n— I V «—1 / 

By using the same arguments, we can obtain 

(21) (-l)n+ly(t)>A2( Y ''x(t + # + a) for all t>T0. 
\n — 1/ 
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If n is even, 6 = — 1, and T\ < 0, then we choose the number $ so that 0 < $ < T\ — a 
and from (21) we obtain for t > To 

0 \n-l 
c(t + V + a) < -y(t) = -x{t) + 

Wf + Ti) 

A2 x(t + ïï + a)< -y(t) = -x{t) + / *(* + j) d/i(j) 
V n — 1 / r̂, 

< [jT2 dM(j)]. 

and consequently 

x(t) < [jP rf/x(j)] \A2 ( ~ ^ y )" *] W ~ # - o- + ri) for t > T0. 

This means that (14) is true with 

T = T0 > 0, M=\fT
2 dfi(s)] U 2 ( — ^ - ) n *] ' > 0, and £ = - # - a + n > 0. 

In the case where n is odd and S G {0, —1} we take # = — | > 0 and from (21) we 
obtain for t > To 

x(t)>x(t) + è£x(t + s)dfi(s) = y(t)>A2(
:^y ^ ( f + l ) . 

which gives 

Hence, (14) holds with 

r = 7 b > 0 , M = A2( — f - J > 0 , and£ = - - - > 0. 

For n odd, £ = +1, and n > 0, we set $ = — | > 0 and from (21) we get for every 

f > 7 b 

^ [ ^ ^ f x(*+^) <y(0=x(t) + £2x(t + s)dfi(s) 

< [ i + jT2 j/i(5)]x« 

and hence 

m < [i+jP j/i(5)][A2(^^)n_1]"1x(/- ^), * > 7b. 

So, (14) is fulfilled with 

r=7b>0, M= [l+jP ^WJ[^2( Z 3Y)^ 1 ] " 1 >0, and£ = -^ > 0. 

Finally, let n be odd, £ = +1, and T\ < 0. Suppose that the number is $ is chosen so that 
0 < d < r\ — a. From (21) we obtain for every t >TQ 

( ê \n~l pi 
A2 x(t + $ + &)< y(t) = x(t) + x(t + s) dn(s) 

\n—\J Jrx 

< |~1+ p dn(s)}x(t + Ti) 
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& A"-1!-1 

and therefore 

x(t)< U+£2 dv(s)}\A2(-^—)n l] [x(t-iï - G + n ) for t>T0. 

That is, (14) holds if we take 

T=T0>0, M= [ l+jf2 d/x(j)l[A2( -Y I > 0 , and£ = - t f - a + n > 0 . 
- l 

CASE III. £ = - 1 and L = oo. From (15) we obtain for t > 0 

y(n\t) = £ 2 *(* + 5) ^ ( J ) > [ £ 2 rfry(5)]^ + <n), 

which ensures that lim^oo y^n\t) — oo. Thus, v(n) is positive on the interval [0, oo). It 
follows easily that linv^o yw(0 = oo (/ = 0 , 1 , . . . , n — 1) and so 

(22) yw(t) > 0 for every t > T0 (/ = 0 , 1 , . . . , « - 1). 

If <5 = — 1 and r2 > 0, then we can choose a positive number r such that T\ < T < ri. 
So, from (22) we obtain for t > To 

0 < y(t) = x(t) - F2 x(t + s)dfi(s) < x(t) - I H dfj,(s)\x(t + r). 

Therefore 
jT2 ^/x(s) x(t+r) for all t> r0, x(0 > 

which shows that (13) is true for 

T = T0 > 0, M = p dfi(s) > 0, and £ = r > 0. 

In what follows, we will assume that r2 < 0 when 6 = —1. By the assumptions (x), 
(xi), and (xii)', we conclude that <r2 > 0 and r2 < G2- (If S = 0, then r2 can be chosen 
arbitrarily and so we can assume that T2 < <r2.) Thus, we can choose a positive number 
G with o\ < G < cr2 and r2 < G < a2. We put 

Z3(t) = y(n~l\t) ~ j H \ft2 x(r) dr] rfrKs) for t > 0. 

Then, by taking into account (15), we have for every t > 0 

z'3(t) = y(n\t) - r\x(t + s) - *(f + a)] ^ (5 ) 

= / x(t + 5) ̂ ( 5 ) — / jc(r + 5) ̂ 77(5) + / dî](s) \x(t + cr) 
J(J\ JO \-J<7 J 

= / x(t + 5) ̂ 77(5) + / dr/C?) bt(f + a) 

> dr)(s) x(t + a). 

https://doi.org/10.4153/CJM-1993-008-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1993-008-6


OSCILLATIONS IN NEUTRAL EQUATIONS 149 

It is now clear that lim?_>oo zf
3(t) = oo and so we can find a t2 > T0 such that Z3 is positive 

on the interval [t2, oo). Hence, for every t > t2 

0 < z3(t) = y{n^\t) - \ x(r)dr\ drfa) 

< yin~%) - [f\s - G) dfi(s)]x(t + a) 

y{n~l\t) > Axx(t + a) for all t > t2, 

or 

(23) 

where A\ = S°2(s - a)drj(s) > 0. Assume first that n = 1. If S G {0, -1} , then (23) 
gives for t > t2 

x(t) > x(t) + S H x(t + s) dy(s) = y(t) > Axx(t + a) 

and so (13) holds with 

T = h > 0, M = Ai > 0, and £ = a > 0. 

If 6 = +1, then we choose a positive number r with T2 < r < a and from (23) we obtain 
for every t > t2 

A\x{t + a) < y(t) = x(0 + P x(r + s) d\i{s) < \ 1 + j dfi(s) x(t+r). 

Hence 

x(t)> 
l + £dn(s) 

x(t — T + cr), t>t2+T, 

i.e. (13) holds again for 

T=t2 + r>0, M 
1 + P d / i W 

> 0, and £ = - r + a > 0. 

Next, we will examine the case where n > 1. Consider an arbitrary positive number $. 
From (22) and (23) we obtain for all t > t2 

> A\ / JC(S + a) ds > A\ -x(t + a), l / i - r 

L£. 

y(n~2\t) > A, - ^ - r * ( ' - - ^ - r + <?) for ? > t2 + — 
n — 1 V /i — I / n—\ 

Following the same procedure, after n — 1 steps we derive 

(24) y(t) > A\ x(t - iï + a) for every t>t2+$. 
\n — 1/ 
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If 6 G {0, - 1 } , then, for t? = f, (24) gives 

x(t) > x(t) +6£\(t + s)dii(s) = y(t) > Ax(^^y *(*+^) 

for every t>t2 + cr/2, and so (13) is true with 

a ( G 12 \n~l a 
T = t2 + ->0, M = Ai[ —L— > 0, and £ = - > 0. 

2 \n— 1/ 2 
If 6 = +1, then we can choose a positive number r with T2 < r < G2 and next we 
can consider that # satisfies 0 < i? < —r + <7. In this case from (24) it follows that for 
t > t2 + û 

A\ ( j *(f - i? + <T) < y(t) = x(t) + P JC(/ + 5) d/i(s) < 1 + P dn(s)}x(t + r), 

which gives 

This implies that (13) is true if we take 

7 = /2 + tf+T>0, M = AX( ~Y X\\+p d^is) 

x(t - T - i? + G) for r > f2 + fi + r. 

, and £ = - r - # + a > 0 . 

CASE IV. £ = - 1 and L = 0. From (15) it follows that y{n) is positive on [0, oo). We 
also see that l im,-^ y^l\t) = 0 (i = 0 , 1 , . . . , n — 1) and so we have 

(25) ( - l ) n "y , ; (0 > 0 for all t > T0 (i = 0 , 1 , . . . , n ~ 1). 

Particularly, y is positive on [7b, oo) if n is even, and y is negative on [7b, oo) if n is odd. 
If S G {0,+l}, then the définition of y guarantees that y(t) > 0 for t > 0, which 

contradicts (25) when n is odd. Now let n be even, 8 — — 1, and T\ < 0. Then we can 
choose a r < 0 with T\ <T <T2 and next from (25) we get for t > To 

0 < y(t) = x(t) - j x(t + s) d[i(s) < x(t) - j dfi(s)}x(t + r). 

Consequently 

x(t)< IT dti(s) 

Thus, (14) holds with 

T = To > 0, M=\r dii(s) 

Moreover, if n is odd, 6 = — 1, and TI > 0, then (25) gives 

0 > y(t) = x(0 - ^ 2 *(f + 5) dfi(s) > x(t) - \p dfi(s) 

x(t - r) for all t > T0. 

> 0, and £ = - r > 0. 

Jt(/ + Ti) 
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for every t > TQ. That is, 

x(t) < I dji(s) \x(t +ri) for t > T0, 
UTX J 

which means that (14) is true for 

T = T0 > 0, M= T2 dfd(s) > 0, and Ç = n > 0. 

Now, it remains to concentrate our interest to the next cases: 

I «is even and S G {0,+l}; 
n is even, 6 — —1, and ri > 0; 
n is odd, 6 = — 1, and TI < 0; 

By the assumptions (vi), (vii), (viii)', and (ix)', we can see that o\ < 0 and ai < ri. (If 
6 = 0, then there is no loss of generality in assuming that G\ < T\ .) Thus, we can choose 
a a < 0 with a\ < a <T\ and a < 02. Define 

Z4(t) = -y{n-l\t) - faf Hx(r) dr] dî](s) for t > 0. 
Jo\ Ut+s J 

Taking into account (15), we obtain for / > 0 

4 ( 0 = -yin)(t) - fWf + v) - x{t + s)] dri(s) 

— — j x{t + s) dr](s) — / dr](s) \x(t + a) + / x(t + s) drj(s) 

x{t + a) = - f2 x(t + s) dr](s) - \ f dr](s) 
Jo U<j\ 

<0. 

Hence, ZA is strictly decreasing on [0, oo). But (19) and lim,_oo y(n~l\t) = 0 imply that 
linv^oo 24(0 = 0. So, ZA is positive on the interval [0, oo). Thus, we have for / > 0 

0 < Z4(t) = -y(n-l)(t) - £ [ £ a * ( r H dll(s) 

< -y-'V) - / (a-s)dri(s) x(t + cr) 

and consequently 

(26) -y(n~l\t) > A2x(t + a) for all t > 0, 

where A2 = J% (a — s) drf(s) > 0. Assume first that n = 1. Then we always have 8 — — 1 
and T\ < 0 and so (26) gives for t > 0 

A2JC(? + cr) < -v(0 = -x(t) + / x(f + s) dfi(s) < \ dfi(s) 

Consequently 

x(t)< x
 A j c ( r - a - f r i ) fo ra l l r>0 
A2 

X(t+Tl). 
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and (14) holds for 

T = 0, M 
ÏÏ dfi(s) 

> 0 , and£ = -a + T\ > 0. 

Now, let n > 1. We consider an arbitrary positive number ê. Using (25) and (26), we 
find for t > 0 

y(n-2){t) > _ y n - 2 ) ^ + _ l _ j + fn-2){f) = _ ^ A » - » yB_1 ) ( j ) & 

rt+d/{n-\) $ ( ti \ 
> A2 / *(s + (7) tffa > A2 JC t + + (7 . 

•" n — l V n — 1 / 
Following this procedure, after n — 1 steps we derive 

(27) (-l)ny(t) > A2( 7)" ;c(f + tf + a ) f o r a l l r > 0 . 

If rc is odd, <5 = — 1, and T\ < 0, then (27) gives for r > 0 

A2( - ) x(t + d + o) < -y(t) = —JC(0+ J x(t + s)dfj,(s) < IT dfi(s)\x(t + T\). 

Taking # G (0, —a + ri) we find that 

*« <[/>(.)] [A2( — f 
Thus, (14) is true for 

irHh(^r) r = 0, M = 
n - l 

x(t-ïï - c r + ri)forr > 0. 

> 0, and £ = -d - a + T\ > 0. 

If n is even and <5 G {0, — 1}, then we take $ = — | > 0 and from (27) we get for t > 0 

-a /2 \» - i 
^ 2 ( ^ - 3 7 ) X ( / + D <y(0=x(t) + 6 £2 x(t + s)dii(s)<x(t). 

This gives 

J C ( 0 < A 2 (^—j- j * ( / - - ] fora l l f>0, 

which shows that (14) holds with 

r = 0, M > 0 , and£ = - - > 0 . 

If n is even, 5 = +1, and TI < 0, then we can assume that 0 < # < — a + TÏ and from 
(27) we obtain 

A2 ( ) x(t + ,d + a)< y(t) = x(t) + J x(t + s) dfi(s) < 1 + j d^(s)}x(t + T\ ) 
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for all t > 0. This implies that 

- l 
x(t - d - a + r\ ) for / > 0. 

Clearly, (14) is true with 

7 = 0 , M= [ l+ j P dfi(s)}\A2(—--Y ] > 0 , and£ = - # - a + n > 0 . 

Finally, assume that « is even, 5 = +1 and T\ > 0 and set $ = — | > 0. Then from (27) 
it follows that 

A2 {-^Zj)n x(f + | ) < y(0 = 4 0 + £ 2 *(' + J) <*MW < [l + 12 dv(s)\x(t) 

for every t > 0. Consequently 

*0<[l+jTdM*)] 
which shows that (14) holds with 

7 = 0 , M = [l+jT2 J/i(^)][A2(Z^Y)AZ 1 l > 0 , and£ = - | > 0. 

The proof of the lemma is now complete. 

3. Proof of the main result. We are now ready to give the proof of our theorem. 
Equivalently, we will show that there is a nonoscillatory solution of the differential 

equation (E) if and only if the characteristic equation (*) has a real root. 
Assume first that (*) has a real root A. Then (E) has the nonoscillatory solutionx(t) — 

eXt, t > 7. 
Assume, conversely, that there is a nonoscillatory solution x of the differential equa­

tion (E). By Lemma 5, the solution* can be supposed to be «-times continuously dif-
ferentiable, positive and strictly monotone on the interval [7, oo). Assume also, for the 
sake of contradiction, that the characteristic equation (*) has no real roots. Lemma 3 en­
sures that for £ = +1 the implications (i)-(v) are true and for £ = —1 the implications 
(vi)-(xii) are also true. Furthermore, for £ = +1 the hypothesis (H+) means that (iii)/-(v)/ 

are valid and for £ = —1 the assumption (H_) ensures the validity of (viii)', (ix)', and 
(xii)'. Hence, we can apply Lemma 6 to conclude that the solution x is of exponential 
order c for some c G (-co, oo) and that the Laplace transform X of x has abscissa of 
convergence a > — oo. 

We now introduce the function u defined by 

u(t) = x(t) + 6 J x(t + s) dfi(s)9 t > 0, 

which is «-times continuously differentiable on the interval [0, oo). We also consider the 
continuous function v which is defined on the interval [0, oo) as follows 

v(r) = H x(t + s)di](s\ t>0. 
J(j\ 

x(t)< 1 + / d^i(s) \\A2( — 

aI ẑ  

\m 
n— 11 — l 

: ( f - | ) f o r f > 0 , 

https://doi.org/10.4153/CJM-1993-008-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1993-008-6


154 CH. G. PHILOS, I. K. PURNARAS AND Y. G. SF1CAS 

These functions satisfy w(w) = — £v. As the function x is of exponential order c, we can 
consider a positive constant C such that x{t) < Cect for all t > 7. Thus, for each t > 0, 
we have 

|u(t)\ < c\l + p ecsd^i(s)}ect and v(f) < c [ j H ecs dt)(s)[ec\ 

which means that the functions u and v are also of exponential order c. Moreover, the 
function w(n) is of exponential order c. Without loss of generality, we can assume that c > 
1. It is easy to see that, if (/? is a continuously differentiable function on the interval [0, oo) 
such that if' is of exponential order c (with c > 1), then ip is also of exponential order 
c. So, we can conclude that the functions u{l) (i = 0 , 1 , . . . , n) are of exponential order 
c. Let U, V and Z be the Laplace transforms of the functions w, v and u{n) respectively. 
Obviously, we have Z = —(V. Moreover, one has 

n - l 

Z(A) = \nU(\) - J2 A,w(n-1-°(0) for Re A > c 

n - l 
_(V(A)=:An£/(A)-£AV 

/=0 
<" ,>-!-<), (0)for R e A > c . 

and consequently 

(28) 

Now, for any A with Re A > c, we obtain 

U(X) = X(X) + 6 J°° e~Xt \p x(t + s) dti(s)} dt 

= X(A) + 8 p \j°° e~Xtx(t + s) dt\ d^i(s) 

X(X) + 8 p eXs\p e~Xtx(t) dt\ dfi(s) 

X(X) + S p1 eXs \X(X) - J' e~Xtx(t) dt\ dfi(s). 

So, we have for Re A > c 

U(X) = 1 + 8 f * eXs dn(s)]x(X) -8 p2 eXs \f e~Xtx(t) dt\ d^(s). 

In a similar way, we find for Re A > c 

V(X) 

Thus, (28) gives 

H eXs drj(s)]x(X) - P eXs \ f e'Xtx(t) dt] dr)(s). 

(29) 
F(X)X(X) = X; A'^- ' - '^O) + 6X" r eXs \ f e-

x'x{t) dt d^(s) 

<«"[£ -Ar e'Mx(t)dt\dri(s) = G(X) 

for all A with Re A > c. The functions F • X and G are obviously analytic in the half-
plane Re A > a. So, we can extend (29) to hold for every A with Re A > a. Finally, 
Lemma 1 guarantees that X has a nonremovable singularity at the real point X = a. This 
is a contradiction, since the equation F(X) — 0 has no real roots. 

The proof of the theorem is complete. 
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4. Some applications: discussion. Introduce the assumption 

f (H+) holds if C = + l 
K } | (H_) holds if C = - l . 

In our theorem, the hypothesis (H) has been used only in the proof of the fact that, if the 
characteristic equation (*) has no real roots, then all solutions of the differential equa­
tion (E) are oscillatory. There are many interesting cases in which the restriction (H) 
imposed in the theorem can be removed, because of the fact that in these cases (H) is a 
consequence of the assumption that the characteristic equation has no real roots. Such 
a case is that of neutral difference-differential equations. The same is also true in the 
case where /x and r? have continuous and positive derivatives on the intervals [TI,T2] and 
[ai, a2] respectively. These two special cases will be examined below. 

Consider the neutral difference-differential equation 

(Eo) -7-n k o + 6 Y,prtt + sd + c £ v*t + n) = °> 
a t L 1=1 J 7=1 

where 6 G { 0 , + l , - l } , £ <E {+1,-1}, m > 1, l > \,pt (i = l , . . . ,m) and y (j = 
1, . . . , £) are positive numbers, 57 (i = 1, . . . , m) are real numbers such that s\ < S2 < 
• • • < sm and s\sm ^ 0, and r} (j = 1, . . . , £) are real numbers with r\ < ri < • • • < r^. 
This equation is a special case of the differential equation (E). The characteristic equation 
of (Eo) is 

i=l J y'=l 

We will show that in the special case of the differential equation (Eo) the condition (H) 
follows from the assumption that the characteristic equation (*)o has no real roots. To 
this end, let us assume that (*)o has no real roots. Since (^o(O) = E L I qj > 0, we must 
have 

(30) CFo(A) > 0 for all real numbers A. 

Assume first that £ = +1. If n is odd, 6 = +1, si < 0, and s\ — r\ (here we have T\ = s\ 
and o\ — r\\ then we can see that F$(—00) = —00, which contradicts (30). If n is even, 
8 = — 1, s\ < 0, and s\ = r\, then we have FQ(—00) = —00, a contradiction. In the 
case where 6 = — 1, sm > 0, and sm = r^ (we have here TI — sm and 02 — rù we can 
obtain ^0(00) = —00, which contradicts (30). Next, let us suppose that £ = — 1. If n is 
odd, b — — 1, s\ < 0, and si = r\, then it follows that Fo(—00) = 00, which contradicts 
(30). The same contradiction can be obtained when n is even, 6 = +1, s\ < 0, and 
s 1 — r\. Finally, if S = +1, sm > 0, and sm — r ,̂ then we get Fo(oo) = 00, which 
contradicts (30). Thus, our assertion has been proved. Now, from our theorem we obtain 
the following result (cf. [7]): 

A necessary and sufficient condition for the oscillation of all solutions of (Eo) is that 
its characteristic equation (*)o has no real roots. 
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Consider next the case where the functions \i and 77 have continuous and positive 
derivatives on the intervals [TI,T2] and [cr\, 02] respectively. Our purpose is to establish 
that in this case the assumption that the characteristic equation (*) has no real roots im­
plies again that condition (H) is fulfilled. There are two positive constants a and (3 so 
that 

(31) a <ii'(s)< (3 for se [TUT2] 

and 

(32) a < rif(s) < j3 for s G [ai, <r2]. 

Furthermore, for each A 7̂  0, we can apply the mean value theorem to obtain 

f2 eXs dpis) = H eXs^{s) ds = /1V) P eXs ds 

and consequently 

(33) H e*5 dii(s) = »'(s*)-
JT, A 

where the point s* 6 [T\,T2\ depends on A. In a similar way, for any A ^ 0, we can find 
a point s £ [en, 02] (which depends on A) such that 

(34) f'TleXsdr1(s) = j1
,(s) 

e^2 _ e^<7\ 

A 
Combining (31), (32), (33) and (34), we can conclude that there exist positive constants 
Ai and Bt (i =1 ,2 ) such that 

+ 0^2 : for A 7^0 (35) 

and 

(36) 

F(X)>\n\\+bA 

F(X) <\n(l+5B 

A i " ^ A 

+ C 2̂ : for A ^ 0 . 
A 7 A 

Now, let us assume that the characteristic equation (*) has no real roots. As CF(0) = 
J^2 dr\{s) > 0, we must have 

(37) ÇF(A) > 0 for all A G (-co, oo). 

Consider first the case where £ = +1. If n is odd, S = +1, and T\ = <J\ < 0 or if n is 
even, 6 = — 1, and TI = cri < 0, then from (36) it follows that F(—oo) = —oo, which 
contradicts (37). Also, if 8 = —1 and T2 = 02 > 0, then (36) gives F(oo) = —00, which 
also contradicts (37). Next, we suppose that £ = — 1. In the cases where n is odd, 8 — — 1, 
and r\ = G\ < 0 or n is even, £ = +1, and n = cri < 0, we can obtain from (35) that 
F(—00) = 00, which contradicts (37). Finally, for<5 = +1 andr2 = a2 > 0, from (35) it 
follows that F(oo) = 00, a contradiction. So, condition (H) is satisfied. 

There are cases of neutral differential equations of the form (E) for which the charac­
teristic equation has no real roots while the assumption (H) fails. Such a case is that of 
the neutral equation {cf. [24]) 

d 

dt 
x(t) + f * x(t + s) ds\ + 2x(t - a) = 0 (a > e). 
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