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Abstract

The use of artificial intelligence and algorithmic decision-making in public policy processes is influenced by a range
of diverse drivers. This article provides a comprehensive view of 13 drivers and their interrelationships, identified
through empirical findings from the taxation and social security domains in Belgium. These drivers are organized into
five hierarchical layers that policy designers need to focus onwhen introducing advanced analytics in fraud detection:
(a) trust layer, (b) interoperability layer, (c) perceived benefits layer, (d) data governance layer, and (e) digital
governance layer. The layered approach enables a holistic view of assessing adoption challenges concerning new
digital technologies. The research uses thematic analysis and interpretive structural modeling.

Policy Significance Statement

The model suggests two key takeaways for policy designers interested in using advanced analytics in fraud
detection. First, understanding the trust conditions, interoperability factors, and perceived usefulness of
advanced analytics for the application area needs to be assessed before developing policy strategies for data
governance and digital governance. Second, the high interdependencies among all drivers confirm the com-
plexity surrounding the introduction of advanced analytics in public policy processes. Therefore, digital
transformation policies and their effectiveness in public policy areas should be subject to periodic and cyclical
policy evaluations.

1. Introduction

The use of new digital technologies and algorithmic decision-making in government and managerial
practices has become ubiquitous in recent years. Scholars and practitioners across information sciences,
administrative and social sciences are studying the impact and implications of data-driven technologies
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such as artificial intelligence (AI), big data analytics, machine learning, and blockchain onmanagerial and
organizational systems and practices (Tan and Taeihagh, 2021; Dickinson et al., 2021; Leiman, 2021;
Radu, 2021; Taeihagh, 2021; Ulnicane et al., 2021). These technologies are overhauling the existing
administrative systems and practices into new types of interactions between humans andmachines, which
is sometimes called algorithmic bureaucracy (Vogl et al., 2020; Tan andCrompvoets, 2022). However, the
adoption of new digital technologies is challenging for public sector organizations due to various value-
laden reservations driven by perceived technical, systemic, administrative, and regulative barriers inside
and outside of organizations (Tan et al., 2022; Bullock et al., 2020; Vogl et al., 2020; Tangi et al., 2021,
Sun and Medaglia, 2019).

Public administration research has begun to investigate challenges associated with the use of AI and
algorithmic decision-making on system applications (Exmeyer and Hall, 2022; Neumann et al., 2022),
accountability mechanisms (Busuioc, 2021), citizen trust and explainability of decisions
(Grimmelikhuijsen, 2022), organizational rearrangements (Meijer et al., 2021), administrative discretion
and willingness to implement (Alshallaqi, 2022; Wang et al., 2022), ethical principles and citizen’s privacy
(Willems et al., 2022), capacity gaps and knowledge management (Wilson and Broomfield, 2022).

However, this nascent literature provides a fragmented picture of how to integrate AI and algorithmic
decision-making in public policy processes. Two strands of theoretical models assess technology
adoption in public policy processes: behavioral models that explain technology adoption processes
through the analysis of user perceptions of the technology and the mediating influence of user-level
characteristics, and structural models that explain technology adoption processes through the interaction
of organizational and institutional factors with user behaviors. Both strands of models focus on the
perception of users but do not provide a holistic view to explain the perceived relationships between
different institutional, organizational, technological, and individual-level drivers and their influence on
system applications (Dawes, 2009; Engvall and Flak, 2022). This complicates developing viable digital
transformation strategies for AI and algorithmic decisions in public policy processes.

This article aims to address this gap in the literature by developing a holistic model1 that can explain the
interrelationships between perceived drivers that influence the integration of AI and algorithmic tools in
public policy processes. Specifically, this research focuses on the case of fraud detection in the taxation
and social security domains, which are primary policy areas that use machine learning and AI-driven
advanced analytics techniques. Although these technologies have the potential to improve fraud detection
processes, their wider adoption is hindered by procurement obstacles, insufficiently trained workers, data
limitations, a lack of technical standards, cultural barriers to organizational change, and the need to adhere
to responsible AI principles (West, 2021).

Our specific research questions are:

RQ1: What are the perceived drivers2 of the use of advanced analytics for fraud detection in social
security and taxation domains?

RQ2: How are these drivers interrelated to each other?

To answer these questions, a cross-sectional study was conducted based on interview data collected from
different stakeholder organizations in Belgian taxation and social security ecosystems. Thematic analysis
was used to identify the main drivers in the adoption of advanced analytics in fraud detection, and
interpretive structure modeling (ISM) and MICMAC technique were used to identify their interrelation-
ships and their dependence and driving powers.

The analysis has resulted in a hierarchical ordering of the drivers, indicating that there are five
hierarchical layers that policy designers need to focus on when introducing advanced analytics in fraud

1We use the term “holistic model” to refer to a model that looks at the system/process as a whole and explains the relationship
between all of the parts of a whole. Please note that we do not use the term for a generalizable model.

2 The term “drivers” is used in this article to refer to factors that can positively or negatively influence the adoption of advanced
analytics in fraud detection processes.
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detection: (a) trust layer, (b) interoperability layer, (c) perceived benefits layer, (d) data governance layer,
and (e) digital governance layer. The choices made in a previous layer influence the choices in the
following layers, enabling policy designers to anticipate the implications of policy choices. The analysis
section elaborates on the drivers and their interrelationships at each layer.

The structure of the article is as follows. Section 2 provides a theoretical framework for the
behavioral and structural models of digital transformation in public administration. Section 3 provides
background information on the institutional and legal framework in Belgian public administration for
the taxation and social security domains. It also provides an overview of the literature on the use of
advanced analytics in fraud detection. Section 4 introduces the research methods and presents the
variables identified through thematic analysis of interview transcripts. Section 5 explains the steps
followed in constructing the ISMmodel andMICMAC analysis. Section 6 lists the main findings on the
interrelationships between identified variables. Section 7 discusses the implications of these findings
for policy processes and the limitations of the research. Section 8 summarizes the key takeaways and
provides future recommendations.

2. Theoretical Framework

2.1. Models of digital transformation in public administration

Models of digital transformation and technology adoption in public administration can be divided into
two categories: (a) structural models, and (b) behavioral models. In this section, we provide an overview
of these models and critically engage with their limitations in analyzing the drivers in policy-making
processes.

2.1.1. Structural models
Structural models of technology adoption focus on how interactions between institutions/organizations
and agents lead the technology adoption inside public administration. Orlikovski’s (1992, 2000) “struc-
turational model of technology” posits that as people interact with technology in their ongoing practices,
they enact structures that shape their emergent and situated use of that technology. The use of technology
is a process of enactment that enables a deeper understanding of the constitutive role of social practices in
the ongoing use and change of technologies in the workplace. Orlikovski’s structurational model
identifies four types of influences that can affect digital transformation: (a) technology as a product of
human action, (b) technology as a medium of human action, (c) institutional conditions with the
interaction of technology, and (d) institutional consequences of interaction with technology. Each type
of influence shape human action as design, appropriation, development, and modification, but also
standards, norms, facilities, and infrastructures around technology adoption.

Another similar model, Fountain’s “technology enactment framework” draws from bureaucracy, neo-
institutionalism, networks, and governance literature (Fountain, 2001). One distinct element of Fountain’s
framework is the distinction between the objective IT (e.g., hardware, software, Internet) and the actors’
perception and use of these technologies (“enacted technologies”). Enacted technology has four specific
elements: perception, design, implementation, and use. In Fountain’s view, the objective IT influences
organizational forms such as bureaucratic structure and networks, and the interactions between institu-
tional arrangements (i.e., cognitive, cultural, sociocultural, and legal format) and organizational forms
influence and are influenced by enacted technology. Enacted technologies, in return, influence and are
influenced by the policy outcomes, which eventually shape the objective IT systems and institutional
arrangements. A strength of the “technology enactment framework” is its holistic view of perceptions,
institutions, and organizational interactions to explain digital transformation policies. Themodel provides
insight into how organizations often resist or prevent IT adoption or modify IT to fit their interests
(Grafton, 2003). Yet, the model does not provide a temporal alignment among individual, organizational,
and institutional drivers to position technology adoption strategies. Such insights mostly come from
behavioral models.
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2.1.2. Behavioral models
Behavioral models take their origins in the information sciences. Behavioral models theorize and
identify key drivers influencing user intentions and their actual behavior in using new technologies. The
literature provides a variety of user-driven theories including Technology Acceptance Model (TAM)
and its extended version TAM2 (Davis, 1989; Venkatesh and Davis, 2000, Fathema et al., 2015), the
Theory of Planned Behavior (TPB; Ajzen, 1991), the Theory of Reasoned Action (TRA; Fishbein and
Ajzen, 1975), Motivational Model (MM; Davis et al., 1992), Model of PC Utilization (MPCU;
Thompson et al., 1991), Innovation Diffusion Theory (IDT; Moore and Benbasat, 1996), Social
Cognitive Theory (SCT; Compeau and Higgins, 1995), Unified Theory of Acceptance and Use of
Technology (UTAUT) and its extended version (UTAUT 2) (Venkatesh et al., 2012, Venkatesh et al.,
2003), and a more specific model designed to explain the user behavior on e-government adoption
“Unified Model of E-government adoption” (UMEGA) (Dwivedi et al., 2017; Mensah et al., 2020).
These models use variables such as perceived usefulness, perceived ease of use of the system, social
influence, cognitive instrumental processes, performance expectancy, effort expectancy, social influ-
ence, facilitating conditions, perceived risk, computer self-efficacy, trust in the Internet, and trust in
government to predict behavioral variances in technology adoption.

Shin et al. (2020) developed a behavioral model to explain the drivers of algorithm acceptance. The
“Algorithm Acceptance Model” shows that the credibility of algorithms in terms of transparency,
accountability, and fairness affects users’ trust, which in turn influences their attitude toward adoption
through the impact of the usefulness and convenience of the algorithm.

Behavioral models are insightful in understanding the underlying mechanisms that explain how
individuals accept the use of a particular technology. However, they are user-focused, and policy
designers consider different organizational, institutional, and political factors while developing policies
for technology adoption. In that sense, behavioral models do not provide a full account of the factors
influencing technology adoption for public policy purposes. Our aim is to develop a model that can take
into account both individual perceptions of technology adoption and the perceptions of decision-makers
about the interrelationships of the factors that influence the adoption of a particular technology in policy-
making processes.

3. Contextual Framework

3.1. Institutional landscape

Belgium is a federal state where tax and social security policies are mostly controlled at the federal level.
However, regional and local governments have some authority in specific tax areas. Nonetheless, the fight
against tax and social security fraud is the responsibility of the federal government.

Several layers of actors in the Belgian institutional landscape are involved in tax fraud detection. The
first layer comprises the Federal Public Service (FPS) Finance and its directorate generals who are the
primary responsible public bodies in fraud detection concerning tax collection, customs, and excise. The
second layer of public sector organizations includes the financial intelligence processing unit (CTIF/CFI),
several services of the police forces in charge of corruption (OCRC/CDBC) and of major crimes
(DJSOC), the national bank (that has a point of contact—PCC/CAP—to alert it about frauds), the
financial services and markets authority (FSMA), the college of attorneys-general and the gaming
commission that provide information about potential tax infractions to FPS Finance. The third layer of
actors is composed of individuals, public, and private organizations such as lawyers, accountants,
notaries, banks, major auditing firms, and judges, who are mandated to provide information about fraud
they encounter to FPS Finance. Lastly, some transversal actors at the EU and national level that enforce
specific tax policy provisions act as external stakeholders (technology providers, unions, business
federations, and NGOs in charge of fair taxation and/or privacy rights).

Social security infringement detection is part of the federal social security policy. Unlike the taxation
domain, the policy domain on social security provisions is rather fragmented. The FPS Social Security
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oversees part of the policy design, butmost of the policy implementation, including the fight against social
security infringements, is led by a multitude of public bodies called social security public institutions
(SSPI). There are five distinct SSPIs that are responsible for the detection of social security infringements:
employment (ONEM/RVA), healthcare insurance (INAMI/RIZIV), social security for contractual work-
ers (ONSS/RSZ), and social security for self-employed workers (INASTI/RSVZ), and control of social
legislation (FPS Employment). These five organizations work together under the coordination of the
SIRS/SIOD, which is responsible for developing an overall policy vision in the fight against social fraud.
Some peripheral actors outside the federal government support the digital and data-sharing processes in
this policy domain, such as SMALS, a nonprofit that acts as the federal IT support service, and the
Crossroads Bank for Social Security (CBSS), which organizes data-sharing among SSPI. Nongovern-
mental actors such as social partners, social secretariats, and mutual health funds also contribute to the
organization and management of social security policies. Eventually, the EU institutions can influence
fraud detection processes in some social policy areas (e.g., social dumping) through the creation of
specific regulations.

In addition to these domain-specific actors, there are also overarching political and administrative
actors involved in both policy domains. These include the federal government, the federal parliament, the
data protection authority (DPA/APD), and the Court of Audit (see the Supplementary Material for a
detailed overview of the institutional landscape).

3.2. The use of advanced analytics in fraud detection

Advanced analytics is a data analysis methodology that uses predictive modeling, machine learning
algorithms, natural language processing, deep learning, business process automation, and other statistical
methods to analyze business information from a variety of data sources (Hanna et al., 2022). Unlike
traditional descriptive analytics, advanced analytics applies automation and AI to produce far deeper
behavioral insights and predictions from complex datasets.

Fraud detection is a primary policy domain that uses advanced analytics. Advanced analytics can be
used to analyze financial transactions, gain operational efficiency in fraud detection, and become more
effective at investigating unwarranted spending on a large scale (West, 2021). A 2020 report for the
Administrative Conference of the United States found that 45% of the 142 agencies surveyed were using
AI and/or machine learning (Freeman Engstrom et al., 2020). Similarly, the UK and the Netherlands are
other countries that have developed AI-led solutions for processing social benefit claims (Booth, 2019;
Kleizen et al., 2022).

The annual report of the OECD Tax series shows that the importance of advanced analytics is growing
among tax authorities where data-driven insight is used against tax fraud such as in smart compliance with
risk management and compliance by design (OECD, 2021). Advanced analytics are used in automating
repetitive processes, extracting key data, scanning tax reports, identifying tax evasion, identifying tax
deductions and credits, forecasting the burden of tax and improving transparency, and fighting against
corruption (Forbes, January 9, 2020). Through supervised or unsupervisedmachine learning it is possible
to find patterns of an anomaly in a large amount of data for predictive analysis and smart auditing that can
outperform traditional data mining techniques (Van Vlasselaer et al., 2017; De Roux et al., 2018). For
example, the British Connect System uses advanced analytics on big data to detect fraud (Maciejewski,
2017).

However, technological, organizational, behavioral, trust, and regulative challenges, along with
traditional digital barriers, seemingly affect the adoption processes of advanced analytics among
taxation and social security authorities. Black boxes, biases, and model drift are certain concerns
against the use of advanced analytics (Busuioc, 2021). In a black box recidivism model, it may be
unclear whether the high predicted risk of committing further crimes is based on admissible criteria
(e.g., prior record) or potentially unlawful and/or discriminatory criteria (e.g., ethnicity) (Sandvig
et al., 2016; Chander, 2017). Moreover, policy choices for the area of application can cause
algorithmic biases. For instance, in the Dutch SyRi case, the policy choices of municipalities to
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use advanced analytics in specific neighborhoods have led to false positives and discriminatory
policies (Meuwese, 2020). Where such biases eventually become public, they may give rise to major
trust breaches among groups that the model was biased against, or even wider society (Kleizen et al.,
2022).

Moreover, where an algorithm is a true black box, it may be difficult even for developers to ascertain
the predictors used by the algorithm. The inability to supply an explanation of advanced analytics not only
strands the trust toward public sector organizations but also may undermine the principle of transparency
(Ananny and Crawford, 2018; Ahonen and Erkkilä, 2020). Research shows that user cognitive routes
concerning fairness, accountability, transparency, and explainability (Shin, 2020), privacy (Shin et al.,
2022a), transparent fairness (Shin et al., 2022b), and perceived humanness (Shin, 2022) of algorithms
may influence the perceived benefits and the willingness to use advanced analytics in policy-making
processes.

Regulations also play a role in the way advanced analytics can be used in public policy domains. The
use of advanced analytics in fraud detection by the Belgian public administration requires compliance
with personal data protection rules and administrative law principles. The GDPR’s purpose limitation
and data minimization principles must be observed, and data subjects’ rights, such as the right to
information, access, and erasure, must be respected. Additionally, the algorithms used must not be
biased and must not entail discrimination. The administration should also ensure that citizens have the
right to understand the administrative decision, which is linked to the explainability of the decisions
(Tombal et al., 2022).

4. Methodology

The objective of this study is to construct a model that considers both the individual perceptions of
technology adoption and the perceptions of decision-makers regarding the interrelationships among the
factors that influence the adoption of a specific technology in policy-making processes. To achieve this
goal, thematic analysis and ISM-MICMAC methods were utilized.

Thematic analysis was used on interview data to identify the perceived drivers in the adoption of
advanced analytics in fraud detection. This allowed for inductive identification of perceived drivers,
overcoming limitations of technology acceptance models in including contextual factors and broader
social, cultural, and institutional factors that can affect adoption decisions. ISM-MICMAC was used to
understand the interrelationship between identified drivers. ISM-MICMAC allows for the adjudication of
the direction and hierarchy of relationships among various variables, reducing complexity and turning
relationships into tractable policies.

Data was collected through semi-structured interviews with public officials and technical, business,
and policy experts from public sector and stakeholder organizations in the taxation and social security
domains in Belgium (see the Supplementary Material). A total of 66 interviews were conducted from
October 2020 to June 2021. The interview questions were clustered under the thematic areas of “tax fraud/
social security infringement,” “fraud analytics,” “data collection and combination,” and “data storage.”
Supplementary Table A gives an overview of the interviewees and their corresponding organization and
administrative position.

4.1. Thematic analysis

To address the first research question, we conducted thematic analysis on the interview transcripts to
identify the variables perceived to be influential in the use of advanced analytics in fraud detection (Braun
and Clarke, 2006; Fereday and Muir-Cochrane, 2006). The codification processes followed different
cyclical processes, where an initial set of codes generated from interview transcripts were used to identify
patterns and interrelations among initial themes, which were later categorized under overarching
constructs and associated with the drivers identified by the theoretical models. For each transcript, we
produced a theme record that synthesized all the themes, corresponding quotations, and theme categories.
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Themes and categories conveying similar meanings and substance were regrouped. The thematization
process was conducted using a combination of inductive and deductive coding. Inductive processes are
used in open and axial coding to uncover factors and their interrelationships that influence technology
adoption processes. The categorized interrelationships were used later to interpret the direction of
relationships during the development of the structural self-interaction matrix (see Section 5.1). Deductive
coding was used to categorize themes from the behavioral and structural theories, while inductive (open)
coding was used to identify new unforeseen themes and categories. To improve the reliability of the
analysis, a researcher who was not involved in the initial data collection level performed a
separate thematic analysis on the interview transcripts, and the results were compared before the final
selection of categories. Through thematic analysis, we identified 13 variables perceived to be influential
in the adoption of advanced analytics in the fight against tax and social security fraud in Belgium.
Table 1 gives the categorization of constructs (i.e., variables), their definition, and the elements identified
through thematic analysis. The subthemes used for the categorization of elements can be found in the
Supplementary Material.

4.2. ISM-MICMAC

Interpretative structural modeling (ISM) is a methodical and collaborative approach that mathematically
derives and analyzes contextual relationships among factors identified through expert opinion, enabling
scholars to establish hierarchical levels of challenges (Warfield, 1974). ISM analysis entails developing a
directed graph that configures the relationships hierarchically as interpreted by the scholars. MICMAC
(Matrices d’Impacts Croises Multiplication Appliqué a un Classement) analysis complements ISM by
classifying factors based on driving power and dependence power (Ahmad et al., 2019). ISM has been
employed in e-government literature to explore critical success factors in e-service delivery (Lal and
Haleem, 2009), citizen’s perceptions of e-government’s trustworthiness (Janssen et al., 2018), challenges
for implementing the Internet of Things (IoT) in smart cities (Janssen et al., 2019). In this study, we used
ISM and MICMAC to explore and describe the dependency and driving powers between the variables
identified by the thematic analysis. Typically, ISM begins with a literature review to identify key variables
before interpreting the direction of relationships. However, in this study, we have adopted a novel
approach and used thematic analysis as a preceding step, allowing us to integrate the perception of
Belgian stakeholders in identifying the variables that influence the technology adoption processes.
Moreover, we have used extracts from interviews to interpret the direction of relationships between
drivers, ensuring that the interpretation was not solely based on the research team’s interpretation but also
supported by the substance of the interviews. The adaptation of ISM in this research is illustrated in
Figure 1.

5. Data Analysis

5.1. Structural self-interaction matrix

In developing the SSIM, there are four possible ways to relate variables, represented by “V,” “A,” “X,” and
“O” symbols (Hughes et al., 2020). The SSIM presented in Table 2 outlines the relationships between
variables, with rows and columns indicated by “i” and “j,” respectively. The symbols are interpreted as
follows: V, Variable i influences variable j; A, Variable j influences variable i; X, Both variables i and j are
influenced by each other; O, Variables i and j are not related to each other or do not influence each other.

The research team, consisting of eight researchers, individually and separately assessed the relation-
ships between variables before making a final decision. The relationships among the variables are
interpreted through the links disclosed by the thematic analysis. Specifically, if an underlying subtheme
for a variable is related to another variable, this relationship is used to interpret the nature of the
relationship. Table 2 presents the final decision taken by the research team on the nature of the relationship
between each pair of variables.
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Table 1. Categorization of variables

Drivers Codes Constructs Elements Definitions

Performance
expectancy

1 Technological maturity Bias and noise This variable captures the maturity of new digital
technologies that are used in the fight against fraudTechnology convergence

Blockchain/DLT
AI/ machine learning
Fraud detection technologies

2 Perceived usefulness Automation This variable captures the perception of stakeholders
about the usefulness of new digital technologies in
improving the fight against fraud

Improved social security and
taxation

Better data collection and analysis
Past experiences
Indirect added value of new digital

technologies
Self-efficacy 3 Capacities, skills, and

competencies
Resources This variable captures the resources, digital skills, and

training of the administrations concerning the use of
new digital technologies in the fight against fraud

Digital skills
Training

4 Management/
operational systems

Guidelines This variable captures management systems and means
in the administrations concerning the use of new
digital technologies in the fight against fraud

Rules and standards
Principles
Processes
Strategies

Perceived risk 5 Perceived risk Legal challenge This variable captures the perception of stakeholders
about the risk of using new digital technologies in the
fight against fraud

Control of data
Democratic challenge
Administrative challenges
Societal challenges

Effort
expectancy

6 Governance system Data governance This variable captures the modes of governance in
relation to new digital technologies that influence the
fight against fraud

Open governance
Multi-level governance
Network governance
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Table 1. Continued

Drivers Codes Constructs Elements Definitions

7 Technical infrastructure Security This variable captures the technical capacity of the
system infrastructure that influence the use of new
digital technologies in the fight against fraud

Quality of database
Data collection and analysis
Softwares
Computer maturity
Reliance/dependence on external

actors
Social influence 8 Public values Appropriateness of technology This variable captures the public values in relation to the

use of new digital technologies in the fight against
fraud

Respecting privacy
Tax fairness

9 Trust Trust in administration This variable captures the trust dimensions in relation to
the use of new digital technologies in the fight against
fraud

Trust in society
Trust in technology
Trust in system
Trust in tech providers/private sector

10 Socio-cultural elements Digital culture This variable captures the socio-cultural conditions in
relation to the use of new digital technologies in the
fight against fraud

Digital divide
Willingness to share data

Facilitating
conditions

11 Interoperability Technical interoperability This variable captures the interoperability conditions in
relation to the use of new digital technologies in the
fight against fraud

Semantic interoperability
Organizational interoperability
Regulative interoperability

12 Policy priorities EU-level policy priorities This variable captures the national and international
policy priorities in relation to the use of new digital
technologies in the fight against fraud

Fight against fraud
Political support
Geopolitical aspects

13 Regulations Data This variable captures the national and supranational
regulations in relation to the use of new digital
technologies in the fight against fraud

D
ata

&
P
olicy

e25-9

https://doi.org/10.1017/dap.2023.22 Published online by Cam
bridge U

niversity Press

https://doi.org/10.1017/dap.2023.22


Figure 1. ISM flowchart.
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5.2. Reachability matrix

The SSIMwas first converted to an Initial ReachabilityMatrix (IRM),whichwas then converted to a Final
Reachability Matrix (FRM). The IRM illustrates the relationships described by SSIM in a binary way,
with the following substitution rules: [1] if the (i, j) entry in the SSIM is V, the (i, j) entry in the reachability
matrix becomes 1 and the ( j, i) entry becomes 0; [2] if the (i, j) entry in the SSIM is A, the (i, j) entry in the
reachability matrix becomes 0 and the ( j, i) entry becomes 1; [3] if the (i, j) entry in the SSIM is X, both
the (i, j) entry and ( j, i) entry in the reachability matrix become 1; [4] if the (i, j) entry in the SSIM is 0, both
the (i, j) entry and ( j, i) entry in the reachability matrix become 0.

Next, the IRM was converted into an FRM, which includes transitive relations. Transitive relations
occur when a variable X influences variable Y, and variable Y influences Z, so variable X should also
influence variable Z, even if nomutual relationship is interpreted between variablesX and Z. In such cases,
an initial “no relationship” (i.e., “0”) was recoded as “1.” The IRM and FRM can be found in the
Supplementary Material.

The FRM also shows the driving and dependence power of each variable. The driving power of a
variable is the total number of variables, including itself, that it may help achieve. On the other hand,
dependence power is the total number of variables, including itself, which may help in achieving it. These
driving powers and dependence powers are later used in the classification of variables as part of the
MICMAC analysis.

5.3. Level partitions

The FRM is used to create reachability and antecedent sets for each of the variables in the matrix. The
reachability set, R(Pi), for a particular variable, includes the variable itself and other variables that may
help achieve it (i.e., the corresponding value is 1). Similarly, the antecedent set, A(Pi) consists of the
variable itself and other elements that may help in achieving it. The variables for which the interaction of
these sets,R Pið Þ∩A Pið Þ¼R Pið Þ, matches the reachability set, are considered the top-level variables of the
ISMhierarchy. Each iteration of the level partitionmatrix identifies the hierarchy of variables in achieving
other variables. The top-level variables do not assist in achieving other variables above their hierarchy
level. Once the top levels are identified, they are separated, and the same process is repeated. The iteration

Table 2. Structural self-interactional matrix

VR [i, j] 13 12 11 10 9 8 7 6 5 4 3 2 1

1 X 0 0 0 X 0 V 0 X V X X
2 0 X 0 0 A 0 V 0 V X 0
3 0 A 0 X x V 0 V A V
4 A A 1 0 V A X X A
5 A X 0 0 V 0 0 X
6 A A X X V 0 X
7 0 A A 0 0 0
8 0 X 0 A X
9 0 0 0 X
10 0 0 0
11 0 A
12 X
13

Note. 1, Technological maturity; 2, Perceived usefulness; 3, Capacities, skills, and competencies; 4, Management/operational systems; 5, Perceived
risk; 6, Governance system; 7, Technical infrastructure; 8, Public values; 9, Trust; 10, Sociocultural elements; 11, Interoperability; 12, Policy priorities;
13, Regulations; VR[i/j], variable i/variable j; i, row; j, column; V, Variable i influences variable j; A, Variable j influences variable i; X, Both variables
i and j are influenced by each other; O, Variables i and j are not related to each other or are not influenced each other.
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process continues until all levels of partitions are established. The level partitionmatrix of each iteration is
provided in the Supplementary Material. Table 3 displays the canonical matrix, which shows the level of
each variable, along with their driving and dependence powers.

5.4. MICMAC diagram and ISM modeling

The MICMAC diagram visually categorizes variables based on their driving and dependency powers
along the x- and y-axis. It contains four categories: autonomous, driving, dependent, and linkage.
Autonomous variables have weak dependency and driving powers, and they are mostly disconnected
from the system. Driving variables have higher driving power and weak dependency power, and they
determine the changes in other variables without necessarily being dependent on changes in other
variables. Dependent variables have higher dependency power and weak driving power, and they vary
with changes in other variables without necessarily affecting the changes in other variables. Linkage
variables are the most influential in the system with higher dependency and driving power. The cut-off
point for each quadrant is arbitrarily designated by the number of variables. Since there are 13 variables,
the cut-off point is designated at 6,5 on both axes. Figure 2 shows the positions of variables in the four
quadrants.

The MICMAC diagram reveals that all variables are categorized as linkage, indicating that all
identified variables hold significant influence in the adoption of advanced analytics in fraud detection.
This finding implies that any changes in these variables could potentially result in systemic changes and
impact the adoption strategies of AI and advanced analytics in fraud detection.

In the last stage, we developed the ISMbased on the canonicalmatrix, and the direction of relationships
identified in SSIM. The ISM in Figure 3 shows the direct and indirect relationships among variables. The
direction of relationships is shown with an arrow. The interpretation of the model goes from bottom to up,
where the variables at lower levels shape the perceptions regarding the variables in the following levels.
Accordingly, the trust variable (variable 9) is based at the bottom of the ISM hierarchy, implying that the
introduction of advanced analytics in fraud detection should start with evaluating the perceptions of trust
determinants. The second level of hierarchy includes the interoperability variable (variable 11). The third
level includes the perceived usefulness (variable 2) of advanced analytics in fraud detection. The fourth

Table 3. Canonical matrix

VR 1 3 5 8 12 13 4 6 7 10 2 11 9 DRP Level

3 1 1 1 1 1 1 1 1 1 1 1 1 1 13 I
5 1 1 1 1 1 1 1 1 1 1 1 1 1 13 I
8 1 1 1 1 1 1 1 1 1 1 1 1 1 13 I
12 1 1 1 1 1 1 1 1 1 1 1 1 1 13 I
13 1 1 1 1 1 1 1 1 1 1 1 1 1 13 I
1 1 1 1 1 1 1 1 1 1 1 1 0 1 12 I
4 1 1 1 1 1 0 1 1 1 1 1 1 1 12 II
6 1 1 1 1 1 0 1 1 1 1 1 1 1 12 II
10 1 1 1 1 1 0 1 1 1 1 1 1 1 12 II
7 0 0 1 0 0 0 1 1 1 1 1 1 1 8 II
2 1 1 1 1 1 1 1 1 1 0 1 1 1 12 III
11 0 0 1 0 0 0 1 1 1 1 0 1 1 7 IV
9 1 1 1 1 1 1 1 1 1 1 1 0 1 12 V
DEP 11 11 13 11 11 8 13 13 13 12 12 11 13
Level I I I I I I II II II II III IV V

Note. 1, Technological maturity; 2, Perceived usefulness; 3, Capacities, skills, and competencies; 4, Management/operational systems; 5, Perceived
risk; 6, Governance system; 7, Technical infrastructure; 8, Public values; 9, Trust; 10, Sociocultural elements; 11, Interoperability; 12, Policy priorities;
13, Regulations; VR, variable; DEP, Dependence power; DRP, Driving power.
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level is composed of the interrelationships between socio-cultural elements (variable 10), governance
conditions (variable 6), technical infrastructure (variable 7), and management/operational systems
(variable 4) in place. At the highest level, we observe a series of interrelationships between policy
priorities (variable 12), regulation (variable 13), perceived risk (variable 5), public values (variable 8), the
maturity of technologies (variable 1), and the capacity conditions (variable 3). In the following section, we
interpret the directions of these relationships in terms of policy formulation processes concerning the use
of advanced analytics in public policy processes.

6. Results

The thematic analysis of interview data has resulted in the identification of 13 variables that are perceived
as influential in the adoption of advanced analytics in fraud detection. These variables capture various
dimensions such as social, behavioral, organizational, institutional, regulative, and technological aspects.
The analysis of the relationships between these drivers through ISM has revealed a hierarchical ordering
that can aid in policy design. Furthermore, the MICMAC analysis showed that all these variables have
strong dependence and driving powers, indicating their interdependencies and the complex nature of
introducing data-driven predictive analytics in policy processes. Thus, any policy intervention should
consider the interdependence and volatility of these variables.

However, the ISManalysis provides a pathway to simplify the adoption of advanced analytics in public
policy processes. The model positions the “trust” factors as the starting point of policy formulation
processes. The trust variable includes elements such as trust in the administration, technology, technology
providers, system, and society itself. A study by Janssen et al. (2018) shows that the trustworthiness of
e-government services is determined by cognitive factors, personal qualities (e.g., responsiveness,
competence), prior experiences in the service area, and perceived prior knowledge of technology.
However, the trust variable in our model goes beyond the trustworthiness of e-government services
and includes the perceptions of stakeholders on citizen trust in the institutions responsible for collecting
and managing personal data and citizens’ trust in the role of technology in fraud detection processes.
Therefore, it is crucial to integrate key stakeholders, including service producers and receivers, into the
policy-design processes to address the key trust challenges associated with the use of advanced analytics.

After the trust variable, the ISM hierarchy positions interoperability as the second factor to consider in
policy-design processes. The interoperability variable includes technical, organizational, regulatory, and
semantic factors that determine the ease of data transfer between data providers and consumers. The
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Figure 2. MICMAC diagram.
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choices and factors affecting the trust dynamics in the use of advanced analytics are expected to shape the
policy choices concerning interoperability considerations.

The third driver in the ISM hierarchy is the perceived usefulness of advanced analytics in fraud
detection. This variable contains a wide range of perceptions about the perceived usefulness of digital
transformation, including the automation of services, digitization of social security and taxation services,
the use of advanced data collection and analysis methods in social security and taxation services, past
experiences with the use of digital technologies/infrastructures in the fight against fraud, and the indirect
added value of digitization in other related sectoral areas (e.g., development of better predictive
medicines) on taxation and social security systems. Some of these factors are expected to be influenced
by the choices and factors related to trust and interoperability conditions, while some cognitive factors
(e.g., past experiences) may be influenced by the past or similar experiences in the use of advanced

Figure 3. ISM model.
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analytics. The perceived usefulness of advanced analytics is expected to shape the scope and the extent of
policy choices in the following rungs of the ISM hierarchy.

The next level of the ISM hierarchy (i.e., level II) is related to the notion of data governance.Variables
related to governance systems, technical infrastructure, management/operational systems, and socio-
cultural factors create a cluster of drivers that are closely interrelated to each other, and this stage in the
policy designmostly captures the decisions concerning data governancemechanisms. The examination of
the relationships suggests that policy choices concerning various modes of governance (e.g., multi-level
governance, data governance, network governance, open governance) are directly influenced by the
socio-cultural conditions concerning digitalization (e.g., digital divide, digital culture, willingness to
share data), and the technical infrastructure conditions (e.g., security, quality of the database, data
collection and analysis methods, software, computer maturity, and reliance on external actors) and
management/operational systems (e.g., guidelines, rules and standards, principles, processes, and strat-
egies) concerning the use of data.

The top level of the ISM hierarchy is composed of a cluster of six variables, namely technological
maturity of advanced analytics in fraud detection; related capacities, skills, and competencies inside and
outside of administration; relevant national and supranational regulations; public values concerning the
use of advanced analytics in fraud detection; policy priorities in the use of advanced analytics in fraud
detection; and the perceived risks associated with the use of advanced analytics in fraud detection. The
ISM predicts that these variables are the most influential in the adoption of advanced analytics in fraud
detection. Theoretically, this level can be best described by the concept of digital governance.According
to the definition of Engvall and Flak (2022), digital governance is digital technology ingrained in
structures or processes of governance and their reciprocal relationships with governance objectives
and normative values. Digital governance includes the utilization of digital capabilities and involved a
transformation of structures, processes, or normative values. Indeed, the sets of relationships identified by
ISM show the interrelationships between normative values, capabilities, digital technology, governance
objectives (or policy priorities in our model), and structure and processes of governance (or regulative
framework in our model) in the use of advanced analytics. Thus, we assess that the model complies well
with theoretical expectations.

Policy-design processes concerning the top tier of the hierarchy should consider the digital governance
variables jointly and holistically. However, discernable subclusters of relationships can reduce the
complexity of policy-design processes. For instance, one subcluster consists of regulation, policy
priorities, and perceived risks. The direction of relationships indicates that the regulation variable
(i.e., laws concerning data, social security, and taxation; laws concerning the justification of decisions
in fraud detection; and transcending laws affecting the use of new digital technologies) directly affects the
policy priorities and perceived risks in the use of advanced analytics in fraud detection. Meanwhile,
perceived risks associated with control of data, and legal, societal, administrative, and democratic
challenges, directly affect and are influenced by policy priorities. Policy priorities include elements
related to the EU policies but also national policies on fraud detection, the level of political support in the
use of advanced analytics in fraud detection, and other geopolitical aspects that can affect the policy
decisions concerning the use of new digital technologies (e.g., impact of high-energy consuming
technologies on the environment). Such policy priorities also influence the regulatory conditions that
can affect the way advanced analytics are used in policy areas.

Another subcluster is observable among the variables of capacities, public value, and policy priorities.
Administrative capacities, such as resources, digital skills, and training are expected to influence public
values regarding the appropriateness of advanced analytics in fraud detection, including respecting the
privacy of individuals and ensuring tax fairness. Meanwhile, these public value conditions influence
policy priorities, and policy priorities, in turn, influence the capacity conditions.

A third subcluster exists between technological maturity, capacity conditions, and perceived risks.
Technological maturity includes perceptions about the maturity of AI and machine learning systems,
blockchain and distributed ledger technologies, and other fraud detection technologies leveraging
advanced analytics, the convergence of these technologies, and how the maturity of these technologies
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influences the bias and noise considerations. Technological maturity directly affects and is affected by
capacity conditions and associated perceived risks.

A final observation concerns the position of perceived risks associated with the use of advanced
analytics in fraud detection. The perceived risks variable is situated at the center of the interrelationships
identified at the top level and is directly influenced by capacity conditions, technological maturity,
regulations, and policy priorities. The close-knit relationships between perceived risks and technological,
regulative, political, and capacity factors confirm the complexity of policy-design processes concerning
the introduction of advanced analytics in public service processes.

7. Discussion

The interpretation of the model suggests two key takeaways for the policy designers interested in using
advanced analytics in fraud detection. First, the model suggests that understanding the trust conditions,
interoperability factors, and perceived usefulness of advanced analytics for the application area needs to
be assessed before developing policy strategies for data governance and digital governance. Second, the
high interdependencies among all drivers confirm the complexity surrounding the introduction of
advanced analytics in public policy processes and suggest that digital transformation policies and their
effectiveness in public policy areas should be subject to periodic and cyclical policy evaluations.

In developing the model, we have benefited from the behavioral and structural theories to categorize
the elements identified through thematic analysis. Although these strands of theories are useful in
explaining why users adopt or do not adopt certain technologies or how administrative processes
influence the way certain technologies are adopted, they have limited explicability to support policy-
design processes in digital transformation. Our model fills this gap by adding further levels of abstraction
in explaining how various drivers affect technology adoption in the public sector context.

As a theoretical contribution, the model brings together behavioral variables (e.g., perceived benefits,
perceived risks) with organizational forms and institutional arrangements in an analytical way and by
creating hierarchies of importance. For instance, the model suggests that conditions concerning trust and
interoperability drive the perception concerning the perceived benefit of the proposed solution. This is
indeed compatible with the prior work of Shin (2020) which suggests that trust influences the perceived
benefit of technology and the subsequent behavior of the user.

Moreover, through this model, it would be possible to test the causal relationships among variables and
to develop propositions to test the impact of policy innovation processes on actual technology adoption.
For instance, the model can serve as the basis of a structural equation model to measure the direct and
indirect influences among drivers. Furthermore, the model can be used to measure the effectiveness of
various policy innovations (e.g., trust-generating activities, improving data interoperability, capacity-
building activities) in actual technology adoption.

At a policy-design level, our model facilitates a holistic approach by integrating system design
considerations into policy-design processes and assessing the political and administrative feasibility of
different technical solutions for introducing advanced analytics in fraud detection. In our model, we
identified five hierarchical layers that policy designers need to focus on introducing advanced analytics in
fraud detection: (a) trust layer, (b) interoperability layer, (c) perceived benefits layer, (d) data governance
layer, and (e) digital governance layer. This layered approach provides a comprehensive view of adoption
challenges related to new digital technologies. For example, according to our model, a proposed solution
should address the following questions in sequence: (a) Can the proposed solution enhance trust in the use
of algorithms in fraud detection? (b) Is the proposed solution interoperable with the existing technical,
organizational, and institutional conditions in data sharing? (c) Is the proposed solution compatible with
the existing systems and policies of data governance? and (d) Is the proposed solution compatible with
related digital governance conditions, including the technological maturity of the proposed solution, the
perceived risks, and the organizational capacities, political, and regulatory conditions? Through this
inquiry, policy and technical designers can assess the concrete effects and impacts expected on fraud
detection systems by the proposed AI-based solution.
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However, there are some caveats to the interpretation of our model for other application areas. The
drivers and their interrelationships are dependent on the perceptions of the public and private actors,
which are influenced by contextual and sector-specific conditions. In our research, contextual factors were
shaped by the institutional framework of the Belgian state in the taxation and social security domains.
Similar cross-sectoral or cross-country research can provide deeper insight into the robustness of the
model and check whether differences in socio-administrative contexts (e.g., trust, public values, regula-
tions) affect the presumed relationships in the model.

Moreover, our model was developed specifically for advanced analytics based on AI and fraud
detection. Different data-driven technologies, such as AI, IoT, and blockchain, may have varying impacts
on user and stakeholder perceptions and associated public value provisions. For instance, blockchain may
be associated more with creating trust in the information management system, while AI may be perceived
as a tool to increase the policy efficiency and effectiveness. Furthermore, different technological
configurations may invoke value trade-offs concerning transparency, efficiency, effectiveness, and
accountability. The way technologies are used in organizational processes may lead to different inter-
pretations of how drivers influence each other. Therefore, we recommend further research to explore the
impact of separate technologies and the variances in their technological configurations to gain a better
understanding of how different digital technologies affect technology adoption in public administration.

8. Conclusion

Our findings were based on the use of advanced analytics in fraud detection and relied on the perception of
the Belgian stakeholders. However, the theoretical conformity of our findings with other studies on
technology adoption in public sector organizations suggests that we can draw some lessons for digital
transformation strategies concerningnewdigital technologies (Tan andCrompvoets, 2022). In summary, the
following points are crucial for developing reliable and pertinent digital transformation strategies: (a) trust
and interoperability conditions, (b) the perceived benefits of digital technologies in administrative systems
and policy objectives, (c) the match of socio-cultural conditions with the characteristics of the digital
technologies and their ease of adoption in the existing data governance processes, and (d) the interplay
between policy priorities, technological maturity, associated resources and digital skills in the digital
governance domain, comprehensiveness of the regulative framework, public values, and perceived risks
associated with the implications of digital technologies for public administration and society.

Ourmodel suggests that policy designers need to assess the challenges in each layer successively to have
a holistic view of underlying challenges in technology adoption and the combined needs of policy design
and systemdesign.We recommend repeating this research in other sectoral and country settings to assess the
generalizability of the model. The growing discrepancies between the EU, China, British, and North
American data privacy laws, along with technology anti-trust laws, make the regulative and institutional
context crucial in indicating the theoretical boundaries of the proposed model for the applicability of data-
driven technologies and the scope of available data. Furthermore, lower tiers of government (e.g., district or
local level) or other sectors (e.g., health) may face different sets of constraints toward access, development,
and deployment of such data-driven technologies. Cross-sectoral, cross-level, and cross-country analyses
can help to test the generalizability of the model and may lead to a theory of digital governance.
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